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Abstract
Coalescence of a liquid drop with a liquid bath can be prevented by vibration of the bath. In a certain parameter regime, a purely vertical bouncing motion may ensue. In another, this bouncing state is destabilized by the droplet’s wavefield, leading to drop motion with a horizontal component called walking. The walking drops are of particular scientific interest because Couder and coworkers have demonstrated that they exhibit many phenomena reminiscent of microscopic quantum particles. Nevertheless, prior to this work, no quantitative theoretical model had been developed to rationalize and inform the experiments before our work.

In this thesis, we develop a hierarchy of theoretical models of increasing complexity in order to describe the drop’s vertical and horizontal motion in the relevant parameter range. Modeling the drop-bath interaction via a linear spring is found lacking; therefore, a logarithmic spring model is developed. We first introduce this model in the context of a drop impacting a rigid substrate, and demonstrate its accuracy by comparison with existing numerical and experimental data. We then extend the model to the case of impact on a liquid substrate, and apply it to rationalize the dependence of the bouncing droplet’s behaviour on the system parameters. The theoretical developments have motivated further experiments, which have in turn lead to refinements of the theory.

We proceed by modeling the evolution of the standing waves created by impact on the bath, which enables us to predict the onset of walking and the dependence of the walking speed on the system parameters. New complex walking states are predicted, and subsequently validated by our detailed experimental study. A trajectory equation for the horizontal motion is obtained by averaging over the vertical bouncing.
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2-1 A drop of radius $R_0$ impacts a rigid surface with radius of curvature $R_2$ (see Figure 2b). Several values of the curvature parameter $\mathcal{R} = 1 - R_0/R_2$ are shown: from left to right, $\mathcal{R} = 0, \mathcal{R} = 0.5, \mathcal{R} = 1, \mathcal{R} = 2$ and $\mathcal{R} \gg 1$. ................. 36
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2-3 a) The static profiles of a liquid drop with $Bo = 1$ on a flat surface. The three profiles are the sum of the first 50 spherical harmonic modes obtained by minimizing the surface and gravitational potential energy of a drop constrained in different ways, by averaging the reaction force over: the contact area (equation (2.19)) (solid line), the contact area rim (dashed line), and the center of the contact area (dash-dot line). We see that even for an $O(1)$ Bond number, the averaging method provides a good approximation to the actual drop shape, which has a perfectly flat base. b) The static profile of a drop obtained from the first 50 spherical harmonics using the averaging method (2.20) for several values of $Bo$: $Bo = 0$ (dotted line), $Bo = 0.5$ (dash-dot line), $Bo = 1$ (solid line) and $Bo = 1.5$ (dashed line). ................. 44
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Comparison of the nondimensional contact time $\tau_c = T_c / (\rho R_0^2 / \sigma)^{1/2}$ as a function of the Weber number $We = \rho R_0^2 V_{in}^2 / \sigma$ for $Oh = \mu / (\rho \sigma R_0)^{1/2} = 0.005$ and $Bo = \rho g R_0^2 / \sigma = 0$, obtained with our quasi-static model (2.38) (solid line), the simplified model (2.40) (dashed line) and numerical simulation of the first 250 spherical harmonic modes (2.42) (dash-dot line). The predictions of Gopinath & Koch [53] ( ), Foote [42] ( ▽ ) and Okumura [84] ( horizontal line ) are included for the sake of comparison.

The dependence of the nondimensional contact time $\tau_c = T_c (\sigma / \rho R_0^3)^{1/2}$ on the rescaled Weber number $We/R_0^2 = \rho R_0 V_{in}^2 / \sigma (1 - R_0 / R_2)^2$. Results of the numerical model (2.42) for several values (0.1 ≤ $R$ ≤ 10) of the curvature parameter $R = 1 - R_0 / R_2$ follow a single curve (solid line). The analytic expression (2.43) (dashed line) is shown for the sake of comparison.

The effects of gravity on the nondimensional contact time $\tau_C = T_C \sqrt{\sigma / \rho R_0^3}$ as a function of the Weber number $We = \rho R_0^2 V_{in}^2 / \sigma$. The results of the numerical model (2.42) (dash-dot line), quasi-static model (2.38) (solid line) and the analytical expression (2.44) (dashed line), all for $Bo = 0.05$ are plotted, together with the experimental results of Okumura et al, for $Bo = 0.02$ ( ▽ ) and $Bo = 0.05$ ( ). For reference, the result of the numerical model (2.42) for $Bo = 0$ (i.e. no gravity) is also shown ( ● ).

The dependence of the coefficient of restitution $C_R$ on the Weber number $We = \rho R_0^2 V_{in}^2 / \sigma$ with (a) and without (b) gravity, for a drop impacting a flat substrate ($R = 1$). Results of the quasi-static model (2.38) (solid lines) and the full numerical model (2.42) (points) are shown for four values of the Ohnesorge number $Oh = \mu / \sqrt{\rho \sigma R_0}$: $Oh = 0.1$ ( ● ), $Oh = 0.2$ ( ), $Oh = 0.3$ ( ▽ ) and $Oh = 0.4$ ( ▲ ).

A schematic illustration of the experimental set-up. A liquid drop bounces on a liquid bath enclosed in a circular container shaken vertically. The drop is illuminated by a strong LED lamp through a diffuser, and its motion recorded by a high-speed camera that can be synchronized with the shaker.
3-2 A droplet of radius $R_0 = 0.38\text{mm}$ (a) in flight and (b) during contact with the bath. The drop motion is determined by the gravitational force $g$ and the reaction force $F_R$ generated during impact.

3-3 Regime diagram describing the motion of a silicone oil droplet of viscosity 50 cS on a bath of the same fluid vibrating with frequency 60Hz. The horizontal axis is the dimensionless peak acceleration of the bath $\Gamma = \gamma / g$, while the vertical axis is the drop radius. The bath surface becomes unstable when $\Gamma$ exceeds the Faraday threshold $\Gamma_F = 5.46$ (vertical line). Only the major dynamical regimes are shown: $PDC$ signifies the period-doubling cascade, $Int$ the region of intermittent horizontal movement and $Walk$ the walking regime. Lines indicate best fits to threshold curves.

3-4 The simplest modes of vertical motion for 50 cS silicone oil drops bouncing on a liquid bath vibrating with frequency 50 Hz. These are, in order of increasing dimensionless forcing $\Gamma = \gamma / g$: (a) the $(1, 1)^1$ mode, $\Gamma = 1.3$; (b) the $(1, 1)^2$ mode, $\Gamma = 1.4$; (c) the $(2, 2)^2$ mode, $\Gamma = 2.35$; (d) the $(2, 1)^1$ mode, $\Gamma = 3.6$ and (e) the $(2, 1)^2$ mode, $\Gamma = 4.1$. The drop radii are $R_0 = 0.28\text{mm}$ in (a-c) and $R_0 = 0.39\text{mm}$ in (d-e). The images were obtained by joining together vertical sections from successive video frames, each one 1 pixel wide and passing through the drop's centre. The camera was recording at 4000 fps. Note that in both the $(2, 1)$ modes shown (d-e), the drop was walking.

3-5 Bouncing thresholds measured for silicone oil droplets of viscosity (a) 20 cS and (b) 50 cS on a vibrating bath of the same oil. The minimum driving acceleration $\Gamma = \gamma / g$ (horizontal axis) required for sustained bouncing is shown as a function of the drop radius $R_0$ (vertical axis). Experimental results are shown for several driving frequencies $f$: 40 Hz ($\blacksquare$), 50 Hz ($\bullet$), 60 Hz ($\bigcirc$), 80 Hz ($\blacktriangle$), 100 Hz ($\blacktriangledown$), 120 Hz ($\blacktriangleleft$), 150 Hz ($\blacklozenge$) and 200 Hz ($\blacklozenge$).

3-6 Bouncing thresholds. The same experimental data shown in Fig.3-5 is now plotted as a function of the vibration number $\Omega = \omega / \omega_D$ (vertical axis) instead of drop diameter $R_0$. Data for different frequencies collapse nearly onto a single curve.
3-7 Detail of Fig. 3-6 showing the bouncing thresholds for silicone oil droplets of viscosity 50 cS on a vibrating bath of the same oil. The minimum driving acceleration $\Gamma = \gamma/g$ (horizontal axis) needed to prevent the drop from coalescing with the bath is shown as a function of the vibration number $\Omega = \omega/\omega_D$ (vertical axis). Experimental results are shown for several driving frequencies $f$: 40 Hz (■), 50 Hz (●), 60 Hz (▲), 80 Hz (▲). The discontinuity of the bouncing thresholds between $\Gamma = 1$ and $\Gamma = 1.2$ is clearly apparent.

3-8 First two period-doubling thresholds for silicone oil droplets of viscosity (a) 20 cS and (b) 50 cS on a vibrating bath of the same oil. For smaller droplets ($\Omega < 0.6$) these are $(1, 1) \rightarrow (2, 2)$ and $(2, 2) \rightarrow (4, 4)$ transitions, while for larger drops ($\Omega > 0.6$) they are $(1, 1) \rightarrow (2, 2)$ and $(2, 1) \rightarrow (4, 2)$ transitions. The experimentally measured threshold acceleration $\Gamma = \gamma/g$ (horizontal axis) is shown as a function of the vibration number $\Omega = \omega/\omega_D$ (vertical axis) for several driving frequencies: $f = 40$ Hz (■), 50 Hz (●), 60 Hz (▲), 80 Hz (▲), 100 Hz (▲), 120 Hz (▼), 150 Hz (★) and 200 Hz (●) .

3-9 A schematic illustration of our choice of coordinates. The vertical position of the drop’s centre of mass $Z$ is equal to 0 at the initiation of impact (a), and would be $-1$ if it reached the equilibrium level of the bath (b).

3-10 Normal coefficient of restitution $C_r = V_{out}/V_{in}$ of silicone oil droplets impacting a bath of the same liquid, as a function of the Weber number $\mathcal{W}e = \rho R_0 V_m^2/\sigma$. Shown are results for 20 cS (■) and 50 cS (▼) droplets impacting a quiescent bath, together with values measured from drops impacting a vibrating bath just above the bouncing threshold, (●) and (▲), respectively.

3-11 Dimensionless contact time $\tau_C = T_C /(\rho R_0^3/\sigma)^{1/2}$ of silicone oil droplets impacting a bath of the same liquid, as a function of the Weber number $\mathcal{W}e = \rho R_0 V_m^2/\sigma$. Shown are results for 20 cS (■) and 50 cS (▼) droplets impacting a quiescent bath, together with values measured from drops impacting a vibrating bath just above the bouncing threshold, (●) and (▲), respectively.
3-12 Comparison of the bouncing thresholds and first two period-doubling transitions measured experimentally and calculated using the linear spring model (3.1). Refer to Fig. 3-3 to see where these transitions fit into the regime diagram. The linear model predictions with $C_R = 0.42$ and $\tau_C = 4.2$ (solid lines) are compared to experiments with 20 cS oil in which coalescence ($\bigtriangleup$), 1st period doubling (●) and 2nd period doubling (▲) were measured. The predictions of the model with $C_R = 0.32$ and $\tau_C = 4.4$ (dashed lines) are compared to experiments with 50 cS oil in which coalescence (▼), 1st period doubling (■) and 2nd period doubling (◀) were measured. The lines shown are, from the left, the bouncing thresholds, $(1, 1)^1 \leftrightarrow (1, 1)^2$ mode transitions, first period-doubling $(1, 1) \rightarrow (2, 2)$ and second period-doubling $(2, 2) \rightarrow (4, 4)$ or $(2, 1) \rightarrow (4, 2)$.

3-13 Comparison of the same experimental data as in Fig.3-12 and the predictions of the second linear spring model (3.6) with $C_R = 0.3$ and $\tau_C = 4.2$ (solid lines), and with $C_R = 0.19$ and $\tau_C = 4.4$ (dashed lines). The lines shown are, from the left, the bouncing thresholds, $(1, 1)^1 \leftrightarrow (1, 1)^2$ mode transitions, first period-doubling $(1, 1) \rightarrow (2, 2)$ and second period-doubling $(2, 2) \rightarrow (4, 4)$ or $(2, 1) \rightarrow (4, 2)$.

3-14 Regime diagram indicating the behaviour of a bouncing drop in the $\Gamma - \Omega$ plane, as predicted by the linear spring model (3.1) with $C_R = 0.42$ and $\tau_C = 4.2$. $\Omega = \omega/\omega_D$ is the vibration number and $\Gamma = \gamma/g$ the dimensionless driving acceleration. In the $(m, n)$ mode, the drop's motion has period equal to $m$ driving periods, during which the drop hits the bath $n$ times. PDC indicates a region of period-doubling cascade and chaos. Solid lines indicate lower boundaries of existence (or stability) of lower energy modes, dash-dot lines indicate upper boundaries. Similarly, dashed lines indicate lower boundaries of existence of higher energy modes, their upper boundaries being period-doubling transitions marked by dotted lines.
3-15 The relative contact time (fraction of the bouncing period spent in contact with the bath) of a bouncing drop in the $\Gamma$-$\Omega$ plane, as predicted by the linear spring model (3.1) with $C_R = 0.42$ and $\tau_C = 4.2$. $\Omega$ is the vibration number and $\Gamma$ the dimensionless driving acceleration. Sharp changes of the relative contact time are evident near $\Gamma \approx 1$ (the bouncing to oscillating transition, or the $(1, 1)^2 \rightarrow (1, 1)^1$ mode transition), $\Gamma \approx 2.4$ (onset of the $(2, 1)^2$ mode) and $\Gamma \approx 3.7$ (onset of the $(3, 1)$ mode).

3-16 Comparison of (a) the low energy "vibrating" $(1, 1)^1$ mode and (b) the high energy "bouncing" $(1, 1)^2$ mode, as predicted by the linear spring model (3.1) with $\tau_C = 4.2$, $C_R = 0.42$ for $(\Gamma, \Omega) = (1.3, 0.35)$. The dimensionless vertical position of the oscillating bath (dashed line) and the droplet's center of mass shifted down by one radius (solid line) are shown as functions of the dimensionless time $\tau = ft$, where $f$ is the bath's driving frequency. See Fig. 3-4 (a-b) for the experimental realizations of these modes.

3-17 Comparison of (a) the lower energy $(2, 1)^1$ mode and (b) the higher energy $(2, 1)^2$ mode, as predicted by the linear spring model (3.1) with $\tau_C = 4.2$, $C_R = 0.42$ for $(\Gamma, \Omega) = (2.6, 0.7)$. The dimensionless vertical position of the oscillating bath (dashed line) and the droplet's center of mass shifted down by one radius (solid line) are shown as functions of the dimensionless time $\tau = ft$. See Fig. 3-4 (d-e) for the experimental realizations of these modes.

3-18 The $(3, 2)$ mode, as predicted by the linear spring model (3.1) with $\tau_C = 4.2$, $C_R = 0.42$ for $(\Gamma, \Omega) = (2.4, 0.32)$. The dimensionless vertical position of the oscillating bath (dashed line) and the droplet's center of mass shifted down by one radius (solid line) are shown as functions of the dimensionless time $\tau = ft$.

3-19 The dependence of the normal coefficient of restitution $C_R = V_{out}/V_{in}$ for silicone oil droplets impacting a bath of the same liquid, on the Weber number $We = \rho R_0 V_{in}^2/\sigma$. Shown are the experimental results for 20 cS (■) and 50 cS (▼) droplets impacting a quiescent bath. (▲) and (▲) denote analogous $C_R$ values for droplets impacting a vibrating bath just above the bouncing threshold. Solid lines indicate the values obtained using the logarithmic spring model (B.13) with $R_0 = 0.15\text{mm}$ for $c_1 = 2$, $c_2(20\text{ cS}) = 12.5$, $c_2(50\text{ cS}) = 7.5$ and $c_3 = 1.4$. 
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3-20 The dimensionless depth of penetration $|Z| = |z|/R_0\dot{\mathcal{W}}e^{1/2}$ of the drop's center of mass below its height at the outset of contact (see Fig. 3-9), as a function of the dimensionless time $\tau = t(\sigma/\rho R_0^3)^{1/2}$. The predictions of the linear spring model (3.1) (dashed line), alternative linear spring model (3.6) (dash-dot line) and the logarithmic spring model (3.7) (solid line) for $R_0 = 0.3 \text{mm}$ and $\mathcal{W}e = 0.8$ are compared to the experimental values for $R_0 = 0.14 \text{mm}$, $\mathcal{W}e = 0.73$ (■), $R_0 = 0.20 \text{mm}$, $\mathcal{W}e = 0.68$ (▲) and $R_0 = 0.33 \text{mm}$, $\mathcal{W}e = 0.96$ (▼).

3-21 The dimensionless acceleration $Z_{\tau\tau} = (d^2z/dt^2)(\rho R_0^3/\sigma V_m^2)^{1/2}$ of the drop's center of mass as a function of the dimensionless time $\tau = t(\sigma/\rho R_0^3)^{1/2}$. The predictions of the linear spring model (3.1) (dashed line), alternative linear spring model (3.6) (dash-dot line) and the logarithmic spring model (3.7) (solid line) are shown for $R_0 = 0.3 \text{mm}$ and $\mathcal{W}e = 0.8$.

3-22 Comparison of the regime diagrams measured experimentally and those calculated using the logarithmic spring model (3.7). (a) The model predictions with $c_1 = 2$, $c_3 = 1.4$, $c_2 = 12.5$ and $f = 80 \text{ Hz}$ (solid lines) are compared to experiments with 20 cS oil in which coalescence (▲), 1st period doubling (●) and 2nd period doubling (▲) were measured. (b) The predictions of the model with $c_1 = 2$, $c_3 = 1.4$, $c_2 = 7.5$ and $f = 80 \text{ Hz}$ (dashed lines) are compared to experiments with 50 cS oil in which coalescence (▲), 1st period doubling (●) and 2nd period doubling (▲) were measured.

3-23 The dependence of the impact phase $\Phi$ (solid lines, points), defined in (3.8), on the driving acceleration $\Gamma = \gamma/g$ for three values of the vibration number $\Omega$: (a) $\Omega = 0.2$, (b) $\Omega = 0.5$ and (c) $\Omega = 0.8$ (refer to Fig. 3-22a). Contact is marked by the shaded regions, wherein darkness of the shading indicates the relative number of contacts including the given phase. Where possible, the periodic bouncing modes $(m, n)$ are indicated.

4-1 The experimental setup. A liquid drop bounces on a vibrating liquid bath enclosed in a circular container. The drop is illuminated by an LED lamp, its vertical motion recorded on a high-speed camera and its horizontal motion recorded on a top view camera. Both cameras are synchronized with the shaker.
4-2 A droplet of radius $R_0 = 0.38\text{mm}$ (a) in flight and (b) during contact with the bath. During flight, its motion is accelerated by the gravitational force $g$ and resisted by the air drag $F_{DA}$ that opposes its motion $v$. During contact, two additional forces act on the drop; the reaction force $F$ normal to the bath surface and the momentum drag force $F_D$ tangential to the surface and proportional to the tangential component of $v$. ................................. 100
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4-4 The walking thresholds for silicone oil droplets of viscosity (a) 20 cS and (b) 50 cS on a vibrating bath of the same oil. The experimentally measured threshold acceleration $\Gamma = \gamma/g$ (horizontal axis) is shown as a function of the vibration number $\Omega = \omega/\omega_D$ (vertical axis) for several values of the driving frequency $f$: 50 Hz ($\triangleright$), 60 Hz ($\blacksquare$), 80 Hz ($\blacktriangle$) and 90 Hz ($\blacktriangledown$). The dashed lines are best-fit curves provided to guide the eye. ................................. 104
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4-12 The walking speeds of silicone oil droplets for (a) $\nu = 20$ cS, $f = 80$ Hz and (b) $\nu = 50$ cS, $f = 50$ Hz, as a function of the dimensionless driving acceleration. Our model predictions (lines) are compared to the existing data for selected drop radii. These are: (a) $R_0 = 0.31$ mm (▼), 0.35 mm (○), 0.38 mm (▲) and 0.40 mm (▲, ◼); (b) $R_0 = 0.25$ mm (▲), 0.34 mm (▲), 0.39 mm (▲) and 0.51 mm (■). In (a), the predicted range of instantaneous walking speeds in the chaotic bouncing regime is indicated by the shaded regions. Discontinuities in slope of the theoretical curves indicate a switching of vertical bouncing modes from (2,1)$^1$ to (2,1)$^2$ with increasing $\Gamma$. Characteristic error bars are shown.

4-13 The fraction of the drop's bouncing period $T$ spent in contact with the bath, as a function of the drop radius. Experimental results (a) for dimensionless driving $\Gamma = 3.7$ (▼), $\Gamma = 3.8$ (▲), $\Gamma = 3.9$ (▲), $\Gamma = 4.0$ (▲) and $\Gamma = 4.1$ (■) are compared to the theoretical predictions (b) for the same set of $\Gamma$. The appearance of the higher energy (2,1)$^2$ mode (see Fig. 4-3a,b) at $\Gamma = 3.9$ is marked by a discrete decrease of contact time.

4-14 The walking speeds [mm/s] obtained with our model for (a) $\nu = 20$ cS, $f = 80$ Hz and (b) $\nu = 50$ cS, $f = 50$ Hz. The horizontal axis indicates the ratio of the peak driving acceleration to the Faraday threshold, while the vertical axis indicates the vibration number $\Omega = \omega / \omega_D$.  
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4-15 The walking region for (a-b) 20 cS and (c-d) 50 cS silicon oil drops, as predicted by our model (eqns.(4.15-4.19)). Horizontal axes indicate the driving frequency \( f \), while the vertical axes indicate \( \Omega = \omega / \omega_D \). In (a,c), the relative distance from walking threshold to Faraday threshold \( 1 - \Gamma_W / \Gamma_F \) is shown. The various modes of vertical bouncing at the walking threshold are shown in (b,d), most significant of which are the two (2,1) modes (resonant bouncing with the Faraday period, see Fig. 4-16a-b), and the different kinds of “limping” drops (the (2,2),(4,3),(4,4) modes, Fig. 4-16d-f) where a relatively weak contact arises between a pair of strong contacts. In general, the walking regime’s lower boundary adjoins a region marked by chaotic bouncing (Fig. 4-16(c,g)).

4-16 The most common bouncing modes of 20 cS drops near the walking threshold. These are (a) the (2,1)\(^1\) mode, (b) the (2,1)\(^2\) mode, (c) chaotic bouncing, (d) the (2,2) mode, (e) the (4,3) mode, (f) the (4,4) mode and (g) chaotic limping. Modes (d)-(g) are referred to as “limping” modes, due to the short steps alternating with long ones.

4-17 Comparison of the regime diagram for 20 cS silicone oil and \( f = 80 \) Hz, as predicted by our model, to the experimental data. The data on the bouncing threshold (▲), first (▲) and second (▼) period doubling and on the walking threshold (■) are shown. The rightmost boundary corresponds to the Faraday threshold \( \Gamma_F \).

5-1 Walking drop of 20 cS silicone oil of radius 0.48 mm (a) before, (b) during, and (c) after an impact with a bath of the same liquid vibrating at 70 Hz.

5-2 Schematic illustration of the experimental set-up. The vibrating bath is illuminated by two LED lamps, and the drop motion recorded by two digital video cameras. The top view camera captures images at 17.5-20 frames per second, while the side view camera records at 4000 frames per second. The video processing is done on a computer.
5-3 Regime diagrams indicating the dependence of the droplet behaviour on the dimensionless driving acceleration, $\Gamma = \gamma / g$, and the vibration number, $\Omega = 2\pi f \sqrt{\rho r^2 / \sigma}$. (a) The 20 cS-80 Hz combination for which $\Gamma_F = 4.22 \pm 0.05$. (b) 50 cS-50 Hz for which $\Gamma_F = 4.23 \pm 0.05$. (c) 20 cS-70 Hz for which $\Gamma_F = 3.33 \pm 0.05$. Filled areas correspond to theoretical predictions, the solid red line denoting the theoretically predicted walking threshold. Square markers denote stationary bouncing drops; round markers indicate observed walking drops. The colour of the markers indicate the observed bouncing mode.

5-4 Some of the bouncing modes observed for the 20 cS-80 Hz combination. (a) Bouncing (4,4) mode. $\Gamma = 2.3$, $\Omega = 0.45$. (b) Bouncing (4,3) mode. $\Gamma = 2.7$, $\Omega = 0.45$. (c) Bouncing (4,2) mode. $\Gamma = 3.5$, $\Omega = 0.42$.

5-5 Some of the modes observed for the 50 cS-50 Hz combination. (a) Walking $(2,1)^1$ mode. $\Gamma = 3.7$, $\Omega = 0.59$. (b) Walking $(2,1)^2$ mode. $\Gamma = 4.0$, $\Omega = 0.44$. (c) Chaotic bouncing with no apparent periodicity. $\Gamma = 4$, $\Omega = 0.94$.

5-6 Some of the modes observed for the 20 cS-70 Hz combination. (a) Exotic bouncing mode $(13,10)$: highly complex periodic motion. $\Gamma = 3.3$, $\Omega = 0.97$. (b) The limping drop, a $(2,2)$ walking mode. $\Gamma = 2$, $\Omega = 0.42$. (c) The mixed walking state, shown here evolving from $(2,1)^1 \rightarrow (2,1)^2 \rightarrow (2,1)^1 \rightarrow (2,1)^2$. $\Gamma = 3.4$, $\Omega = 0.72$.

5-7 Mixed state walkers observed with the 20 cS-70 Hz combination, $\Gamma = 3.4$, $\Omega = 0.72$. (a) The trajectory for a drop in the mixed state, shaded according to the speed. The circular bath domain is indicated. (b) The observed variation of walking speed with arc-length, as normalised by the Faraday wavelength. (c) A Fourier power spectrum of the normalised velocity fluctuations. (d) Trajectory of a mixed mode, shaded according to speed, that destabilises into a $(2,1)^2$ walker after collision with the boundary near $(x, y) = (-25, -20)$ mm.

A-1 The surface tension (a) and density (b) of silicone oil as a function of the viscosity $\nu$. Squares indicate the values for the standard set of industrial oils with $0.65cS \leq \nu \leq 1000cS$, while the lines indicate the fitted curves (A.1).
C-1 Comparison between the full numerical model and the long-term approximation (C.52). The bath surface is forced at time \( t = t_{\text{imp}} \) and then evolved freely, and the amplitude of the standing wave \( A(t) = h(0, t) \) is recorded, as computed by a full numerical scheme solving (C.27) \( (A_{\text{num}}) \) and as given by (C.52) \( (A_{\text{th}}) \). The average ratio \( A_{\text{num}}/A_{\text{th}} \) over \( T_F \leq t \leq 6T_F \) \( (\Delta) \) and over \( T_F \leq t \leq 10T_F \) \( (\nabla) \) is shown as a function of \( t_{\text{imp}} \), for different combinations of oil viscosity and driving frequency: (a) \( \nu = 10 \) cS and \( f = 100 \) Hz, (b) \( \nu = 20 \) cS and \( f = 80 \) Hz, (c) \( \nu = 20 \) cS and \( f = 50 \) cS and (d) \( \nu = 100 \) cS and \( f = 40 \) Hz. The ratio tends to 1 for large times, except near \( t_{\text{imp}} \approx \frac{n}{2}T_F \), when \( G_1(t_{\text{imp}}) \approx 0 \) and other wavenumbers contribute to the overall amplitude beside the region near \( k_F \).

E-1 The dependence of the threshold value of memory \( M_{\text{th}} \) at which walking occurs, on the wave amplitude \( A \) and force strength \( k \). The level sets of \( M_{\text{th}} \) are plotted on a log \( A \) - log \( k \) plane.

E-2 The position \( x(t) \) of the drop as a function of time for various combinations of the wave amplitude \( A \) and the central force strength \( k \): (a) \( A = 0.001 \) and \( k = 0.001 \), (b) \( A = 0.1 \) and \( k = 10 \), (c) \( A = 1 \) and \( k = 0.1 \), (d) \( A = 1 \) and \( k = 1 \), (e) \( A = 1 \) and \( k = 10 \), (f) \( A = 5 \) and \( k = 2 \), (g) \( A = 20 \) and \( k = 0.05 \), (h) \( A = 50 \) and \( k = 50 \).

E-3 The regime diagram deduced from solution of the system (E.6), describing the behaviour of a drop walking in 1 dimension subject to central force, for \( M_{\text{th}} = 10^9 \). Four different dynamical states are observed according to the value of the wave amplitude \( A \) (horizontal axis) and central force strength \( k \) (vertical axis): a ground state \( (A < 0.03 \text{ or } k > A) \), a chaotic ground state \( (k \sim A) \), chaotic motion \( k < A \) and unbounded solutions \( A > A_C \approx 86.6 \). The regions where an asymmetric probability density was observed (for small \( k \)) are also indicated.

E-4 The dependence of (a) \( \langle x^2 \rangle \) and (b) \( \mathcal{P}E - \mathcal{P}E.0 = k \langle x^2 \rangle - k\pi^2/4 \) on the parameters \( A \) and \( k \). By using \( \log A + 0.05 \log k \) for the horizontal scale, we obtain clusters of data points, each corresponding to a single value of \( A \).
E-5 The position $x(t)$ as a function of time for $A = 87$ and $k = 100$ for initial conditions $x(0) = I_1(0) = I_2(0) = 0$ and $\dot{x}(0) = 5$. The solution diverges from the origin starting from around $t \approx 60$, with the transition shown in more detail in the inset.

E-6 The position $x(t)$ as a function of time for $A = 80$ and $k = 10$, for initial conditions $x(0) = I_1(0) = I_2(0) = 0$ and $\dot{x}(0) = 5$. The walker slowly drifts away from the origin while oscillating rapidly, before it snaps back to the vicinity of the origin and the process repeats.

E-7 The limit cycle for the system (E.25) together with a part of an unbounded trajectory starting at $(y, y, r, y) = (5, 0, -7)$ in the $(y, y, r, y)$ space, shown from two different angles.

E-8 The trajectories in the $y - y_r$ plane for the equation (E.28) with $F = 1$ are marked by dashed lines. The two critical points are a center at $(1, 0)$ and a saddle at $(-1, 0)$. The periodic solution with zero time average lies very close to the homoclinic trajectory, and is indicated by a solid line.

E-9 The intersection of the stable manifold with the $y_r = 0$ plane for different values of $A$: (a) $A=1000$, (b) $A=300$, (c) $A=200$, (d) $A=120$, (d) $A=87$, (e) $A=86$. The number of passages through the $y_r = 0$, $y > 0$ half-plane before divergence to infinity is shown for points outside the stable manifold. A reduction in the volume of the manifold with decreasing $A$ is evident, together with its disappearance at $A = 86.192$

E-10 The $y$-component of the intersection of the limit cycle with the $y_r = 0$ plane as a function of $A$. As $A$ is decreased progressively, the limit cycle undergoes a period-doubling cascade, and below $A = 87.23$ becomes a strange attractor, with windows of periodicity. The strange attractor becomes unstable at $A = 86.641 \pm 0.001$.

E-11 The probability distribution function $f(x)$ of the drop position $x(t)$ for $A = 0.25$, $k = 0.1$ and five values of the memory. These are (a) $Me = 32, 64, 256$ and (b) $Me = 25, 10^5, 10^6$. A fast convergence to the high-memory limit is apparent.
The logarithm of the probability distribution function $f(x)$ as a function of $x$ (vertical axis) and $k$ (horizontal axis) for two values of $A$: (a) 1.58 and (b) 39.8. The horizontal scale is logarithmic, while the vertical scale indicates $x^{1/3}$, in order to capture the profile of the distribution function both at small and large $x$. In (a) the transition from the ground state to the chaotic ground state is clearly visible near $\log k = 1$, while the transition to a chaotic region around $\log k = 0.2$ is more gradual. In (b) the transition to fully chaotic motion arises at $\log k = 1.2$; at $\log k = -0.8$ the distribution function becomes asymmetric.
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Chapter 1

Introduction

"Guttas in saxa cadentis umoris longo in spatio pertundere saxa."
"The drops of rain make a hole in the stone, not by violence, but by oft falling."

Lucretius, De Rerum Natura IV.

The impact of liquid drops upon liquid or solid boundaries has long been a source of fascination and inspiration. Scientific investigations of the interactions between drops, jets and liquid surfaces were initiated by Lord Rayleigh [104, 105] and Arthur M. Worthington [128, 129] in the 1870s. In order to study the dynamics of these processes, often happening over timescales too short for the human eye to perceive, they developed the technique of stroboscopy, invented by Joseph Plateau who himself was involved in the study of liquid films and droplets [92]. The stroboscope relies upon the production of a short intense burst of light, and the art of triggering and compacting the flash was perfected by Harold E. Edgerton, as evidenced by his photographs of nuclear explosions. His collection of high-speed photographs [34] included captivating images of energetic drop impacts with the subsequent formation of craters with crown-like rims, and undoubtedly spurred a renewed interest in the subject.

The development and wide adoption of high-speed imaging has revealed the full range of phenomena associated with drop impact [120]. In the coalescence cascade [121, 5], a succession of progressively smaller drops is created during partial coalescence of the original drop with a liquid bath. Following vigorous drop impact on a bath, ejecta sheets may arise [119], evolving over timescales of mere microseconds. Experimental [111, 67, 15, 58, 10, 96], theoretical [20, 84, 1, 95, 62, 14] and numerical [115, 8, 9, 70, 85] works abound, revealing and rationalizing the vast array of possible behaviour and the rich physics involved. For an overview of the different impact phenomena, see Rein [106] or Yarin [131].
The impact of liquid droplets on solid and fluid surfaces is important in a variety of industrial and biological processes. Industrial applications include insecticide and pesticide design [36, 80, 127], inkjet printing [126] and fuel injection, as well as the design of airplane, ship and windmill blades [132]. For many plants and small creatures, the impact and adherence of a raindrop can lead to tissue damage or other deleterious consequences, such as compromised photosynthesis in the case of plants and respiration in the case of insects; thus, the integument of many plants and insects is hydrophobic [101, 7]. Understanding the dynamics of collisions between drops of different sizes in the atmosphere is a prerequisite to predicting the onset of rain, while raindrop impact on the sea or a puddle has major effect on the aeration of the surface layer and dispersal of spores and microorganisms. The motivation for this thesis is the hydrodynamic quantum analogue system recently discovered by Yves Couder.

In this thesis, we shall focus on drop impact on solids and fluids at relatively low impact speeds, in which both the droplet and the impactor are only weakly distorted. When the impactor is a rigid substrate, the droplet will come to rest on its surface after a series of rebounds during which its initial kinetic energy is dissipated. When the impactor is a liquid bath, the drop will eventually coalesce, after the intervening air layer separating it from the bath beneath it drains below a critical thickness [18]. However, when the bath is shaken vertically, the energy lost to dissipation and wave creation at each rebound can be offset by a transfer of kinetic energy from the bath. Thus the coalescence can be prevented, the drop being instead sustained in a bouncing motion, as was first discovered by Walker [124], since the intervening air layer does not have sufficient time to drain during impact.

As the amplitude of the bath oscillation is increased further, the drop may execute a period-doubling cascade, culminating in a chaotic vertical motion [98], a feature common to systems involving bouncing on a periodically oscillating platform [37, 73, 21]. For drops within a certain size range, the interplay between the drop and its own wave field causes the vertical bouncing to become unstable: the drop begins to move horizontally, an effect first reported by Couder et al. [19]. Note that for sufficiently high bath acceleration, known as the Faraday threshold, the bath surface becomes unstable, and a standing wave pattern emerges [38, 4]. As the bath acceleration approaches the Faraday threshold from below, the decay rate of the surface waves created by the drop impacts is reduced and a particular wavelength is selected, corresponding to the least stable wavenumber.

Interaction of walking drops and the surface waves reflected from the boundaries [16, 30] or from other drops [100, 98, 97, 29, 28, 32, 43, 99] leads to a variety of
interesting phenomena reminiscent of quantum mechanics [6], such as tunneling across
a sub-surface barrier [30], single-particle diffraction in both single- and double-slit
geometries [16] or quantization of circular orbits [43]. Considering the drop motion
from a statistical perspective, interesting patterns emerge in the probability density
function of the drop’s position. Harris et al. showed that inside a circular corral, the
density function reflects the most unstable mode of the cavity. Investigation of the
drop’s statistical behaviour in more complex geometries is currently underway.

The discovery of the walking drop system by Couder provided the first experi-
mental realization of a pilot-wave system, first theoretically proposed by de Broglie
[22] as a realist, deterministic interpretation of quantum mechanics. This pilot-wave
theory for the dynamics that would underly the statistical theory provided by the
standard quantum mechanics would constitute a hidden variable theory. The two
crucial components of de Broglie’s theory, namely the resonance between the particle
and its guiding wave, and the monochromatic nature of the guiding wavefield, are
both present in Couder’s system. Von Neumann produced a proof [123] that ostensibly
ruled out all hidden-variable theories; however, the proof was later found to be flawed [2, 3]. Nevertheless, the prejudice against pilot-wave theory persists. It is
hoped that with the insights gained from the walking drop system and the rational
theory for it developed herein, this unfortunate historical legacy can be rectified.

Exploration of the possible analogies between the drop-bath system described
above and quantum mechanics is a growing field of research [83, 55, 54, 56]. Com-
pared to the amount of experimental work done, theoretical modeling has been lack-
ing. While an early phenomenological model [100, 32] was capable of reproducing
certain observed behaviours, it was unable to provide quantitative predictions of the
system behaviour. The material in this thesis is intended to improve the situation
by developing the first rational model of the interaction between the drop’s vertical
and horizontal motion, which is shown to be necessary to capture the full variety
of the observed droplet behaviour. It should serve as a starting point for numerical
simulations of the system [88, 75]. Moreover, it will guide the experimenters in their
search for new phenomena, a goal first achieved in the results reported in chapter 4.

The work presented in this thesis was motivated by the following basic questions:

- Q1: When a drop is placed on a vibrating fluid bath, over what range of system
  parameters will it coalesce, bounce or walk?
- Q2: When it does walk, how quickly will it walk?
- Q3: What is the optimal drop size to prevent coalescence or to observe walking?
Chapters 3 through 5 provide the answers to these questions, while raising many new ones.

The need for predictive accuracy and numerical speed necessitated development of a new model for the drop-bath interaction, which we call the \textit{logarithmic spring model}. It is developed in three stages in chapters 2-4. In chapter 2, we treat the normal impact of a drop on a rigid curved impactor. We there introduce our quasi-static model, which provides an adequate approximation to the drop dynamics in the limit of low impact speeds. Its application requires finding the static shape of a drop under the influence of gravity, which allows for the calculation of drop's surface and gravitational potential energy. Expressing the static shape in terms of spherical harmonics then enables us to find the kinetic energy and dissipation associated with the change of the shape within this drop shape family. Finally, the drop's equation of motion is derived and solved numerically, and its predictions are compared with the existing experimental results and numerical work. Our model captures both the effects of the substrate curvature and the drop's initial kinetic energy on the impact dynamics. Since the equations of motion show that the reaction force acting on the drop during impact is nearly linearly dependent on the deformation length, with a logarithmic correction, we dub this model the "logarithmic spring". Chapter 2 appears as published in Moláček, J. and Bush, J. W. M 2012: A Quasi-static Model of Drop Impact, \textit{Physics of Fluids} 24 127103.

In chapter 3, we adapt the model in order to consider low energy drop impact on a liquid bath, as arises for walking droplets. This is achieved by extending the quasi-static approximation to the shape of the deformed bath. In order to achieve sufficient accuracy over the relatively large range of Weber numbers of interest, higher order terms are included in the equations that are fixed by matching the experimental data on the coefficient of restitution and contact time. The model is then applied to rationalize the regime diagrams describing the behaviour of drops bouncing on a vibrating bath, under the further assumption that the bath returns to its equilibrium shape between successive drop impacts. A dimensionless number defined as the ratio of the bath driving frequency to the drop natural oscillation frequency, which we dub the \textit{vibration number}, is shown to collapse the experimental data for different values of driving frequency. We predict a number of new bouncing states, as well as the coexistence of multiple bouncing states with the same periodicity but different average mechanical energy. The coalescence threshold is shown to be well captured by the model, confirming that a detailed description of the intervening air layer dynamics is not necessary; rather, it serves only to transfer stress between droplet and
bath. Chapter 3 is currently under review at the *Journal of Fluid Mechanics*: Drops bouncing on a vibrating bath, Moláček, J. and Bush, J. W. M.

In chapter 4, we consider the spatio-temporal evolution of the bath surface after each drop impact, then the destabilizing influence of this wavefield on the bouncing states. For driving close to the Faraday threshold, the surface is found to be locally approximated by a standing wave with nearly exponential temporal decay and a radial form described by a Bessel function. By considering the horizontal force balance using a heuristic formula for the tangential drag on the drop during impact, we are able to rationalize the limited extent of the parameter range where walking occurs, as well as the speed of the walking drops. The location and extent of the walking region is found to be crucially dependent on the stability and existence of the various vertical bouncing modes. By integrating over one period of the vertical motion, the vertical dynamics can be filtered out, yielding a trajectory equation for the drop's horizontal motion. Chapter 4 is currently under review at the *Journal of Fluid Mechanics*: Drops walking on a vibrating bath: towards a hydrodynamic pilot-wave theory, Moláček, J. and Bush, J. W. M.

In chapter 5, we present the results of an integrated experimental and theoretical investigation of droplets bouncing on a vibrating fluid bath. A comprehensive series of experiments provides the most detailed characterisation to date of the system's dependence on fluid properties, droplet size and vibrational forcing. A number of new bouncing and walking states are reported, including complex periodic and aperiodic motions. Particular attention is given to the first characterisation of the different gaits arising within the walking regime. In addition to complex periodic walkers and limping droplets, we highlight a previously unreported mixed state, in which the droplet switches periodically between two distinct walking modes. Our experiments are complemented by a theoretical study based on our previous developments, which provides a basis for rationalising all observed bouncing and walking states. Chapter 5 is currently under review at the *Physics of Fluids*: Exotic states of bouncing and walking droplets, Wind-Willassen, Ø, Moláček, J., Harris, D. M. and Bush, J. W. M.

In chapter 6, we conclude our study of the bouncing and walking drops, discussing the strengths and weaknesses of our model, and proposing directions in which the theory might be extended.
Chapter 2

Drops Bouncing on a Rigid Substrate

2.1 Background

In this chapter we treat the impact of a liquid drop on rigid or weakly-deformable substrates. The nature of small droplet collision depends on the wettability of the impacted surface, which will in general depend in turn on its surface chemistry and texture [44]. If the droplet wets the substrate, the spreading and detachment of the droplet will depend critically on the contact line dynamics [131]. In this chapter, we consider the case of non-wetting impact, in which a thin air layer is maintained between the droplet and the surface, so that contact line dynamics need not be considered. Such is the case for relatively low-energy impact of drops on super-hydrophobic surfaces [125], a rigid surface coated with a liquid film [47] or a highly viscous liquid surface [25].

We further restrict our attention to low-energy impacts in which the droplet deformation remains small, allowing for an analytical treatment. Two key parameters that characterize the impact are the contact time $T_C$ and the coefficient of restitution $C_R$. The contact time can be defined as the time over which the droplet experiences a reaction force from the impacted object; the coefficient of restitution as the ratio of the normal components of outgoing to incoming velocity: $C_R = \frac{(V_{out})_n}{(V_{in})_n}$. While, strictly speaking, these definitions can only be approximate due to the interaction between drop and impactor via viscous forces in the intervening gas, for the class of problems to be considered, the resulting ambiguity is negligible.

Six physical variables affect the normal impact of a nonwetting drop on a flat rigid
surface: the droplet radius $R_0$ and impact speed $V_{in}$, the liquid density $\rho$, dynamic viscosity $\mu$ and surface tension $\sigma$ and the gravitational acceleration $g$ (see Table 2.1). These give rise to three nondimensional groups. The Weber number $We = \frac{\rho R_0 V_{in}^2}{\sigma}$, Bond number $Bo = \frac{\rho g R_0^2}{\sigma}$ and Ohnesorge number $Oh = \frac{\mu (\sigma \rho R_0)^{-1/2}}{\nu}$ prescribe the relative magnitudes of, respectively, inertia, gravity and viscosity to surface tension.

Considering the effects of the surrounding gas on the drop dynamics requires the inclusion of two more physical variables - the gas density $\rho_g$ and gas viscosity $\mu_g$ - giving rise to two more nondimensional groups, $\frac{\rho_g}{\rho}$ and $Oh_g = \frac{\mu_g}{\rho} (\sigma \rho R_0)^{-1/2}$. For the parameter range of interest, $\frac{\rho_g}{\rho} \ll 1$ and $Oh_g \ll Oh$, the influence of these two parameters is negligible. To incorporate the influence of substrate curvature, we consider the impacted solid to have a uniform radius of curvature $R_2$ and introduce the nondimensional group $R = 1 - \frac{R_0}{R_2}$ (see Fig. 2-1). Defining the curvature of a concave substrate to be negative, we note that $R = 1$ for a flat surface, $R \to \infty$ for a sharp pin-shaped surface and $R = 0$ for a surface whose curvature matches that of the drop.

Figure 2-1: A drop of radius $R_0$ impacts a rigid surface with radius of curvature $R_2$ (see Figure 2b). Several values of the curvature parameter $R = 1 - \frac{R_0}{R_2}$ are shown: from left to right, $R = 0$, $R = 0.5$, $R = 1$, $R = 2$ and $R \gg 1$.

Studies of liquid drop impact at small and moderate Weber numbers ($We < 30$) are scarce in comparison with their high Weber number counterparts. Foote [42] was the first to model numerically the dynamics of a nearly inviscid drop impacting a solid wall, his computations providing estimates for the contact time, contact area and pressure distribution inside the drop. Gopinath & Koch [53] modeled the collision of two identical water drops at low Weber numbers by decomposing their deformation into spherical harmonic modes. In the limit $\ln (1/We) \gg 1$, they were able to use approximations of the behaviour of the Legendre polynomials $P_m(x)$ to show that the contact time increases logarithmically with decreasing $We$. The inherent symmetry of the collision of two identical drops means that it is in many ways equivalent to the rebound of a single drop from a flat rigid boundary and allows us to implement their results in the present work.

Richard & Quéré [109] measured the coefficient of restitution $C_R$ of small water
drops (0.4mm ≤ R₀ ≤ 0.5mm) bouncing on a super-hydrophobic surface for 0.02 ≤ We ≤ 2. They reported CR as large as 0.94, noting that it remains relatively constant above a critical impact velocity below which it sharply drops to zero, presumably because the contact angle hysteresis becomes important for sufficiently low Weber numbers. Richard et al. [108] measured the contact time T_C in the same configuration for 0.3 ≤ We ≤ 37 and found it to be nearly independent of the Weber number in this range, with a slight increase at the lower end of the We spectrum. Okumura et al. [84] measured the contact time in the same configuration for 0.003 ≤ We ≤ 1 and two drop radii R₀ = 0.4mm and R₀ = 0.6mm, and noted an increase of T_C with decreasing We, which they attributed to the influence of gravity. They also presented a simple model for the drop dynamics, using a linear spring approximation to the reaction force obtained by approximating the drop distortion as a superposition of pure translation and vibration in the second fundamental harmonic mode.

Simple scaling suggests that the contact time scales as T_C ∝ A \left( \frac{a R_0^3}{\sigma} \right)^{1/2}, as does the period of free oscillations of a drop [103]. The coefficient A = A (Bo, We, Oh) is in general a function of the three nondimensional groups. However, when We ≫ Bo², the effects of gravity can be neglected (Okumura et al. [84]); similarly when Oh ≪ 1 the effects of viscosity can be neglected. When these two conditions are met, we expect A ∝ A (We). Richard et al. [108] found experimentally that A ∝ 2.6 for 1 < We < 30, while the numerical models of Foote [42] and Gopinath & Koch [53] indicate that for We < 1, A(We) ∝ ln \frac{1}{We}. The linear spring model of Okumura et al. [84] predicts A = 2.31 independent of We, and thus must become invalid for sufficiently low We. We expect the coefficient of restitution CR to depend most strongly on Oh, with CR → 0 as Oh → ∞ and CR → 1 as Oh → 0. Interestingly, for sufficiently high We, lim_{Oh→0} CR ≈ 0.91 < 1, because part of the initial translational energy is transferred to oscillations of the drop surface, as demonstrated by Richard & Quéré [109].

We here present a relatively simple model of non-wetting liquid drop impact valid in the limit of We ≪ 1 that incorporates the influence of the curvature of the impacted surface. We approximate the drop shape at any instant by one from the quasi-static family of sessile shapes of a drop in a homogeneous gravitational field. The precise shape is thus prescribed by the effective Bond number, which will be the single independent variable in our model. We proceed by finding the first order approximation to the static drop shape in §2, which yields the change of the drop’s surface and gravitational potential energies. In §3 we find the spherical harmonic decomposition of the static shape, from which we derive the kinetic energy and viscous
damping associated with a change of drop shape within the static shape family. We then form the Lagrangian of the system and derive the equation of motion. In §4, we analyze the asymptotic behaviour of contact time in the limit $\ln 1/We \gg 1$, both with and without the influence of gravity. We develop a simple numerical model to which we compare the predictions of the quasi-static model in cases where there are no existing data. We investigate the role of the substrate curvature on drop dynamics and show that to leading order the combined effects of curvature and impact speed can be described by a single nondimensional parameter.

### 2.2 The shape of a static drop

The leading order deformation to a static drop caused by a weak uniform gravitational field was deduced by Chesters [13], and subsequently considered by Smith & van De Ven [114], Shanahan [112] and Rienstra [110]. It will be briefly rederived here, in part to introduce the notation adopted in this chapter. Consider a liquid drop with density $\rho$, surface tension $\sigma$ and undeformed radius $R_0$, that sits on a solid substrate with constant radius of curvature $R_2$ (see Table 2.1 for the list of symbols). We set

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Typical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>drop radius</td>
<td>$0.1 - 1$ mm</td>
</tr>
<tr>
<td>$R_2$</td>
<td>substrate radius of curvature</td>
<td>$-\infty - 0.1$ mm</td>
</tr>
<tr>
<td>$\rho$</td>
<td>drop density</td>
<td>$10^3$ kg/m$^3$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>drop surface tension</td>
<td>$10^{-2} - 10^{-1}$ N/m</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration</td>
<td>$9.81$ m/s$^2$</td>
</tr>
<tr>
<td>$V_{in}$</td>
<td>drop incoming speed</td>
<td>$0.1 - 1$ m/s</td>
</tr>
<tr>
<td>$V_{out}$</td>
<td>drop outgoing speed</td>
<td>$0.01 - 1$ m/s</td>
</tr>
<tr>
<td>$\mu$</td>
<td>drop dynamic viscosity</td>
<td>$10^{-3} - 10^{-1}$ kg/(m-s)</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>air dynamic viscosity</td>
<td>$2 \cdot 10^{-5}$ kg/(m-s)</td>
</tr>
<tr>
<td>$T_C$</td>
<td>contact time</td>
<td>$3 \cdot 10^{-4} - 2 \cdot 10^{-2}$ s</td>
</tr>
<tr>
<td>$C_R$</td>
<td>$= V_{in}/V_{out}$ coefficient of restitution</td>
<td>$0.18 - 1$</td>
</tr>
<tr>
<td>$l_C$</td>
<td>$= (\sigma/\rho g)^{1/2}$ capillary length</td>
<td>$1 - 3$ mm</td>
</tr>
<tr>
<td>$We$</td>
<td>$= \rho R_0 V_{in}^2/\sigma$ Weber number</td>
<td>$0.01 - 1$</td>
</tr>
<tr>
<td>$Bo$</td>
<td>$= \rho \sigma R_0^2/\gamma$ Bond number</td>
<td>$10^{-3} - 10^{-1}$</td>
</tr>
<tr>
<td>Oh</td>
<td>$= \mu (\sigma \rho R_0)^{-1/2}$ drop Ohnesorge number</td>
<td>$0.004 - 2$</td>
</tr>
<tr>
<td>Oh$_g$</td>
<td>$= \mu_a (\sigma \rho R_0)^{-1/2}$ gas Ohnesorge number</td>
<td>$10^{-4} - 10^{-3}$</td>
</tr>
<tr>
<td>$\mathcal{R}$</td>
<td>$= 1 - \frac{R_0}{R_2}$ relative curvature parameter</td>
<td>$0 - \infty$</td>
</tr>
</tbody>
</table>

Table 2.1: List of symbols used together with the typical values encountered in the experiments at low $We$ reported by Okumura [84], Richard & Quéré [109] and Terwagne [116].
Figure 2-2: Axisymmetric sessile drop of density $\rho$ and surface tension $\sigma$ resting on a surface with radius of curvature $R_2$. Without gravity, the drop would be spherical with radius $R_0$, under gravitational force $g$ it deforms to a shape given by $R = R(\theta)$ in spherical coordinates. The drop shape conforms to that of the substrate over the area $0 \leq \theta \leq \alpha$.

$R_2 > 0$ if the solid is concave (as in Fig. 2-2) and $R_2 < 0$ if it is convex. It will be useful to define the relative curvature parameter $R = 1 - R_0/R_2$ (see Fig. 2-1). Under the influence of a weak gravitational acceleration $g$, the drop deforms to an axisymmetric shape given in spherical coordinates by

$$R(\theta) = R_0 \left(1 + \epsilon f(\cos \theta)\right)$$

where $\epsilon \ll 1$. We place the center of our coordinate system at the droplet's center of mass, and align the vector $\theta = 0$ with gravity. We will assume a contact angle close to $\pi$, as our goal is to model the impact of water drops on super-hydrophobic surfaces, or drops which remain separated from the solid by a thin gas film. The drop shape conforms to that of the underlying solid in the region $0 \leq \theta \leq \alpha$. We write $\cos \alpha = 1 - \delta$, with $\delta$ being the relative contact area, specifically, the ratio of the contact area to its maximum possible value $2\pi R_0^2$, and assume $\alpha = O(\epsilon^{1/2})$, so that $\delta = O(\epsilon)$, as will be justified in what follows.

### 2.2.1 Drop energetics

The surface energy of the drop is given by

$$S.E. = \sigma \int_0^\pi \frac{2\pi R\sqrt{R^2 + R'^2}}{\sin \theta} \, d\theta =
\int_{-1}^{1} 1 + 2\epsilon f + \epsilon^2 \left(f^2 + \frac{1}{2}f'^2(1 - x^2)\right) + O(\epsilon^3) \, dx ,$$

$$= 2\pi \sigma R_0 \left[ x + \frac{\epsilon}{2} \left(f^2 + \frac{1}{2}f'^2(1 - x^2)\right) + O(\epsilon^3) \right]$$
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where $x = \cos \theta$. The potential energy of the drop is the height of its center of mass above a reference point, which we choose to be the intersection of the solid and the axis of symmetry of the system. Then, by definition of our coordinate system, we have, using (2.1):

$$\mathcal{P.E.} = \frac{4}{3} \pi \rho g R_0^3 \left[ R(\alpha) \cos \alpha + \frac{(R(\alpha) \sin \alpha)^2}{2R_2} \right] = \frac{4}{3} \pi \rho g R_0^3 \left[ 1 + \epsilon f(1-\delta) - \delta \mathcal{R} + O(\epsilon^2) \right].$$

(2.3)

The volume of the droplet must remain constant under any deformation. Expressing the volume as an integral of $R(\theta)$ and integrating by parts once, we obtain \( \frac{4}{3} \pi R_0^3 = \frac{2\pi}{3} \int_0^\pi R^3(\theta) \sin \theta d\theta \). Substituting again for $R(\theta)$ from (2.1) and using $x = \cos \theta$ yields

$$\int_{-1}^{1} f + \epsilon f^2 dx = O(\epsilon^2).$$

(2.4)

The condition that the center of mass is located at the origin is equivalent to $0 = \frac{\pi}{2} \int_0^\pi R^4(\theta) \sin \theta \cos \theta d\theta$. Once again, substituting from (2.1) yields

$$\int_{-1}^{1} f dx = O(\epsilon).$$

(2.5)

In the contact region, the value of $f(x)$ is prescribed by the shape of the substrate:

$$f(x) = R \frac{1-x}{\epsilon} + \left( f(1-\delta) - \frac{\mathcal{R}_\delta}{\epsilon} \right) \quad 1-\delta \leq x \leq 1.$$

(2.6)

Substituting for $\int_{-1}^{1} f dx$ from (2.4) into (2.2) gives

$$\mathcal{S.E.} = 2\pi \sigma R_0^2 \left[ 2 + \epsilon^2 \int_{-1}^{1} \left( \frac{1}{2} f^2(1-x^2) - f^2 \right) dx + O(\epsilon^3) \right].$$

(2.7)

Minimizing the total energy of the drop $\mathcal{E}_{TOT} = \mathcal{P.E.} + \mathcal{S.E.}$, subject to the constraints (2.4) and (2.5), leads to minimizing the functional

$$\int_{-1}^{1-\delta} \frac{1}{2} f'^2(1-x^2) - f^2 - \lambda_1 f - \lambda_2 f x \, dx,$$

where $\lambda_1, \lambda_2$ are the Lagrange multipliers corresponding to the constraints (2.4) and (2.5), respectively. The Euler-Lagrange equation gives

$$\frac{d}{dx} \left[ f'(1-x^2) \right] + 2f + \lambda_1 + \lambda_2 x = O(\epsilon).$$

(2.8)

The general solution of (2.8) (inhomogeneous Legendre’s equation) which is well-
behaved at $x = -1$, i.e. at $\theta = \pi$, is given by

$$f(x) = \frac{\lambda_2}{3} x \ln(1 - x) + \frac{2 - \lambda_1}{2} + cx \ .$$

We determine $c$ and $\lambda_1$ from constraints (2.4) and (2.5). Absorbing $\lambda_2$ into $\epsilon$ finally gives

$$f(x) = \frac{x}{3} \ln \left( \frac{1 - x}{2} \right) + \frac{1}{6} + \frac{4}{9} x + O(\epsilon) \ ,$$

which is equivalent to Eqn. (12) in Shanahan [112]. Combining expressions (2.6) and (2.7), and substituting for $f(x)$ from (2.10) yields

$$S.E. = 2\pi R_0^2 \left[ 2 - \frac{\epsilon^2}{9} \left( \ln \frac{\delta}{2} + \frac{11}{6} \right) + \frac{1}{2} R^2 \delta^2 + O(\epsilon^3) \right] \ .$$

Substituting for $f(x)$ from (2.10) into (2.3) and adding that to (2.11) yields an expression for the total energy

$$\frac{\mathcal{E}_{TOT}}{2\pi R_0^2} = 2 - \frac{\epsilon^2}{9} \left( \ln \frac{\delta}{2} + \frac{11}{6} \right) + \frac{1}{2} R^2 \delta^2 + 2Bo \left[ \epsilon \left( \frac{1}{3} \ln \frac{\delta}{2} + \frac{11}{18} \right) + \delta R \right] + O(\epsilon^3) \ .$$

Differentiating (2.12) with respect to $\epsilon$ gives $\epsilon = Bo$, differentiating with respect to $\delta$ then gives $(\delta R - \frac{Bo}{3})^2 = O(Bo^3)$, so

$$\delta = \frac{Bo}{3R} + O(Bo^{3/2}) \ .$$

We have thus determined the leading order change to the droplet shape due to gravity. The deformations are of order $Bo$ and so is the relative contact area $\delta$, justifying the claim that $\alpha = O(Bo^{1/2})$.

Using (2.13) we can now write the expressions for the surface and gravitational potential energy increments, that is, their change due to the drop deformation. It will be useful later on to include also the next order correction to these expressions, in order to obtain a better match for $Bo$ near 1. We have solved for the static shape numerically and, by subtracting the analytically derived first order dependence, were able to find that the second order correction is well approximated by $2\pi R_0^2 \frac{Bo^3}{9\delta R}$. Thus
Expression (2.14) is in accord with the result of Morse & Witten [81], who found that the surface energy of a drop subject to a point force \( f \) increases by an amount proportional to \( f^2 \ln (1/f) \).

### 2.2.2 Spherical harmonic decomposition

In order to compute the kinetic energy of the quasi-static drop in the next section, we will need the spherical harmonic decomposition of the static axisymmetric profile:

\[
R(\theta) = R_0 (1 + B_0 f(\cos \theta)) = R_0 \left( 1 + B_0 \sum_{n=2}^{\infty} b_n P_n(\cos \theta) \right), \tag{2.15}
\]

where \( P_n \) is the \( n \)-th Legendre polynomial. The sum begins with \( n = 2 \) because \( b_0 = 0 \) from volume conservation (2.4) and \( b_1 = 0 \) from (2.5). A static drop minimizes the sum of its surface energy and gravitational potential energy.

In order to obtain the surface energy in terms of the spherical harmonic components, we substitute \( f(x) = \sum_{n=2}^{\infty} b_n P_n(\cos x) \) from (2.15) into (2.7), which yields

\[
\frac{\Delta S.E.}{2\pi \sigma R_0^2} = 2 + B_0^2 \sum_{m,n=2}^{\infty} b_m b_n \int_{-1}^{1} \frac{1}{2} (1 - x^2) P_m' P_n' - P_m P_n dx + O(B_0^3). \tag{2.16}
\]

Orthogonality of the Legendre polynomials and integration by parts yields

\[
\frac{\Delta S.E.}{2\pi \sigma R_0^2} = 4\pi \sigma R_0^2 + 2\pi \sigma R_0^2 B_0^2 \sum_{m=2}^{\infty} \frac{(m-1)(m+2)}{2m+1} b_m^2 + O(B_0^3). \tag{2.17}
\]

Obtaining the gravitational potential energy is less straightforward. It might be tempting to simply use (2.3) and write \( P.E. = \frac{4}{3} \pi \rho g R_0^4 [1 + B_0 \sum_{m=2}^{\infty} b_m P_m(1-\delta)-\delta R] \) with \( \delta \) given by (2.13). This is equivalent to a drop resting on a circular wire of radius \( R_0 \sqrt{2\delta} \). An alternative choice would be to set \( \delta = 0 \) in the previous expression, which is equivalent to constraining the drop at just one point. Both approaches are unsatisfactory, especially the latter, as indicated in Fig. 2-3. Although they both give correct values of \( b_m \) in the limit of \( \delta \to 0 \) (i.e. \( B_0 \to 0 \)), we want a good approximation to
the next order corrections, which will be used in calculating the kinetic energy and also in the reference numerical simulation. To that end, we must somehow constrain the drop over the whole contact area. A simple way to do that is to use the average over that region:

\[ P.E. = \frac{4}{3} \pi \rho g R_0^4 \left[ 1 + \frac{1}{\delta} \int_{1-\delta}^{1} Bo \sum_{m=2}^{\infty} b_m P_m(x) - (1-x) \mathcal{R} dx \right]. \tag{2.18} \]

Since \( \int_{1-\delta}^{1} P_m(x) dx = \frac{2\delta - \delta^2}{m(m+1)} P'_m(1-\delta) \), (2.18) can be written

\[ P.E. \approx \frac{4}{3} \pi \rho g R_0^4 \left[ 1 + 2Bo \sum_{m=2}^{\infty} b_m \frac{P'_m(1-\delta)}{m(m+1)} \right]. \tag{2.19} \]

Minimizing the sum of (2.17) and (2.19) with respect to each \( b_m \) immediately yields

\[ b_m \approx -\frac{2(2m+1)}{3(m-1)m(m+1)(m+2)} \frac{P'_m(1-\delta)}{m(m+1)} \quad \text{with} \quad \delta = \frac{Bo}{3R}. \tag{2.20} \]

As \( Bo \to 0 \), \( b_m \to -\frac{1}{3(m-1)(m+2)} \frac{2m+1}{m+1} \), the result obtained from the point constraint for all \( Bo \). Including more modes obtained by the point constraint method therefore leads to a shape that diverges logarithmically at \( x = 1 \) (see Fig. 2-3a). This divergence is avoided by our averaging method (2.20) which produces a good representation of the contact area even for large values of \( Bo \). In Fig. 2-3a, it is evident that the form obtained by our averaging method is nearly flat over the contact area, instead of bulging outwards as does the form obtained by the rim constraint method, or curving inwards as does the form obtained by the point constraint method. In Fig. 2-3b, we show the static drop shape obtained by the averaging method for several values of \( Bo \). Once again, the curves are close to flat throughout the contact area for all values of \( Bo \) considered.

### 2.3 Quasi-static droplet

We now assume that the drop shape is given by

\[ R(\theta, t) = R_0 \left( 1 + B(t) f(B, \cos \theta) \right) = R_0 \left( 1 + B(t) \sum_{n=1}^{\infty} b_n(B) P_n(\cos \theta) \right), \tag{2.21} \]
Figure 2-3: a) The static profiles of a liquid drop with $Bo = 1$ on a flat surface. The three profiles are the sum of the first 50 spherical harmonic modes obtained by minimizing the surface and gravitational potential energy of a drop constrained in different ways, by averaging the reaction force over: the contact area (equation (2.19)) (solid line), the contact area rim (dashed line), and the center of the contact area (dash-dot line). We see that even for an $O(1)$ Bond number, the averaging method provides a good approximation to the actual drop shape, which has a perfectly flat base. b) The static profile of a drop obtained from the first 50 spherical harmonics using the averaging method (2.20) for several values of $Bo$: $Bo = 0$ (dotted line), $Bo = 0.5$ (dash-dot line), $Bo = 1$ (solid line) and $Bo = 1.5$ (dashed line).
that is, it corresponds to that of a static drop with instantaneous effective Bond number \( B_{\text{eff}} = B(t) \). The surface and gravitational potential energy of the drop are obtained by simply replacing \( B_0 \) by \( B(t) \) in (2.14). We want to calculate the kinetic energy and rate of viscous dissipation corresponding to this motion in the center-of-mass frame of reference. Let us first consider the limit of small viscosity, which is most accessible analytically.

### 2.3.1 \( \text{Oh} \ll 1: \) low viscosity drops

When the ratio of the viscous to surface tension forces, as prescribed by the Ohnesorge number \( \text{Oh} = \mu (\rho \sigma R_0)^{-1/2} \), is sufficiently small, we can approximate the flow inside the drop by a potential flow. Axisymmetric solutions of the Laplace equation \( \nabla^2 \phi = 0 \) in spherical coordinates for the velocity potential \( \phi \), which are continuous at the origin, are of the form \( r^n P_n(\cos \theta) \). We can thus write

\[
\phi(r, \theta, t) = \sum_{n=1}^{\infty} R_0^2 \left( \frac{r}{R_0} \right)^n \dot{\phi}_n(t) P_n(\cos \theta). \tag{2.22}
\]

The radial component of velocity is then given by

\[
u_r(r, \theta, t) = e_r \frac{\partial \phi}{\partial r} = R_0 e_r \sum_{n=1}^{\infty} n \left( \frac{r}{R_0} \right)^{n-1} \dot{\phi}_n(t) P_n(\cos \theta). \tag{2.23}\]

Application of boundary conditions at the surface yields

\[
u_r(R_0, \theta, t) = \frac{\partial R(\theta, t)}{\partial t} = R_0 \dot{B}(t) \sum_{n=1}^{\infty} b_n P_n(\cos \theta), \tag{2.24}\]

using (2.22) and ignoring the terms \( B(t) \dot{b}_n \) which are of order \( B^2 \). Therefore \( \Phi_n(t) = B(t) b_n/n \). The kinetic energy of the drop is given by

\[
\mathcal{K} = \frac{1}{2} \rho \int_v \nabla \phi \cdot \nabla \phi dV = \frac{1}{2} \rho \int_v \nabla \cdot (\phi \nabla \phi) dV = \frac{1}{2} \rho \int_s \nabla \cdot \mu u_r dS = \\
= \pi \rho R_0^5 \int_0^\pi \left( \sum_m \dot{B} b_m P_m \frac{1}{m} \right) \left( \sum_n \dot{B} b_n P_n \right) \sin \theta d\theta = \pi \rho R_0^5 \dot{B}^2(t) \sum_{m=2}^{\infty} \frac{2b_m^2}{m(2m+1)}, \tag{2.25}\]
where we have used $\nabla^2 \phi = 0$ and the orthogonality of the Legendre polynomials. Using the rotational symmetry, the viscous dissipation in the drop can be written as

$$D = 2\mu \int_V \left( \frac{\partial u_r}{\partial r} \right)^2 + \left( \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} + \frac{u_r}{r} \right)^2 + \left( \frac{u_r}{r} \right)^2 + \frac{1}{2} \left( r \frac{\partial u_\theta}{\partial r} - \frac{1}{r} \frac{\partial u_r}{\partial \theta} \right)^2 \, dV \quad (2.26)$$

For small $Oh$, we can substitute for $u = \nabla \phi$ from (2.22) into the general formula above, and so derive the expression

$$D_0 = 8\pi \mu R_0^3 \hat{B}^2 (t) \sum_{m=2}^{\infty} \frac{m-1}{m} b_m^2 \quad (2.27)$$

Having computed the coefficients $b_m$ we can now derive closed-form expressions for the kinetic energy and energy dissipation rate. In the $Bo \to 0$ limit, we have $b_m = -\frac{1}{3} \frac{2m+1}{(m-1)(m+2)}$, which implies

$$\kappa \mathcal{E}_0 = \frac{2}{9} \pi \rho R_0^3 \hat{B}^2 \sum_{m=2}^{\infty} \frac{2m+1}{m(m-1)(m+2)} = \frac{2}{9} \pi \rho R_0^3 \hat{B}^2 C_{K0} \quad Bo \ll 1 \quad (2.28)$$

where $C_{K0} = \frac{\pi^2}{12} - \frac{17}{27} = 0.19284 \ldots$, and the energy dissipation rate is

$$D_0 = \frac{8}{9} \pi \mu R_0^3 \hat{B}^2 \sum_{m=2}^{\infty} \frac{(2m+1)^2}{m(m+2)(m+1)} = \frac{8}{9} \pi \mu R_0^3 \hat{B}^2 C_{D0} \quad Bo \ll 1 \quad (2.29)$$

where $C_{D0} = \frac{\pi^2}{4} - \frac{5}{12} = 2.0507 \ldots$

For a finite $B$, we substitute (2.20) into (2.25) and (2.27). It is found that the formulae (2.28) and (2.29) overestimate the kinetic energy and dissipation rate for $B = O(1)$. Although no closed-form expressions could be found for these two quantities at finite $B$, a reasonable approximation is given by

$$\kappa \mathcal{E}_0 (B) \approx \frac{2}{9} \pi \rho R_0^3 \hat{B}^2 C_{K0} (1 - M(B)) \quad \text{and} \quad D_0 (B) \approx \frac{8}{9} \pi \mu R_0^3 \hat{B}^2 C_{D0} \left( 1 - \sqrt{M(B)} \right) \quad (2.30)$$

where $M(B) = \frac{8B}{2\pi R} \ln \frac{\hat{R}}{B}$.

### 2.3.2 Arbitrary $Oh$

For arbitrary $Oh$, the potential flow approximation ceases to be valid and one has to use a more general method to derive the kinetic energy and viscous dissipation. For
small $B$, the spherical harmonic modes are still uncoupled, but now we have

\[
K.E. = \pi \rho R_0^5 \dot{B}^2(t) \sum_{m=2}^{\infty} A_m(Oh_m) \frac{2b_m^2}{m(2m+1)} \quad D = 8\pi \mu R_0^3 \dot{B}^2(t) \sum_{m=2}^{\infty} D_m(Oh_m) \frac{m}{2m+1} b_m^2 .
\]

(2.31)

The scaled Ohnesorge number $Oh_m \equiv Oh \sqrt{m}$ is introduced for the sake of convenience. The coefficients $A_m$ and $D_m$ are such that the roots of the equation

\[
A_m b^2 - 2a D_m b + 1 = 0 \quad \text{where} \quad a = \frac{Oh}{\sqrt{m(m-1)(m+2)}} ,
\]

are the two roots with the largest real part of the transcendental equation

\[
b^2 - 2a(m-1) \left[ \frac{(2m+1)-2m(m+2)W(b/a)}{1-2W(b/a)} \right] b + 1 = 0 \quad \text{where} \quad W(x) = \frac{J_{m+3/2}(\sqrt{x})}{\sqrt{x} J_{m+1/2}(\sqrt{x})} .
\]

(2.33)

Here $J_k(x)$ is the Bessel function of the first kind of order $k$ and $a$ is defined in (2.32). For the derivation of (2.33), see Chandrasekhar [11] or Miller & Scriven [76]. The dependence of $A_m$ and $D_m$ on $Oh_m$ is shown on Fig. 2-4. From the properties of the Bessel functions, it follows that $W(x) \to \frac{1}{2m+3}$ as $x \to 0$ and $W(x) \to 0$ as $x \to \infty$.

This allows one to approximate (2.32) in the limits of $Oh \to 0$ and $Oh \to \infty$ [76]. For low viscosity ($Oh_m < 0.03$) $A_m \to 1$ (as derived in Section 3.1) and $D_m \to \frac{(2m+1)(m-1)}{m^2}$. For high viscosity ($Oh_m > 1$), $D_m \to \frac{(m-1)(2m^2+4m+3)}{m^2(2m+1)}$ and the kinetic energy term is negligible relative to the surface energy term and so can be discarded. As $m \to \infty$, the values of $A_m(Oh_m)$ and $D_m(Oh_m)$ approach limiting values, denoted $A_\infty(Oh_m)$, $D_\infty(Oh_m)$, which coincide with the values obtained for small surface capillary waves on a planar surface. Note that $D_\infty(0) = 2$, while $D_\infty(\infty) = 1$ (see Fig. 2-4).

As in the previous section, we substitute for $b_m$ from (2.20) into (2.31) to find that

\[
K.E.(B,Oh) \approx \frac{2}{5} \pi \rho R_0^5 \dot{B}^2 C_K(Oh)(1-M) \quad D(B,Oh) \approx \frac{8}{5} \pi \mu R_0^3 \dot{B}^2 C_D(Oh) \left( 1 - \sqrt{M} \right) ,
\]

(2.34)

where $M(B) = \frac{8b}{27\pi} \ln \frac{9\pi}{B}$.

$C_K$ is a monotonically increasing function of $Oh$, but since $C_K(0) = C_{K0} = 0.192$ while $C_K(\infty) = 0.212$, we can approximate the kinetic term by $C_{K0}$ henceforth while incurring no more than a 5% error. On the other hand, $C_D$ is a monotonically decreasing function of $Oh$ (see Fig. 2-5) with $C_D(0) = \frac{\pi^2}{4} - \frac{5}{12} = 2.051$ and $C_D(\infty) = \frac{\pi^2}{12} + \frac{19}{36} = 1.350$, so for problems with $0.01 \leq Oh \leq 1$ one cannot use either
Figure 2-4: The dependence of the coefficients $A_m$ and $D_m$ from equation (2.31) on the scaled Ohnesorge number $\text{Oh}_m = m^{1/2} \text{Oh}$. Curves for $m = 2, 4, 10, 40$ (triangles, circles, dash-dot and dashed lines respectively) are shown, together with the limiting curves for $m \to \infty$ (solid lines) corresponding to planar surface capillary waves.

of the limiting values without sacrificing accuracy. Prosperetti [94, 95] treats this complication in greater detail.

Figure 2-5: The dependence of the dissipation coefficient $C_D$ in equation (2.34) on the Ohnesorge number $\text{Oh}$.

2.3.3 Equation of motion

Having derived the surface, kinetic and gravitational potential energies of the drop, as well as the viscous dissipation inside it, we can now construct the Lagrangian
\( \mathbf{L} = \mathbf{K.E.} - \mathbf{\Delta S.E.} - \mathbf{\Delta P.E.} \). We switch to a coordinate system fixed to the impacted surface, and assume that it is stationary. The kinetic energy must thus also include a contribution from movement of the drop’s center of mass. We define \( R_0 b_1 \) to be the vertical displacement of the center of mass relative to where it would be if the drop remained spherical. Its dependence on \( B \) can be obtained from (2.14) since \( \Delta \mathbf{P.E.} = -\frac{4}{3} \pi \rho g R_0^4 b_1 b_2 \):

\[
\dot{b}_1 = \frac{B}{3} \left[ \ln \frac{6R}{B} - \frac{5}{6} + \frac{3B}{8R} \right]. \tag{2.35}
\]

Then, as \( \frac{d}{dt} b_1 = \dot{b}_1 (B) \dot{B} \), the Lagrangian is

\[
\mathbf{L} = \pi \rho R_0^5 \left[ \frac{2}{3} \left( \dot{b}_1 \dot{B} \right)^2 + \frac{2}{9} C_{K_0}(1 - M(B)) \dot{B}^2 \right] - \Delta \mathbf{S.E.}(B) + \frac{4}{3} \pi \rho g R_0^4 b_1. \tag{2.36}
\]

We obtain the drop’s equation of motion using the Euler-Lagrange equation with dissipation [122]

\[
\frac{d}{dt} \left[ \frac{\partial \mathbf{L}}{\partial B} \right] + \frac{1}{2} \frac{\partial \mathbf{D}}{\partial B} = \frac{\partial \mathbf{L}}{\partial B}. \tag{2.37}
\]

After nondimensionalizing the time with \( \tau = t (\sigma / \rho R_0^3)^{1/2} \), we deduce

\[
\left[ \dot{b}_1^2 + \frac{1 - M}{3} C_{K_0} \right] B_{rr} + \left[ \dot{b}_1 \dot{b}_1' - \frac{M'}{6} C_{K_0} \right] B_r^2 + 2 \mathbf{Oh} \frac{1 - \sqrt{M}}{3} C_D B_r + \dot{b}_1 (B - B_0) = 0, \tag{2.38}
\]

where dashes indicate derivatives with respect to \( B \). \( M(B) \) is given by (2.34), \( C_{K_0} = \frac{7}{12} - \frac{17}{32} = 0.1928 \) and \( C_D(\mathbf{Oh}) \) is shown on Fig. 2-5. We have used the relation \( \frac{d \Delta \mathbf{S.E.}}{d \mathbf{B}} = -\frac{4}{3} \pi \sigma R_0^4 b_1 B \), which follows from the fact that the stationary droplet shape minimizes the sum of potential and surface energy. Differentiating (2.35), we obtain

\[
\dot{b}_1 (B) = \frac{1}{3} \left[ \ln \frac{6R}{B} - \frac{11}{6} + \frac{3B}{4R} \right] \quad \text{and} \quad \dot{b}_1' (B) = \frac{3B/4R - 1}{3B}. \tag{2.39}
\]

When \( \ln(6R/B) \gg 1 \), (2.38) can be greatly simplified by neglecting higher order terms in \( B \), giving

\[
\left[ \ln \frac{6R}{B} - \frac{11}{6} \right] B_{rr} - B_r^2/B + 3 (B - B_0) = 0. \tag{2.40}
\]

Equation (2.38), or its small \( B_0 \) approximation (2.40), is our final equation describing the dynamics of a quasi-static droplet. In terms of simplicity and speed of numerical solution, it is surpassed only by the linear spring model of Okumura et al. In contrast to the latter model however, it compares favourably even with extensive
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numerical simulations and experiments, as will be shown in what follows.

2.4 Results

In this section we compare the results obtained with our quasi-static model with previous models and, most decisively, experimental results reported in the literature. In order to evaluate the accuracy of the model for parameters not found in the literature (e.g. different values of $R$), we have also created a numerical model by considering the spherical harmonic decomposition of the drop (2.15). The Lagrangian constructed from the surface energy (2.17), potential energy (2.19) and kinetic energy (2.31), together with the constraint

$$ \int_{1-\delta}^{1} \sum b_m P_m(x) - (1 - x)R \, dx = 0 , $$

(2.41)

allows one to obtain the equation of motion for each of the modes:

$$ A_m b_{mrr} + 2m^2 \rho D_m b_{m} + m(m-1)(m+2)b_m + \delta_{1m} \beta_o + \frac{2m+1}{m+1} \lambda' P_m(1-\delta) = 0 , $$

(2.42)

where $\tau = t (\sigma/\rho R_0^3)^{1/2}$ and $\delta_{ij}$ is the Kronecker delta function. $\delta$ is defined as the largest solution of $f(1-x) = R x$ (the length over which the drop surface conforms to that of the substrate), where $f(x) = \sum_{m=1}^{M} b_m P_m(x)$. $\lambda$ is the Lagrange multiplier corresponding to the constraint (2.41) and its value is determined at each step so that the value of the left-hand side of (2.41) remains constant except possibly for discrete jumps when $\delta$ changes discontinuously. We used $M = 150$ modes in our calculations, but as few as 20 modes are sufficient to achieve good accuracy (relative to the full $M = 150$ simulations) within the range of Weber and Bond numbers examined.

2.4.1 Contact time of an impacting drop

Our quasi-static model provides a simple way of treating the vibrations and impact of small drops on a rigid surface for small Weber numbers. Drops impacting with speed $V$ can be modeled by the equation (2.38) with initial conditions $B(0) = \epsilon$, $B_r(0) = \sqrt{\theta} / b_t(\epsilon)$ with $\epsilon \to 0$. The contact time of impacting drops has been studied experimentally by Richard et al. [109], Okumura et al. [84], and numerically by Foote [42] and Gopinath and Koch [53]. Comparing the contact time obtained by
solving (2.38) numerically with their results will allow us to determine the range of validity of our quasi-static model.

Note that from (2.40) we can obtain $T_C$ in the low speed limit $\mathcal{W}e \rightarrow 0$, where we expect $B = O(\mathcal{W}e^{1/2})$ from conservation of energy. For $\mathcal{B}o \ll \mathcal{W}e^{1/2}$, the influence of gravity on the droplet dynamics can be neglected. By assuming $B(\tau) = A \sin \omega \tau$ with $A \ll 1$ and approximating $\ln(\mathcal{R}/B(\tau)) \approx \ln(\mathcal{R}/A)$, one can reduce (2.40) to $\omega^2 \ln(\mathcal{R}/A) \approx 3$, thus $\tau_C = \frac{\pi}{\omega} \approx \pi \sqrt{\frac{\ln(\mathcal{R}/A)}{3}}$. From the initial condition $A \omega = B_\tau(0) \approx 3\mathcal{W}e^{1/2} \ln^{-1}(\mathcal{R}/A)$, it follows that $A \ln^{1/2}(\mathcal{R}/A) \approx \sqrt{3}\mathcal{W}e^{1/2}$ and so $\tau_C \approx \frac{\pi}{\sqrt{3}} \left[ \ln \frac{\mathcal{R}}{\mathcal{W}e^{1/2}} + \ln \ln^{1/2} \frac{\mathcal{R}}{\mathcal{W}e^{1/2}} + \gamma \right]^{1/2}$. Analysis of numerical solutions to (2.40) allows us to determine $\gamma$ and so deduce:

$$T_C = \pi \sqrt{\frac{\rho R^3}{3\sigma}} \left[ \ln \frac{\mathcal{R}}{\mathcal{W}e^{1/2}} + \ln \ln^{1/2} \frac{\mathcal{R}}{\mathcal{W}e^{1/2}} + 0.55 \right]^{1/2} + O \left( \ln^{-1} \frac{\mathcal{R}}{\mathcal{W}e^{1/2}} \right) \text{ for } \mathcal{B}o \ll \mathcal{W}e^{1/2}.$$  

(2.43)

The expression (2.43) represents an improvement on the first analytic expression for the contact time, formula (2.19) from Gopinath & Koch [53], which states $T_C = \pi \sqrt{\frac{\rho R^3}{3\sigma}} \left[ \ln \mathcal{W}e^{-1/2} + O \left( \ln^{1/2} \mathcal{W}e^{-1/2} \right) \right]^{1/2}$ for the case of a flat impactor $\mathcal{R} = 1$. (2.43) implies that the nondimensional contact time increases without bound as the Weber number approaches zero; however, in reality the effects of viscosity and other body forces will alter this result for sufficiently small Weber numbers.

When $1 \gg \mathcal{B}o \geq \mathcal{W}e^{1/2}$, we assume that the drop’s center of mass will oscillate around its equilibrium position: $B(\tau) = \mathcal{B}o \left( 1 + A \cos \omega \tau \right)$. The value of the amplitude $A$ is determined from conservation of energy. The kinetic energy associated with the internal circulation is negligible relative to its translational kinetic energy, as can be seen from (2.38), their ratio being $3C_{K0}/\ln^2 \frac{6\mathcal{K}}{B} \ll 1$. Thus the initial kinetic energy of the drop $\frac{3}{2} \pi \rho R^3 V^2$ must equal the sum of surface and gravitational potential energy at the instant of maximal drop deformation, i.e. when $B = \mathcal{B}o \left( 1 + A \right)$. Substituting for $B$ into (2.14) yields $A^2 = 1 + 3\mathcal{W}e/ \left( \mathcal{B}o^2 \ln \frac{\mathcal{R}}{\mathcal{B}o} \right)$, provided $\ln \frac{\mathcal{R}}{\mathcal{B}o} \gg 1$. The contact time equals the difference between the two times when $0 = B(\tau) = \mathcal{B}o \left( 1 + A \cos \omega \tau \right)$, so $\tau_c = \frac{2}{\omega} \left( \pi - \cos^{-1} A^{-1} \right)$. In order to obtain $\omega$, we calculate the frequency of small oscillations around the equilibrium drop shape. Substituting $B(\tau) = \mathcal{B}o \left( 1 + \epsilon \cos \omega \tau \right)$ into (2.40) with $\epsilon \ll 1$, gives $\omega \approx \sqrt{\frac{3}{\pi} \ln(\mathcal{R}/\mathcal{B}o) + C_K \ln^{-1}(\mathcal{R}/\mathcal{B}o)}$. Therefore

$$T_C \approx 2 \left[ \frac{\rho R^3}{\sigma} \left( \ln \frac{\mathcal{R}}{\mathcal{B}o} + \frac{C_K}{\ln \frac{\mathcal{R}}{\mathcal{B}o}} \right) \right]^{1/2} \left[ \pi - \arccos \left( 1 + \frac{3\mathcal{W}e}{\mathcal{B}o^2 \ln \frac{\mathcal{R}}{\mathcal{B}o}} \right)^{-1/2} \right] \text{ for } \mathcal{B}o \geq \mathcal{W}e^{1/2}.$$  

(2.44)
The results are shown in Figures 2-6-2-8. In Fig. 2-6 we see that the numerical model (2.42), the quasi-static models (2.38) and (2.40), and the predictions of Gopinath & Koch [53] all converge for small \( \mathcal{We} \), as expected. Our numerical model is also in good agreement with the numerical results of Foote [42], the difference for \( \mathcal{We} \sim 1 \) being due to the fact that the drop becomes elongated upon detachment from the surface, thus prolonging the contact time. This effect was included in Foote's model, but to capture it within the quasi-static framework, one would need to decouple the contact area size from the overall drop deformation and solve for the static shape in negative gravity. While such decoupling would represent an interesting extension of the quasi-static model and presumably would allow one to better capture the dynamics for \( \mathcal{We} = O(1) \), as our primary focus was the small \( \mathcal{We} \) limit, this direction was not pursued. Note also that in the numerical simulation using (2.42), we set the contact time to be the time necessary for \( b_1 \) to pass zero, i.e. for the center of mass to return to its initial position before the contact. This alternative definition of contact time, while making no difference within the quasi-static framework, was made to eliminate the effects of the oscillations of higher spherical modes on the actual contact time (inevitable for \( \mathcal{Oh} \to 0 \)) and thus show the general trends more clearly.

We can see from Fig. 2-6 that the full quasi-static model is within 12% of the other results for the entire range of Weber numbers studied, while the simplified quasi-static model (2.40) is within 10% for \( \mathcal{We} \lesssim 0.1 \). The spring model of Okumura et al. [84] predicts \( \tau_c = \pi \sqrt{13/24} = 2.312 \), which we see is only approximately valid for \( 0.2 < \mathcal{We} \lesssim 1 \). For smaller Weber numbers, one needs to include more spherical harmonic modes. In fact, one finds that modeling the first \( N \) spherical harmonic modes together with the constraint \( \sum_{n=1}^{N} b_n = 0 \) (drop pinned at one point) gives \( \tau_c \approx \pi \sqrt{\frac{3}{4}} \ln N \). By comparison with formula (2.43) we see that one should include at least \( N \approx \frac{2}{\mathcal{We}^{1/2}} \ln^{1/4} \frac{\mathcal{R}}{\mathcal{We}^{1/2}} \) modes for reliable results.

The analytic expression (2.43) suggests that one should use the rescaled Weber number \( \mathcal{We}/\mathcal{R}^2 \) to incorporate the effects of curvature and Weber number into a single nondimensional group; indeed, the numerical results for different \( \mathcal{R} \) then collapse onto a single curve (see Fig. 2-7). It can be shown that this collapse follows from the nature of the linearized boundary conditions and equations employed, which are valid approximations provided the contact area, that is, the size of the region over which the drop's shape conforms to that of the substrate, remains small relative to the total drop area. This relative contact area is proportional to \( \delta \), which we know from (2.13) to be \( B/3\mathcal{R} \). This last expression can be quickly derived by considering
Figure 2-6: Comparison of the nondimensional contact time $\tau_c = T_c / (\rho R_0^3/\sigma)^{1/2}$ as a function of the Weber number $We = \rho R_0^3 V_m^2 / \sigma$ for $Oh = \mu / (\rho \sigma R_0)^{1/2} = 0.005$ and $Bo = \rho g R_0^2 / \sigma = 0$, obtained with our quasi-static model (2.38) (solid line), the simplified model (2.40) (dashed line) and numerical simulation of the first 250 spherical harmonic modes (2.42) (dash-dot line). The predictions of Gopinath & Koch [53] (■), Foote [42] (▼) and Okumura [84] (horizontal line) are included for the sake of comparison.
the pressure jump across the drop interface in the contact region, approximating the internal pressure by $2\sigma/R_0$, and calculating the external pressure by balancing the drop's weight and the total reaction force. Since $B = O(We^{1/2})$ from conservation of energy, the maximum relative contact area scales as $We^{1/2}/R$, the square root of the rescaled Weber number. Therefore, our model should break down when $We/R^2 \approx 1$, i.e., when the impact speed becomes sufficiently high, or the substrate curvature sufficiently close to that of the drop, that the contact area becomes comparable to the drop area and the nonlinear effects become important. Little can be said at this point about the drop dynamics in the $We/R^2 > 1$ regime.

Our quasi-static and numerical models clearly indicate that both the contact time (Fig. 2-7) and the coefficient of restitution (Fig. 2-9) increase logarithmically with decreasing values of the rescaled Weber number. The reason for both of these effects is the logarithmic divergence of the static shape for small contact areas (see eqn. (2.10)), which allows the drop to localize its deformation to a small region around the contact area. Viscous dissipation is then similarly localized and therefore restricted in its total amount, leading to a higher coefficient of restitution. On the other hand, the divergence of the static shape allows the drop to deform further with the same increase in total surface energy, reducing the effective spring constant associated with the deformation and thus increasing the rebound time. From (2.36) we see that the total mechanical energy of the drop scales like $\rho R_0^3 \ln^2(1/B) \dot{B}^2$, while the kinetic energy associated with the internal circulation is only of order $\rho R_0^3 \dot{B}^2$ (see eqn. 2.28). Viscosity can only dissipate the latter component, with viscous dissipation scaling as $\mu R_0^3 \dot{B}^2$ (2.29). Integrating the dissipation over the contact time, which scales like $(\rho R_0^3/\sigma)^{1/2} \ln(1/B)$, we thus expect the relative energy loss during rebound to scale as $Oh/\ln(1/B) \sim Oh/\ln(1/We)$ (see Fig. 2-9).

The effects of gravity have also been studied by Okumura et al. [84], whose experimental results are shown in Fig. 2-8, together with our analytical expression (2.44), the quasi-static model (2.38) and the numerical model (2.42). The quasi-static model stays within 12% of the experimental data for the whole range of Weber numbers considered. As a reference, we include the line for zero gravity. We see that the increase in contact time with decreasing $We$ found experimentally by Okumura et al may be attributed to the effects of small $We$ and not to gravity.
Figure 2-7: The dependence of the nondimensional contact time $\tau_c = T_c (\sigma/\rho R_0^3)^{1/2}$ on the rescaled Weber number $\text{We}/R^2 = \rho R_0 V_0^2 / \sigma (1 - R_0/R_2)^2$. Results of the numerical model (2.42) for several values ($0.1 \leq R \leq 10$) of the curvature parameter $R = 1 - R_0/R_2$ follow a single curve (solid line). The analytic expression (2.43) (dashed line) is shown for the sake of comparison.
Figure 2-8: The effects of gravity on the nondimensional contact time \( \tau_C = T_C \sqrt{\frac{\sigma}{\rho R_0^3}} \) as a function of the Weber number \( We = \rho R_0 V_{in}^2 / \sigma \). The results of the numerical model (2.42) (dash-dot line), quasi-static model (2.38) (solid line) and the analytical expression (2.44) (dashed line), all for \( Bo = 0.05 \) are plotted, together with the experimental results of Okumura et al, for \( Bo = 0.02 \) (\( \nabla \)) and \( Bo = 0.05 \) (\( \blacksquare \)). For reference, the result of the numerical model (2.42) for \( Bo = 0 \) (i.e. no gravity) is also shown (\( \bullet \)).
2.4.2 Coefficient of restitution

The quasi-static model (2.38) provides a fast way of estimating the coefficient of restitution. The velocity of the droplet center of mass can be obtained from (2.38) and (2.39) as \( b'_1(B) \dot{B} \), giving

\[
C_R = \frac{b'_1(B(\tau_e)) \dot{B}(\tau_e)}{b'_1(B(0)) \dot{B}(0)}
\]

(2.45)

where \( \tau_e \) is the contact time. The dependence of \( C_R \) on Ohnesorge number, Weber number and Bond number for a flat surface (\( \mathcal{R} = 0 \)) is shown in Fig. 2-9. In order to check the accuracy of the quasi-static model, we include the results of the full numerical model (2.42). As expected, \( C_R \) decreases uniformly with increasing viscosity. Nevertheless, as \( Oh \to 0 \), it does not approach 1, but a somewhat smaller value due to a transfer of the kinetic energy into the vibrational modes, as observed by Richard & Quéré. This transfer cannot be captured by the quasi-static model and therefore the model overestimates \( C_R \) for low \( Oh \) and high \( We \). The match improves with decreasing \( We \) and increasing viscosity. In absence of gravity, \( C_R \) uniformly increases with decreasing Weber number, but when \( Bo > 0 \), it reaches a peak and then sharply drops to zero near \( We \approx Bo \cdot Oh \) as the drop fails to detach. Both of these phenomena are captured well by our model.

![Figure 2-9: The dependence of the coefficient of restitution \( C_R \) on the Weber number \( We = \rho R_0 V_{in}^2 / \sigma \) with (a) and without (b) gravity, for a drop impacting a flat substrate (\( \mathcal{R} = 1 \)). Results of the quasi-static model (2.38) (solid lines) and the full numerical model (2.42) (points) are shown for four values of the Ohnesorge number \( Oh = \mu / \sqrt{\rho \sigma R_0} \): \( Oh = 0.1 \) (•), \( Oh = 0.2 \) (■), \( Oh = 0.3 \) (▼) and \( Oh = 0.4 \) (▲).]
2.5 Discussion

We have presented a conceptually simple theoretical model for the dynamics of a drop impacting a rigid substrate, which is valid when the drop deformation remains small and the effects of contact line dynamics and dissipation in the surrounding gas can be neglected. It has allowed us to characterize the effects of both the Weber number and substrate curvature on the dynamics. The form of the equation of motion suggests that in the small deformation limit these two effects are captured by a single nondimensional group - square root of the rescaled Weber number $W_{e}^{1/2}/R$, where $R = 1 - R_0/R_2$, which is proportional to the ratio of the maximum contact area to the drop’s total area. When $W_{e}^{1/2}/R < 0.3$, the dynamics can be approximated by a simple differential equation (2.40), which can be interpreted as a logarithmic spring. The model reproduces all the qualitative features of the drop dynamics and is in good quantitative agreement (within 10%) with previously reported experiments and numerical results when $W_{e}^{1/2}/R < 0.1$. It removes the need to deal with the complicated interaction between the drop and the impacted substrate considered in the usual numerical simulations, and is very fast to solve numerically. The relatively simple form of the equation of motion (2.40) also allows analytical treatment in the $W_{e}^{1/2}/R \ll 1$ limit.

Both the coefficient of restitution and the contact time of the impacting drop increase with decreasing rescaled Weber number. For a fixed impact speed, the rescaled Weber number is reduced by decreasing the radius of curvature of the substrate. We note that the wettability of the surface will in general depend not only on the rescaled Weber number through its influence on the impact dynamics, but also on the surface microstructure and its influence on the sustenance of the lubricating air layer. The spacing and shape of the microstructure for optimal water-repellency has been considered in the context of static drops [89, 86, 102, 57]. An equivalent study of optimal water-repellent design in this dynamic setting, wherein both micro- and macrostructure are important, is left for future consideration.

Approximating the shape of a deformable substrate by its quasi-static shape would presumable allow one to extend the quasi-static model presented here to a more general scenario of liquid drops impacting a liquid bath. Such a model would prove useful in rationalizing the coalescence criteria for impacting liquid drops [18] and the phase diagrams of drops bouncing on a vertically vibrated liquid bath [33, 98]. The development of such a model will be the subject of the next chapter.
Chapter 3

Drops Bouncing on a Liquid Bath

3.1 Background

In this chapter, we generalize the model developed in Chapter 2 to impacts on a fluid bath, again considering relatively low energy impacts in which both the droplet and bath are only weakly distorted.

The dynamics of the drop impact depends in general on the drop inertia, surface tension, viscous forces within the drop, bath and surrounding air, and gravity. Restricting attention to the case of a drop’s normal impact on a quiescent bath of the same liquid reduces the number of relevant physical variables to 6: the gravitational acceleration $g$, the droplet radius $R_0$ and impact speed $V_{in}$, the liquid density $\rho$, dynamic viscosity $\mu$ and surface tension $\sigma$ (see Table 3.1). These give rise to three dimensionless groups. The Weber number $We = \rho R_0 V_{in}^2 / \sigma$, Bond number $Bo = \rho g R_0^2 / \sigma$ and Ohnesorge number $Oh = \mu (\sigma \rho R_0)^{-1/2}$ prescribe the relative magnitudes of, respectively, inertial and gravitational pressure and viscous stresses to curvature pressures associated with surface tension (see Table 3.1 for a summary of our notation). Considering the effects of the surrounding gas on the drop dynamics requires the inclusion of two more physical variables, the gas density $\rho_g$ and gas viscosity $\mu_g$, that require in turn two additional dimensionless groups, $\rho_g / \rho$ and $Oh_g = \mu_g (\sigma \rho R_0)^{-1/2}$. For the parameter range of interest in our study, $\rho_g / \rho \ll 1$ and $Oh_g \ll Oh$. Thus, beyond providing the lubrication layer between drop and bath that allows the bouncing states, the influence of air on the dynamics is negligible. When the bath is shaken vertically, two additional parameters enter into the dynamics, the frequency $f$ and peak acceleration $\gamma$ of the bath vibration. These give rise to two new dimensionless groups, the first being the dimensionless bath acceleration $\Gamma = \gamma / g$, the second being the ratio of the driving angular frequency $\omega = 2 \pi f$ and
the characteristic drop oscillation frequency \( \omega_D = (\sigma/\rho R_0^3)^{1/2} \) [103]. We call this ratio the **vibration number** \( \Omega = \omega/\omega_D \).

At low forcing amplitude, the drop comes to rest on the vibrating bath, oscillating with the driving frequency while the air layer drains beneath it. Once the thickness decreases below the range of molecular forces, the two interfaces connect and the drop is absorbed into the bath. When the driving acceleration reaches a value corresponding to the bouncing threshold, the bath can transfer enough momentum during impact to compensate for the energy lost; consequently, the drop can be sustained indefinitely in a periodic bouncing motion [124]. In this bouncing regime, the drop and the bath never come into contact, which would lead to coalescence; instead, they remain separated by an air layer that is replenished after each collision [18]. We note that there is also a strict upper bound on the bath acceleration that will permit stable bouncing states: beyond a critical value \( \gamma_F \), known as the Faraday threshold, the entire bath surface becomes unstable to a standing field of Faraday waves with frequency \( f/2 \) [38, 4]. For a theory describing the dependence of the Faraday threshold on viscosity, see Kumar [69]. All experiments reported here were performed below the Faraday threshold.

As the amplitude of the bath oscillation is increased beyond the bouncing threshold, the drop's periodic bouncing may become unstable and undergo a period-doubling cascade leading to a chaotic vertical motion, a feature common to systems involving bouncing on vibrating substrates. The most commonly studied scenario, first proposed by Fermi [39] as a model of cosmic rays, is the dynamics of a ball bouncing on a vibrating rigid surface [90, 91, 37, 73, 21], one of the simplest systems that exhibits a transition to chaos via a period-doubling cascade. A simple theoretical model thereof considers an elastic ball with coefficient of restitution equal to 1 and zero contact time (that is, instantaneous rebound) bouncing on a flat, horizontal rigid plate vibrating vertically in a uniform gravitational field. Between this idealized scenario and that considered in this chapter are various intermediate cases possessing some but not all of the complications of the bouncing drop problem of interest.

Luck & Mehta [72] considered a bouncing ball with finite coefficient of restitution \( C_R \), and derived analytic expressions for the regions where the ball bounces with a simple period. In general, when \( C_R < 1 \), the trajectories were found to be periodic, owing to the existence of locking regions, where the ball performs an infinite series of ever-decreasing jumps until the information concerning its initial conditions is lost. Mehta et al. [74] and Gilet et al. [49] considered the dynamics of a completely inelastic bouncing ball, Naylor et al. [82] examined the role of air drag on the bouncing ball
dynamics, Wright et al. [130] examined the role of the surface curvature, and Dorbolo et al. [26] considered two connected balls. The dynamics of a drop bouncing on a highly viscous liquid bath have been examined by Terwagne et al. [117], and that of a rigid ball bouncing on an vibrated elastic membrane by Eichwald et al. [35]. Gilet & Bush [45, 46] examined the dynamics of a liquid drop bouncing on a soap film and noted the coexistence of multiple bouncing states for a given set of system parameters, an effect to arise also in our system.

For drops within a certain size range, the interplay between the drop and the waves it excites on the liquid surface causes the vertical bouncing to become unstable; as a result, the drop begins to move horizontally, an effect first reported by Couder et al. [19]. As the bath acceleration approaches the Faraday threshold from below, the decay rate of the surface waves created by the drop impacts is reduced and a particular wavelength is selected, corresponding to the most unstable Faraday wavenumber. Interaction of walking drops and the surface waves reflected from the boundaries [16, 30] or from other drops [100, 98, 97, 29, 28, 32, 43, 99] leads to a variety of interesting phenomena reminiscent of quantum mechanics [6]. Examples include tunneling across a sub-surface barrier [30], single-particle diffraction in both single- and double-slit geometries [16], quantized orbits analogous to Landau levels in quantum mechanics [43], and orbital level splitting [31]. Harris et al. [59] considered a drop walking in confined geometries, and demonstrated that the resulting probability distribution function is simply related to the most unstable Faraday wave mode of the cavity. Rationalizing these remarkable macroscopic quantum-like phenomena provided the motivation for this study. In the next chapter, we shall focus on the dynamics of the walking drops. Our studies will make clear that in order to understand the role of drop size and driving frequency on the horizontal dynamics, a model of both the vertical and horizontal drop motion is required. The former will be developed herein.

Gilet & Bush [46] demonstrated that for the case of a drop bouncing on a soap film, the surface energy of the film increases quadratically with the drop’s penetration depth and thus the film’s effect on the drop is analogous to that of a linear spring with a spring constant proportional to the surface tension. When a drop impacts a rigid surface, one can approximate the drop’s shape by its first two spherical harmonics, leading to a linear dependence of reaction force on the deformation amplitude and of the viscous drag on the speed of the drop’s centre of mass [84]. Thus, the interactions in these two disparate systems can both be modeled in terms of a damped linear spring. To model drop impact on a liquid bath, Terwagne [116] augmented the model of Okumura et al. [84] by adding a second spring that captures the role of surface
energy stored in the bath deformation. Such linear spring models break down when the inertial stresses become comparable to the surface tension (\(We \gtrsim 1\)), or when the surface deformation ceases to be small relative to the drop radius. The range of Weber numbers encountered in the current study extends beyond 1, motivating the introduction of a more complex model.

Protière et al. [98] were the first to publish a regime diagram indicating the behaviour of liquid drops bouncing on a liquid bath (specifically, 20 cS silicone oil), followed by Eddi et al. [33] who used 50 cS oil. We here extend their measurements, covering a wider range of drop size and driving frequencies, in order to have a firmer experimental basis for building our theoretical model of the drop dynamics. The goal of this chapter is to rationalize the regime diagrams for the vertical motion of the bouncing drops, such as that shown in Fig. 3-3. In addition to providing a consistent means by which to describe the vertical dynamics, the model presented here will provide a crucial prerequisite to rationalizing the drop's horizontal motion, which will be the subject of the next chapter.

In §3.2 we describe our experimental arrangement and present our data on the transitions between different vertical bouncing states. In §3.3 we develop a theoretical description of the vertical dynamics of drops bouncing on a vertically vibrated bath. We first consider a linear spring model, and examine its range of validity and shortcomings, which motivate the development of a "logarithmic spring" model in §3.3.2. The logarithmic spring model best rationalizes the experimentally measured regime diagrams; moreover, it reproduces the observed dependence of the coefficient of restitution and contact time on the Weber number. Future directions are outlined in §3.4.

### 3.2 Experiments

In order to extend the data set reported by Protière et al. [98] and Eddi et al. [33], we have recorded the behaviour of droplets of silicone oil of viscosity 20 and 50 cS over a wide range of drop sizes and driving frequencies. A schematic illustration of the experimental apparatus is shown in Fig. 3-1. A liquid drop of undeformed radius \(R_0\) bounces on a bath of the same liquid (Fig. 3-2), in our case silicone oil with density \(\rho = 949 \text{ kg/m}^3\), surface tension \(\sigma = 20.6 \cdot 10^{-3} \text{ N/m}\) and kinematic viscosity \(\nu = 20\) cS, or a more viscous silicone oil with \(\rho = 960 \text{ kg/m}^3\), \(\sigma = 20.8 \cdot 10^{-3} \text{ N/m}\) and \(\nu = 50\) cS. The bath, of depth \(h_B \approx 9 \text{ mm}\), is enclosed in a cylindrical container with diameter \(D = 76\) mm. The container is shaken vertically, sinusoidally in time, with
Figure 3-1: A schematic illustration of the experimental set-up. A liquid drop bounces on a liquid bath enclosed in a circular container shaken vertically. The drop is illuminated by a strong LED lamp through a diffuser, and its motion recorded by a high-speed camera that can be synchronized with the shaker.

Figure 3-2: A droplet of radius $R_0 = 0.38\text{mm}$ (a) in flight and (b) during contact with the bath. The drop motion is determined by the gravitational force $g$ and the reaction force $F_R$ generated during impact.
peak acceleration \( \gamma \) and frequency \( f \), so that the effective gravity in the bath frame of reference is \( g + \gamma \sin(2\pi ft) \).

The motion of the drop was observed using a high-speed camera synchronized with the shaker. The camera resolution is 86 px/mm and the distance of the drop from the camera was controlled with approximately 1% error by keeping the drop in focus, giving a total error in our drop radius measurement of less than 0.01mm. The drops were created by dipping a needle in the bath followed by its fast retraction. In order to systematically sweep the range of drop radii, we started with a drop at the lower end of the spectrum (radius of roughly 0.1 mm), and repeatedly enlarged it by merging it with other small drops. We limit ourselves to the range \( 0.07 \text{ mm} < R_0 < 0.8 \text{ mm} \), since larger drops do not exhibit any novel behaviour, while smaller drops tend to coalesce for the range of driving accelerations considered \( (0 < \gamma < 7g) \). The notation adopted in this chapter together with the range of physical variables considered are defined in Table 3.1.

### 3.2.1 Regime Diagrams

A typical regime diagram is shown in Fig. 3-3, where we adopt the nomenclature used by Protière et al. [98]. For a droplet of fixed size, below a certain driving acceleration \( \gamma_B \), the vibrating bath is unable to compensate for the drop's loss of mechanical energy during impact, and the droplet coalesces after a series of increasingly small jumps. For \( \gamma > \gamma_B \), the drop bounces with the same period as that of the bath. When the driving acceleration is further increased, small drops (with \( \Omega \lesssim 0.6 \)) undergo a period-doubling cascade (denoted \( PDC \) in the figure) that culminates in a chaotic region. Note that the finite (nonzero) duration of contact between the drop and the bath precludes the existence of the locking regions described by Luck & Mehta [72]. As the driving amplitude is increased further, one observes chaotic regions interspersed with islands of periodicity, most significant for our purposes being the region where the drop bounces with twice the driving period. It is in this regime that the bouncers achieve resonance with their Faraday wavefield and so transform into walkers.

Compared to the previously published regime diagrams [98, 33], our data offer the first insight into the behaviour of the threshold curves for small drop sizes. The bouncing and period-doubling threshold curves are not nearly vertical for small drops, as previously suggested, but in fact curve towards higher values of \( \Gamma \) as \( R_0 \to 0 \). Other novel features are the discontinuity of the bouncing threshold curve at \( R_0 = 0.25 \text{ mm} \) and the realization that the region between the first and second period-doubling
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Typical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_0$</td>
<td>drop radius</td>
<td>0.07 - 0.8 mm</td>
</tr>
<tr>
<td>$\rho$</td>
<td>silicone oil density</td>
<td>949 - 960 kg/m$^3$</td>
</tr>
<tr>
<td>$\rho_a$</td>
<td>air density</td>
<td>1.2 kg/m$^3$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>drop surface tension</td>
<td>20 - 21 mN/m</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration</td>
<td>9.81 m/s$^2$</td>
</tr>
<tr>
<td>$V_{in}$</td>
<td>drop incoming speed</td>
<td>0.1 - 1 m/s</td>
</tr>
<tr>
<td>$V_{out}$</td>
<td>drop outgoing speed</td>
<td>0.01 - 1 m/s</td>
</tr>
<tr>
<td>$\mu$</td>
<td>drop dynamic viscosity</td>
<td>$10^{-3} - 10^{-1}$ kg/(m·s)</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>air dynamic viscosity</td>
<td>$1.84 \cdot 10^{-5}$ kg/(m·s)</td>
</tr>
<tr>
<td>$\nu$</td>
<td>drop kinematic viscosity</td>
<td>10 - 100 cS</td>
</tr>
<tr>
<td>$\nu_a$</td>
<td>air kinematic viscosity</td>
<td>15 cS</td>
</tr>
<tr>
<td>$T_C$</td>
<td>contact time</td>
<td>1 - 20 ms</td>
</tr>
<tr>
<td>$C_R = V_{in}/V_{out}$</td>
<td>coefficient of restitution</td>
<td>0 - 0.4</td>
</tr>
<tr>
<td>$f$</td>
<td>bath shaking frequency</td>
<td>40 - 200 Hz</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>peak bath acceleration</td>
<td>0 - 70 m/s$^2$</td>
</tr>
<tr>
<td>$\omega = 2\pi f$</td>
<td>bath angular frequency</td>
<td>250 - 1250 rad·s$^{-1}$</td>
</tr>
<tr>
<td>$\omega_D = (\sigma/\rho R_0^3)^{1/2}$</td>
<td>charact. drop oscillation freq.</td>
<td>300 - 5000 s$^{-1}$</td>
</tr>
<tr>
<td>$We = \rho R_0 V_{in}^2/\sigma$</td>
<td>Weber number</td>
<td>0.01 - 1</td>
</tr>
<tr>
<td>$Bo = \rho g R_0^3/\sigma$</td>
<td>Bond number</td>
<td>$10^{-3} - 0.4$</td>
</tr>
<tr>
<td>$Oh = \mu (\sigma \rho R_0)^{-1/2}$</td>
<td>drop Ohnesorge number</td>
<td>0.004 - 2</td>
</tr>
<tr>
<td>$Oh_a = \mu_a (\sigma \rho R_0)^{-1/2}$</td>
<td>air Ohnesorge number</td>
<td>$10^{-4} - 10^{-3}$</td>
</tr>
<tr>
<td>$\Omega = 2\pi f \sqrt{\rho R_0^3/\sigma}$</td>
<td>vibration number</td>
<td>0 - 1.4</td>
</tr>
<tr>
<td>$\Gamma = \gamma/g$</td>
<td>peak nondim. bath acceleration</td>
<td>0 - 7</td>
</tr>
</tbody>
</table>

Table 3.1: List of symbols used together with the typical values encountered in our experiments, as well as those reported by Eddi et al. [32] and Protière et al. [98].
Figure 3-3: Regime diagram describing the motion of a silicone oil droplet of viscosity 50 cS on a bath of the same fluid vibrating with frequency 60Hz. The horizontal axis is the dimensionless peak acceleration of the bath $\Gamma = \gamma / g$, while the vertical axis is the drop radius. The bath surface becomes unstable when $\Gamma$ exceeds the Faraday threshold $\Gamma_F = 5.46$ (vertical line). Only the major dynamical regimes are shown: PDC signifies the period-doubling cascade, Int the region of intermittent horizontal movement and Walk the walking regime. Lines indicate best fits to threshold curves.
transitions contains both the (2, 2) and the (2, 1) modes.

Following Gilet & Bush [46], we adopt the \((m, n)\) notation to distinguish between different bouncing modes. In the \((m, n)\) mode, the drop's vertical motion has period equal to \(m\) driving periods, and within this period the drop contacts the bath \(n\) times. By contact we refer to that part of the drop's motion when the drop and bath are being deformed and the air pressure beneath the drop is significantly elevated above that of the ambient air. We stress that the drop and the bath always remain separated by an intervening air layer and thus never actually come into contact. Provided the rebound time is shorter than the time required for the intervening layer to thin below a certain critical thickness, the drop will detach without coalescing. The chaotic region is thus difficult to observe experimentally for small drops (i.e. \(\Omega \lesssim 0.6\)): once the bouncing becomes chaotic, the drop will eventually undergo a chattering sequence and coalesce.

An interesting feature of the system is that there can be more than one stable bouncing mode for a given combination of drop size and driving [118]. Indeed, several stable periodic motions may coexist, corresponding to the same mode \((m, n)\) but having different average mechanical energy (see Figs. 3-4, 3-16 and 3-17) and average contact time. In order to distinguish between different bouncing states with the same mode number \((m, n)\), we denote them by \((m, n)^p\). \((m, n)^1\) signifies the motion with the least average energy (corresponding usually to the longest average contact time) and the \(p\)-index increases with increasing average energy. Larger drops do not undergo a full period-doubling cascade (refer to Fig. 3-3): after transitioning from the \((1, 1)\) mode to the \((2, 2)\) mode, further increase of \(\gamma\) leads to increasing disparity between the large and small jumps, until the smaller jump disappears completely. Thus the drop transitions from the \((2, 2)\) mode into the \((2, 1)\) mode. This mode then undergoes a period-doubling cascade and only then enters a chaotic regime. Near the Faraday threshold (as occurs at \(\Gamma = 5.46\) for 50 cS oil at \(f = 60\) Hz), the interaction between the drop and the slowly decaying standing waves created by its previous impacts may lead either to walking or to an intermittent behaviour (denoted Int in Fig. 3-3), where the drop performs a complicated aperiodic horizontal motion and does not settle into a steady walking state.

In Fig. 3-4, we show the vertical motion of 50 cS silicone oil droplets for several driving accelerations over the course of 5 driving periods. We show the 5 most prevalent modes, specifically, the \((1, 1)^1\), \((1, 1)^2\), \((2, 2)\), \((2, 1)^1\) and \((2, 1)^2\) modes, that emerge as the driving acceleration is increased progressively. Note that the amplitude of the drop's motion increases with driving acceleration. The motion of the bath
Figure 3-4: The simplest modes of vertical motion for 50 cS silicone oil drops bouncing on a liquid bath vibrating with frequency 50 Hz. These are, in order of increasing dimensionless forcing $\Gamma = \gamma / g$: (a) the $(1, 1)^1$ mode, $\Gamma = 1.3$; (b) the $(1, 1)^2$ mode, $\Gamma = 1.4$; (c) the $(2, 2)^2$ mode, $\Gamma = 2.35$; (d) the $(2, 1)^1$ mode, $\Gamma = 3.6$ and (e) the $(2, 1)^2$ mode, $\Gamma = 4.1$. The drop radii are $R_0 = 0.28\text{mm}$ in (a-c) and $R_0 = 0.39\text{mm}$ in (d-e). The images were obtained by joining together vertical sections from successive video frames, each one 1 pixel wide and passing through the drop’s centre. The camera was recording at 4000 fps. Note that in both the $(2, 1)$ modes shown (d-e), the drop was walking.
surface cannot be directly observed in Fig. 3-4 due to the nature of the illumination; nevertheless, one can determine the contact time from the relative positions of the drop and its reflection in the bath.

We measured the bouncing threshold and the first two period-doubling thresholds of silicone oil droplets with $\nu = 20$ cS and $40 \text{ Hz} \leq f \leq 200 \text{ Hz}$, and with $\nu = 50$ cS and $60 \text{ Hz} \leq f \leq 100 \text{ Hz}$. The results are shown in Figs. 3-5-3-8. In Fig. 3-5, the bouncing threshold $\Gamma_B = \gamma_B(R_0, f, \nu)/g$, the minimum driving acceleration needed to prevent the drop from coalescing, is shown as a function of the drop size (vertical axis). We observe that the size of the drop that attains a bouncing state at the lowest $\Gamma$ decreases with increasing frequency, while the minimum of $\Gamma_B$ remains roughly constant. One expects that the minimum of $\Gamma_B$ corresponds to the drop size for which the driving frequency equals the resonant frequency of the drop-bath system, with a shift due to the effects of viscosity. Using the vibration number $\Omega = \omega/\omega_D$ instead of $R_0$ on the vertical axis, we see that the data for different frequencies nearly collapse onto a single curve (Fig. 3-6). Henceforth, we shall use $\Omega$ in order to display data for different frequencies in a single diagram.

In Fig. 3-6, we observe that the minimum of $\Gamma_B$ occurs at $\Omega \approx 0.65$ for both viscosities, which corresponds to $R_0 \approx 0.47(\sigma/\rho f^2)^{1/3}$. We note that the minimum of $\Gamma_B$ does depend weakly on the driving frequency (Fig. 3-6b): at higher frequencies, the typical drop radius near the minimum is smaller and the increasing influence of air drag and dissipation in the intervening air layer results in a shift of the bouncing threshold curve towards higher driving amplitudes (e.g. $f = 200 \text{ Hz}$ in Fig. 3-6). On the other hand, at lower frequencies the typical drop radius near the minimum is larger and a relatively large portion of the mechanical energy is lost to the outgoing surface waves created by the drop motion. Thus there is an optimal frequency, in our case $f = 80 \text{ Hz}$, for which the sum of these two effects is minimized and the global minimum of $\Gamma_B$ is achieved. We observe $\Gamma_B \geq 0.47$ for $\nu = 20$ cS and $\Gamma_B \geq 0.59$ for $\nu = 50$ cS.

In Figs. 3-6b and 3-7, we see that the bouncing curves exhibit a discontinuity at approximately $\Omega = 0.2 - 0.4$. This discontinuity arises because smaller droplets can only exist in the higher energy $(1, 1)^2$ mode and coalesce when this mode can no longer be sustained by the bath vibration. Larger drops can persist in the lower energy $(1, 1)^1$ mode without coalescing because the intervening air layer takes a relatively long time to drain. Although determining the exact form of the bouncing threshold curve theoretically would require a detailed analysis of the intervening air layer dynamics [60, 62, 68], we will demonstrate in §3.3 that the majority of the bouncing threshold
Figure 3-5: Bouncing thresholds measured for silicone oil droplets of viscosity (a) 20 cSt and (b) 50 cSt on a vibrating bath of the same oil. The minimum driving acceleration $\Gamma = \gamma/g$ (horizontal axis) required for sustained bouncing is shown as a function of the drop radius $R_0$ (vertical axis). Experimental results are shown for several driving frequencies $f$: 40 Hz (■), 50 Hz (●), 60 Hz (▲), 80 Hz (▲), 100 Hz (△), 120 Hz (▽), 150 Hz (★) and 200 Hz (◆).

Figure 3-6: Bouncing thresholds. The same experimental data shown in Fig.3-5 is now plotted as a function of the vibration number $\Omega = \omega/\omega_D$ (vertical axis) instead of drop diameter $R_0$. Data for different frequencies collapse nearly onto a single curve.
Figure 3-7: Detail of Fig. 3-6 showing the bouncing thresholds for silicone oil droplets of viscosity 50 cS on a vibrating bath of the same oil. The minimum driving acceleration \( \Gamma = \gamma/g \) (horizontal axis) needed to prevent the drop from coalescing with the bath is shown as a function of the vibration number \( \Omega = \omega/\omega_D \) (vertical axis). Experimental results are shown for several driving frequencies \( f \): 40 Hz (■), 50 Hz (●), 60 Hz (▲), 80 Hz (▲). The discontinuity of the bouncing thresholds between \( \Gamma = 1 \) and \( \Gamma = 1.2 \) is clearly apparent.

curve runs along a mode threshold obtainable by relatively simple means.

Fig. 3-8 shows the first two period-doubling thresholds. Smaller drops (\( \Omega < 0.6 \)) undergo a period-doubling cascade, so the first two thresholds correspond to \((1, 1) \rightarrow (2, 2)\) and \((2, 2) \rightarrow (4, 4)\) transitions. Larger drops (\( \Omega > 0.6 \)) transition from \((1, 1)\) to \((2, 2)\), then reduce the amplitude of their smaller bounce until a simple period-doubled bouncing mode \((2, 1)\) is reached, and only then commence the period-doubling cascade \((2, 1) \rightarrow (4, 2) \rightarrow (8, 4) \rightarrow \ldots \). Note that the low frequency curves are shifted to the right of their high frequency counterparts \((60 \text{ Hz curve for } 20 \text{ cS}; 50 - 60 \text{ Hz for } 50 \text{ cS})\), an effect due to the influence of the standing waves created on the bath by previous drop impacts. At lower frequencies, the Faraday threshold is closer to the period-doubling threshold; thus, the drop impacts create more slowly decaying standing waves on the bath surface. By reducing the relative speed between the drop and bath at impact, the standing waves appear to stabilize the vertical motion, and so delay the period-doubling transitions.

The bounds of the frequency range explored were prescribed by experimental constraints. The presence of the Faraday threshold provides a lower limit on the range of frequencies over which the period-doubled modes can arise. For example, for 20 cS silicone oil, period-doubling occurs only for \( \Gamma > 1.58 \) (Fig. 3-8), while \( \Gamma_F < 1.58 \) for \( f \leq 45 \text{ Hz} \). Thus, for \( f \leq 45 \text{ Hz} \), the period-doubling transitions disappear. The
Figure 3-8: First two period-doubling thresholds for silicone oil droplets of viscosity (a) 20 cS and (b) 50 cS on a vibrating bath of the same oil. For smaller droplets ($\Omega < 0.6$) these are $(1, 1) \rightarrow (2, 2)$ and $(2, 2) \rightarrow (4, 4)$ transitions, while for larger drops ($\Omega > 0.6$) they are $(1, 1) \rightarrow (2, 2)$ and $(2, 1) \rightarrow (4, 2)$ transitions. The experimentally measured threshold acceleration $\Gamma = \gamma/g$ (horizontal axis) is shown as a function of the vibration number $\Omega = \omega/\omega_D$ (vertical axis) for several driving frequencies: $f = 40$ Hz (■), 50 Hz (●), 60 Hz (▲), 80 Hz (▲), 100 Hz (▲), 120 Hz (▲), 150 Hz (★) and 200 Hz (★).
upper limit on the frequency range is imposed by the finite resolution of our camera. Since the walking region of ultimate interest is given by $\Omega = 2\pi f \sqrt{\rho R_0^3 / \sigma} \lesssim 1.5$ (see the next chapter), the typical size of a walker $R_0 \sim f^{-2/3}$. Thus, for higher frequencies, the constant error in drop size measurement leads to increasing relative error in $\Omega$. Similarly, at high frequency, it becomes increasingly difficult to distinguish between the different bouncing modes, as the motion itself happens over a distance of at most $g(T/2)^2/2 \leq gf^{-2}/2$, which is of order 0.1mm for $f = 200$ Hz.

3.3 Vertical dynamics

3.3.1 Linear spring model

![Schematic illustration of coordinates](image)

Figure 3-9: A schematic illustration of our choice of coordinates. The vertical position of the drop’s centre of mass $Z$ is equal to 0 at the initiation of impact (a), and would be $-1$ if it reached the equilibrium level of the bath (b).

We proceed by describing the simplest model of the drop’s vertical dynamics, analogous to works by Okumura et al. [84], Gilet & Bush [46] and Terwagne [116], in which the drop-impactor interaction is described in terms of a linear spring. We nondimensionalize the vertical displacement of the drop by its radius (see Table 3.2 for a list of dimensionless variables) and time by the characteristic frequency of drop oscillations $\omega_D = \sqrt{\sigma / \rho R_0^3}$ [103]. We shall always consider the frame of reference fixed relative to the shaking platform, and place the origin so that the undisturbed bath surface is at $Z = -1$ (see Fig. 3-9). Thus, a drop impacting an undisturbed surface will make a contact with the bath when its centre of mass is at $Z = 0$ and its base at $Z = -1$. When the drop is not in contact with the bath ($Z > 0$), it is acted upon only by gravity (we neglect the air drag, an approximation to be justified later). Conversely, when it deforms the bath below its equilibrium height, we assume that the drop experiences an additional reaction force proportional to the penetration.
depth \((CZ)\) and its energy is dissipated at a rate proportional to its speed relative to the bath \((D\frac{\partial Z}{\partial \tau}\) term). We thus expect the drop center of mass \(Z(\tau)\) to be governed by the following equation of motion:

\[
\frac{\partial^2 Z}{\partial \tau^2} + H(-Z) \cdot \left( D \frac{\partial Z}{\partial \tau} + CZ \right) = -B_0^* (\tau) .
\] (3.1)

Here \(H(x)\) is the Heaviside step function, which indicates that the bath acts on the drop only when they are in contact. \(B_0^*(\tau) = B_0 \cdot (1 + \Gamma \sin \Omega \tau)\) is the effective Bond number, which reflects the effective gravity in the vibrating bath frame of reference. The constants \(C\) and \(D\) can be determined from experiments by measuring, respectively, the coefficient of restitution \(C_R\) and the dimensionless contact time \(\tau_C\) of the drop impacting a quiescent bath \((\Gamma = 0)\). For small \(B_0\) \((B_0 \ll Z_\tau(0))\), one can solve (3.1) over the duration of contact subject to the initial condition \(Z(0) = 0\) and \(Z_\tau(0) = Z_{\tau_0}\) and so obtain \(Z(\tau) \approx Z_{\tau_0} \exp(-D \tau/2) \sin(\sqrt{C'} \tau)/\sqrt{C'}\), where \(C' = C - D^2/4\). Then we have the approximate relations \(\tau_C = \pi/\sqrt{C'}\) and \(C_R = \exp\left\{-\pi D/2\sqrt{C'}\right\}\), or conversely, \(D = -2 \ln C_R/\tau_C\) and \(C = (\pi^2 + \ln^2 C_R)/\tau_C^2\). As there is a one-to-one correspondence between pairs \((C, D)\) and \((C_R, \tau_C)\) and the latter pair is easier to grasp intuitively, we shall henceforth use \((C_R, \tau_C)\) to characterize our linear spring model.

The crucial assumption underlying equation (3.1) is that each time the drop strikes the vibrating bath, the disturbances created by its previous impacts have decayed sufficiently to be negligible. Similarly, it is assumed that any distortions and internal motions of the drop have decayed to the point where we can approximate the drop at impact as being spherical and in rigid-body motion. To check whether this assumption is reasonable for the range of parameters examined experimentally, we first look at the decay rate of drop oscillations. For small oscillations, this problem can be adequately described with a linear theory and has been treated in several classic papers [11, 76, 95]. The instantaneous drop shape can then be decomposed into spherical harmonics and the evolution of each mode treated separately by virtue of the linearity. It is found that the second harmonic mode (corresponding to ellipsoidal deformation) decays the slowest and the rate of decay is equal to \(3.8 \mu/\rho R_0^2\) [76]. Even if the oscillations are large and the linear theory is no longer accurate, we expect the deformations to decay at a comparable rate. The typical time between two subsequent excitations of the drop is given by \(1/f\); therefore, provided that \((\mu/\rho f R_0^2) > 0.5\), the oscillations will decay to less than \(\exp(-19/10) \approx 0.15\) of their original magnitude and our assumption will
be valid. This condition can be written in dimensionless form as

$$Oh > \frac{\Omega}{4\pi} .$$

(3.2)

Since we are interested only in the parameter regime for which $\Omega \lesssim 1.5$, we thus arrive at the condition $Oh > 0.12$. For silicone oil of viscosity 50 cS and 20 cS, this is equivalent to requiring $R_0 < 8$ mm and $R_0 < 1.3$ mm, respectively, both of which are amply satisfied in our experiments.

When the driving amplitude is sufficiently far from the Faraday threshold, a similar argument can be made for the decay rate of the local bath deformation near the drop, composed of waves with wavelength comparable to or smaller than the drop radius. Note that each drop impact also creates a propagating wave on the bath, which decays relatively slowly due to its relatively long wavelength. We assume that this propagating wave is sufficiently far from the drop on its next impact that it has negligible influence on its dynamics. These inferences that the drop returns to a spherical form and the local interface to a plane between impacts are consistent with our observations, provided the system is sufficiently far from the Faraday threshold.

We now examine the region of validity of the second assumption used to derive (3.1), namely, that the influence of air drag on the vertical drop dynamics is negligible. When the drop is not in contact with the bath and $Re < 1$, approximating the air-drag using the well-known Stokes formula for a rigid sphere gives

$$Z_{rr} = -Bo^*(\tau) - \frac{9}{2} Oh_a Z_r .$$

(3.3)

Here $Oh_a = \mu_a/\sqrt{\rho_0 R_0}$ is the air Ohnesorge number, with $\mu_a$ being the dynamic viscosity of air. The Reynolds number is given by $Re = 2R_0 V/\nu_a = 2(|Z_r|/Oh_a)(\rho_a/\rho)$, $\nu_a$ and $\rho_a$ being the kinematic viscosity and density of the air. Since the maximum value of the Reynolds number during the bouncing motion is $Re_{max} \sim 2gR_0/f\nu_a$, we have $Re_{max} \sim 4$ for $f = 100$ Hz and $R_0 = 0.3$ mm, and $Re_{max} \sim 16$ for $f = 40$ Hz and $R_0 = 0.5$ mm. Therefore the Stokes formula cannot be applied and we must use an approximation to the drag in the regime $1 < Re \leq 20$. A good approximation (accurate to within 10% in the range $1 < Re < 50$) is given by Flemmer & Banks [40]:

$$Z_{rr} = -Bo^*(\tau) - \frac{9}{2} Oh_a Z_r (1 + \frac{1}{12} Re) .$$

(3.4)

Thus the air drag is negligible provided that $\frac{9}{2} Oh_a Z_r (1 + 18/12) \ll Bo$. Since $Z_r \leq$
Table 3.2: List of variables used, along with their dimensionless counterparts. $R_0$ is the drop radius and $\omega_D = (\sigma/\rho R_0^3)^{1/2}$ the characteristic drop oscillation frequency.

<table>
<thead>
<tr>
<th>Dim. variable</th>
<th>Nondim. variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$</td>
<td>$Z = z/R_0$</td>
<td>drop’s vertical displacement</td>
</tr>
<tr>
<td>$x$</td>
<td>$X = x/R_0$</td>
<td>drop’s horizontal displacement</td>
</tr>
<tr>
<td>$h$</td>
<td>$H = h/R_0$</td>
<td>bath distortion</td>
</tr>
<tr>
<td>$t$</td>
<td>$\tau = \omega_D t$</td>
<td>time</td>
</tr>
<tr>
<td>$T_C$</td>
<td>$\tau_C = \omega_D T_C$</td>
<td>dimensionless contact time</td>
</tr>
<tr>
<td>$f$</td>
<td>$\Omega = 2\pi f/\omega_D$</td>
<td>vibration number</td>
</tr>
</tbody>
</table>

$Bo(2\pi/\Omega)$ (acceleration times time), we arrive at the condition that

$$\frac{45\pi}{2} Oh_a \ll \Omega \quad \text{or} \quad \frac{\mu_a}{\rho R_0^2 f} \ll 0.09 \quad (3.5)$$

As $R_0 \geq 0.07$ mm, we have $Oh_a \leq 5 \cdot 10^{-4}$, and so require $\Omega \gg 0.035$. This condition is satisfied in our experiments except for the smallest drops at the lowest frequencies. We proceed by neglecting the air drag, but bear in mind that for $\Omega < 0.2$, its influence may become significant.

Note that because equation (3.1) is linear, the coefficient of restitution $C_R$ and contact time $\tau_C$ should be independent of the impact speed $X_r(0) = We^{1/2}$. This independence has been experimentally observed for liquid drops impacting a soap film [46], a rigid substrate [109, 108] and a liquid bath [67, 133], but only when $We \geq 1$. For $We < 1$, $C_R$ and $\tau_C$ increase with decreasing impact speed, albeit quite weakly, as has been demonstrated numerically by Foote [42] and Gopinath & Koch [52], and experimentally by Okumura et al. [84] for the case of a drop impacting a rigid superhydrophobic surface.

In order to see the dependence of the dynamics on the Weber number in the liquid-liquid setting of interest, we have measured $C_R$ and $\tau_C$ for silicone oil drops of viscosity 20 cS and 50 cS. The contact time was determined as the interval between the time when the bath beneath the drop first deforms and when the drop visibly detaches from the bath. The time of detachment is relatively difficult to pinpoint, due to the small relative speed of the drop and underlying bath at that time. The measurement error was thus typically larger than the time difference of successive video frames. In order to determine $C_R$, we fitted the drop motion before and after the contact to parabolic trajectories, allowing us to calculate the instantaneous drop speed at both impact and detachment. With decreasing $We$, the amplitudes of the drop motion...
and bath deformation decrease, leading to a larger relative error in measurement of \( C_R \) and \( \tau_C \).

The results are shown in Figs. 3-10 and 3-11. We observe a logarithmic decrease of both contact time and coefficient of restitution with increasing Weber number, in line with the numerical predictions of Gopinath & Koch [52]. For small drops with \( We > 1 \), the coefficient of restitution tends to a value of about 0.11 for 50 cS oil and about 0.19 for 20 cS oil, which should be compared to the value 0.22 obtained by Jayaratne & Mason [67] for water (1 cS). Fig. 3-11 indicates that there is not an appreciable difference in the contact time between the two oils, unlike for a linear spring, for which larger damping leads to a longer period. As the Weber number is decreased, the contact time increases progressively until the point (around \( We \approx 0.03 \)) where gravity prevents drop detachment.

![Figure 3-10: Normal coefficient of restitution \( C_R = V_{out}/V_{in} \) of silicone oil droplets impacting a bath of the same liquid, as a function of the Weber number \( We = \rho R_0 v_{in}^2/\sigma \). Shown are results for 20 cS (■) and 50 cS (▼) droplets impacting a quiescent bath, together with values measured from drops impacting a vibrating bath just above the bouncing threshold, (●) and (▲), respectively.](image)

Within a single regime diagram (i.e. for a fixed driving frequency and oil viscosity) the Weber number changes significantly with drop size and bouncing mode, while generally remaining below 1 (the lower extreme being \( We \approx 0.003 \) for small drops in the (1, 1) mode at \( f = 200 \) Hz, the upper extreme being \( We \approx 2 \) for large drops
Figure 3-11: Dimensionless contact time $\tau_C = \frac{T_C}{\left(\frac{\rho R_0^3}{\sigma}\right)^{1/2}}$ of silicone oil droplets impacting a bath of the same liquid, as a function of the Weber number $\mathcal{We} = \frac{\rho R_0 V_{in}^2}{\sigma}$. Shown are results for 20 cS (■) and 50 cS (▼) droplets impacting a quiescent bath, together with values measured from drops impacting a vibrating bath just above the bouncing threshold, (●) and (▲), respectively.
in the $(2, 1)^2$ mode at $f = 50$ Hz). It is not surprising that the linear spring model with constant $(C_R, \tau_C)$ does not compare favourably with the experiments, since one expects both $C_R$ and $\tau_C$ to depend on $\text{We}$. For example, using constant values of $C_R$ within the experimentally observed range, that is, $C_R < 0.22$ for 50 cS oil and $C_R < 0.35$ for 20 cS, leads to a poor match. Note that changing $\tau_C$ (or $C$) has the effect of stretching the threshold curves vertically, so by choosing $\tau_C \approx 4.5$ we can match the curvature of the threshold curves. Changing $C_R$ (or $D$) leads mainly to horizontal translation of the threshold curves on the regime diagram, so by picking the right value we can hope to fit one of the threshold curves. Fig. 3-12 shows the results of the model with $C_R = 0.32$ (for $\nu = 50$ cS) and $C_R = 0.42$ (for $\nu = 20$ cS). We note that the upper parts of the other threshold curves are also well fit by the model, likely due to the fact that those parts of the regime diagram are already in the $\text{We} \geq 1$ regime, which is nearly linear. Nevertheless, the match for $\Omega < 0.4$ is less satisfactory and the values of $C_R$ are unrealistic when compared to those reported in Fig. 3-10.

A closer examination of the reaction force acting on the drop during rebound (see Fig. 3-21) provides rationale for the unrealistically high values of $C_R$ required to best fit the data with our linear spring model. During the late stages of contact, the viscous damping term dominates the spring term in (3.1) and the reaction force acting on the droplet pulls it towards the bath, a clearly unphysical effect if one neglects the intervening air layer dynamics. Therefore, a better model would be one in which the reaction force acting on the drop is always nonnegative:

$$\frac{\partial^2 Z}{\partial \tau^2} = -Bo^* (\tau) + H(-Z) \cdot \max \left\{ -D \frac{\partial Z}{\partial \tau} - CZ, 0 \right\}. \quad (3.6)$$

With such a condition, the best match with the experimental data is indeed achieved with realistic values of $C_R$ (specifically $C_R = 0.3$ for 20 cS oil and $C_R = 0.19$ for 50 cS oil), but now the threshold curves in the regime diagrams are matched less well (see Fig. 3-13), especially the bouncing threshold. This shortcoming strongly suggests a Weber number dependence of $C_R$.

While the linear spring models presented in (3.1) and (3.6) do not provide satisfactory quantitative agreement with the experiments and so will be superseded by an improved model to be developed in §3.3.2, they have one major advantage. Specifically, the simple form of the equation of motion for the drop (3.1) allows one to obtain an analytic expression for the drop motion during both flight and contact. It is thus only necessary to obtain numerically the points of first impact and detachment; the
Figure 3-12: Comparison of the bouncing thresholds and first two period-doubling transitions measured experimentally and calculated using the linear spring model (3.1). Refer to Fig. 3-3 to see where these transitions fit into the regime diagram. The linear model predictions with $C_R = 0.42$ and $\tau_C = 4.2$ (solid lines) are compared to experiments with 20 cS oil in which coalescence (▲), 1st period doubling (●) and 2nd period doubling (▼) were measured. The predictions of the model with $C_R = 0.32$ and $\tau_C = 4.4$ (dashed lines) are compared to experiments with 50 cS oil in which coalescence (▼), 1st period doubling (■) and 2nd period doubling (▲) were measured. The lines shown are, from the left, the bouncing thresholds, $(1, 1)^1 \leftarrow (1, 1)^2$ mode transitions, first period-doubling $(1, 1) \rightarrow (2, 2)$ and second period-doubling $(2, 2) \rightarrow (4, 4)$ or $(2, 1) \rightarrow (4, 2)$.
Figure 3-13: Comparison of the same experimental data as in Fig.3-12 and the predictions of the second linear spring model (3.6) with $C_R = 0.3$ and $\tau_C = 4.2$ (solid lines), and with $C_R = 0.19$ and $\tau_C = 4.4$ (dashed lines). The lines shown are, from the left, the bouncing thresholds, $(1, 1)^1 \leftarrow (1, 1)^2$ mode transitions, first period-doubling $(1, 1) \rightarrow (2, 2)$ and second period-doubling $(2, 2) \rightarrow (4, 4)$ or $(2, 1) \rightarrow (4, 2)$. 
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motion in between can then be calculated with great speed, which makes it possible to obtain qualitatively correct regime diagrams with great resolution. One such regime diagram is shown in Fig. 3-14, obtained by choosing \( C_R = 0.42 \) and \( \tau_C = 4.2 \) in (3.1). The predicted bouncing thresholds shown in Figs. 3-12-3-13 and 3-14 correspond to the highest driving acceleration for which the drop never detaches from the bath surface (so that \( Z(\tau) \leq 0 \) always).

As mentioned previously, there can be several kinds of vertical motion corresponding to the same bouncing mode number \((m, n)\), which can be thought of as different energy levels. The lowest energy mode tends to be the one where the drop spends the most time in contact with the bath. When average mechanical energy is increased, the drop spends more time in the air and less in contact with the bath. Fig. 3-15 depicts the relative contact time as predicted by the linear spring model (3.1), for the highest stable energy mode. We see two sharp transitions. The first arises for small drops \((\Omega < 0.55)\), when the higher energy \((1, 1)^2\) bouncing mode can no longer be sustained and collapses to the least energetic vibrating mode \((1, 1)^1\), in which the drop oscillates on the bath surface with a large portion of the period spent in contact with the bath. The second arises for larger drops \((\Omega > 0.6)\), when the higher energy \((2, 1)^2\) mode cannot be sustained and only the base energy mode \((2, 1)^1\) exists. Both of these transitions are prominent in our regime diagrams (Figs. 3-3-3-8): the former constitutes the lower part of the bouncing threshold, while the latter constitutes the upper half of the walking threshold, as will be seen in Chapter 4.

In Figs. 3-16-3-18 we show the two different \((1, 1)\) modes, the two \((2, 1)\) modes and the \((3, 2)\) bouncing mode, respectively. The dimensionless height of the drop in the lab frame of reference (solid line) and the equilibrium height of the vibrating bath (dashed line) are shown as functions of dimensionless time \( \tau = f \cdot t \). In order to highlight the difference between the vibrating and bouncing states, the periods of contact between the drop and the bath are marked by a darker shading. In the vibrating state (Fig. 3-16a,3-17a) the contact lasts roughly half the period of the drop’s vertical motion, whereas in the bouncing state (Fig. 3-16b,3-17b) the contact is significantly shorter. The \((3, 2)\) mode shown in Fig. 3-18 consists of one long and one short contact.

### 3.3.2 Logarithmic Spring Model

We have seen that the coefficient of restitution and the contact time of a drop interacting with a quiescent liquid bath are independent of the Weber number for \( We > 1 \),
Figure 3-14: Regime diagram indicating the behaviour of a bouncing drop in the $\Gamma - \Omega$ plane, as predicted by the linear spring model (3.1) with $C_R = 0.42$ and $\tau_C = 4.2$. $\Omega = \omega/\omega_D$ is the vibration number and $\Gamma = \gamma/g$ the dimensionless driving acceleration. In the $(m,n)$ mode, the drop's motion has period equal to $m$ driving periods, during which the drop hits the bath $n$ times. PDC indicates a region of period-doubling cascade and chaos. Solid lines indicate lower boundaries of existence (or stability) of lower energy modes, dash-dot lines indicate upper boundaries. Similarly, dashed lines indicate lower boundaries of existence of higher energy modes, their upper boundaries being period-doubling transitions marked by dotted lines.
Figure 3-15: The relative contact time (fraction of the bouncing period spent in contact with the bath) of a bouncing drop in the \( \Gamma-\Omega \) plane, as predicted by the linear spring model (3.1) with \( C_R = 0.42 \) and \( r_C = 4.2 \). \( \Omega \) is the vibration number and \( \Gamma \) the dimensionless driving acceleration. Sharp changes of the relative contact time are evident near \( \Gamma \approx 1 \) (the bouncing to oscillating transition, or the \((1,1)^2 \rightarrow (1,1)^1\) mode transition), \( \Gamma \approx 2.4 \) (onset of the \((2,1)^2\) mode) and \( \Gamma \approx 3.7 \) (onset of the \((3,1)\) mode).
Figure 3-16: Comparison of (a) the low energy “vibrating” \((1,1)^1\) mode and (b) the high energy “bouncing” \((1,1)^2\) mode, as predicted by the linear spring model (3.1) with \(\tau_C = 4.2, \ C_R = 0.42\) for \((\Gamma, \Omega) = (1.3, 0.35)\). The dimensionless vertical position of the oscillating bath (dashed line) and the droplet’s center of mass shifted down by one radius (solid line) are shown as functions of the dimensionless time \(\tau = ft\), where \(f\) is the bath’s driving frequency. See Fig. 3-4 (a-b) for the experimental realizations of these modes.

Figure 3-17: Comparison of (a) the lower energy \((2,1)^1\) mode and (b) the higher energy \((2,1)^2\) mode, as predicted by the linear spring model (3.1) with \(\tau_C = 4.2, \ C_R = 0.42\) for \((\Gamma, \Omega) = (2.6, 0.7)\). The dimensionless vertical position of the oscillating bath (dashed line) and the droplet’s center of mass shifted down by one radius (solid line) are shown as functions of the dimensionless time \(\tau = ft\). See Fig. 3-4 (d-e) for the experimental realizations of these modes.
Figure 3-18: The (3, 2) mode, as predicted by the linear spring model (3.1) with $\tau_C = 4.2$, $C_R = 0.42$ for $(\Gamma, \Omega) = (2.4, 0.32)$. The dimensionless vertical position of the oscillating bath (dashed line) and the droplet's center of mass shifted down by one radius (solid line) are shown as functions of the dimensionless time $\tau = ft$.

while for $We \leq 1$ they depend logarithmically on $We$ (see Figs. 3-10-3-11). Therefore, while in the former regime we can model the drop by a linear spring, in the latter we need a nonlinear model in order to capture, above all, the dependence of $C_R$ on $We$. We derive such a model in Appendix B, using a quasi-static approximation similar to that developed previously for drop impact on a rigid substrate [77]. The key idea of the resulting “quasi-static” model is the approximation of the actual instantaneous shape of the drop and the bath by relatively simple shapes, specifically their quasi-static forms, that may be characterized by a small number of variables. By calculating the Lagrangian of the system we can then derive the system of equations of motion for these variables. We then simplify the system to a single differential equation (B.14):

$$\frac{d^2Z}{d\tau^2} \left(1 + \frac{c_3}{Q^2(Z)}\right) + \mathcal{O}h \frac{c_2(\nu)}{Q(Z)} d^2Z + \frac{3/2}{Q(Z)} Z = -\mathcal{B}_0^*(\tau),$$

where $Q(Z) = \ln (c_1/|Z|)$. $c_3$ prescribes the kinetic energy associated with the fluid motion within the two liquid bodies, $c_2(\nu)$ the amount of viscous dissipation within them, and $c_1$ the nonlinearity of the spring. For higher values of $c_1$, $\ln (c_1/|Z|)$ is less dependent on $Z$, thus making the spring more linear. The constants $c_i$ are determined from matching to the observed dependence of the normal coefficient of restitution $C_R$ on $We$ (Fig. 3-10). The best match found is shown in Fig. 3-19, which was obtained by solving (B.13) for $R_0 = 0.15$mm and two viscosities ($\nu = 20$ cS and $\nu = 50$ cS), with
the initial conditions $Z(0) = 0, \frac{dZ}{dt} = -We$. The constants used were $c_2 = 12.5$ for 20 cS and $c_2 = 7.5$ for 50 cS, and $c_1 = 2, c_3 = 1.4$ were used for both viscosities. Changing $c_1$ alters the slope of the line in Fig. 3-19, while changing $c_2$ shifts the line vertically. The fits were found to be quite insensitive to the value of $c_3$, suggesting that the internal fluid motion does not play a significant role in the impact dynamics, which is consistent with the scaling argument presented in the previous chapter.

Figure 3-19: The dependence of the normal coefficient of restitution $C_R = \frac{V_{out}}{V_{in}}$ for silicone oil droplets impacting a bath of the same liquid, on the Weber number $\text{We} = \frac{\rho R_0 V^2_{in}}{\sigma}$. Shown are the experimental results for 20 cS (■) and 50 cS (▼) droplets impacting a quiescent bath. (●) and (▲) denote analogous $C_R$ values for droplets impacting a vibrating bath just above the bouncing threshold. Solid lines indicate the values obtained using the logarithmic spring model (B.13) with $R_0 = 0.15\text{mm}$ for $c_1 = 2, c_2(20\text{ cS}) = 12.5, c_2(50\text{ cS}) = 7.5$ and $c_3 = 1.4$.

In Fig. 3-20, the model predictions for the temporal evolution of the penetration depth are compared to the experimental data for $0.68 \leq \text{We} \leq 0.96$. Clearly, the linear spring model (3.1) overestimates $C_R$ and both linear models (3.1) and (3.6) underestimate the time elapsed until $|Z| = 0$, the drop’s “rebound time”. Note that the actual dimensionless contact time for $\text{We} \approx 0.8$ is approximately 4.3, as the drop detaches while the bath is still deformed. In Fig. 3-21, we compare the predictions of the three models for the evolution of the dimensionless drop acceleration during contact. The linear models produce substantially different curves from the logarithmic
Figure 3-20: The dimensionless depth of penetration $|Z| = |z|/R_0 We^{1/2}$ of the drop's center of mass below its height at the outset of contact (see Fig. 3-9), as a function of the dimensionless time $\tau = t (\sigma/\rho R_0^3)^{1/2}$. The predictions of the linear spring model (3.1) (dashed line), alternative linear spring model (3.6) (dash-dot line) and the logarithmic spring model (3.7) (solid line) for $R_0 = 0.3\text{mm}$ and $We = 0.8$ are compared to the experimental values for $R_0 = 0.14\text{mm}$, $We = 0.73$ (■), $R_0 = 0.20\text{mm}$, $We = 0.68$ (▲) and $R_0 = 0.33\text{mm}$, $We = 0.96$ (▼).
Figure 3-21: The dimensionless acceleration $Z_{\tau\tau} = \frac{d^2z}{dt^2} \left( \frac{\rho R_0^3}{\sigma V_m^2} \right)^{1/2}$ of the drop’s center of mass as a function of the dimensionless time $\tau = t \left( \frac{\sigma}{\rho R_0^3} \right)^{1/2}$. The predictions of the linear spring model (3.1) (dashed line), alternative linear spring model (3.6) (dash-dot line) and the logarithmic spring model (3.7) (solid line) are shown for $R_0 = 0.3\text{mm}$ and $We = 0.8$. 
Figure 3-22: Comparison of the regime diagrams measured experimentally and those calculated using the logarithmic spring model (3.7). (a) The model predictions with $c_1 = 2$, $c_3 = 1.4$, $c_2 = 12.5$ and $f = 80$ Hz (solid lines) are compared to experiments with 20 cS oil in which coalescence ($\triangle$), 1st period doubling ($\bullet$) and 2nd period doubling ($\blacktriangledown$) were measured. (b) The predictions of the model with $c_1 = 2$, $c_3 = 1.4$, $c_2 = 7.5$ and $f = 80$ Hz (dashed lines) are compared to experiments with 50 cS oil in which coalescence ($\triangle$), 1st period doubling ($\bullet$) and 2nd period doubling ($\blacktriangledown$) were measured.
model, predicting a significant acceleration immediately after impact and a stronger reaction force during the later stages of contact. The first linear model (3.1) also shows an unphysical negative reaction force during the late stages of contact, as indicated by the dip below the gravitational acceleration for $\tau > 3.8$.

Using the same combination of constants $c_i$ as in Fig. 3-19, the regime diagram predicted using the logarithmic spring model (3.7) matches well with the experimental data (Fig. 3-22). Specifically, the lower part of the experimentally observed bouncing threshold curve now corresponds to the $(1,1)^1 \leftrightarrow (1,1)^2$ mode transition, which was not the case for the previous models. The mode transition $(2,1) \rightarrow (4,2)$ for 20 cS (upper-right corner of Fig. 3-22a,b) is matched least well; however, the match is still better than that produced by either of the linear models. Note that we had no freedom in choosing the curvature (vertical scale) of the threshold curves in Fig. 3-22 unlike the previous cases (Figs. 3-12 and 3-13), where it was determined by the parameter $\tau_C$ (or spring constant $C$). In the logarithmic spring model (3.7), the spring constant is $1.5/Q(Z)$ and therefore, apart from the weak nonlinear contribution from $Q(Z)$, is determined from the low Weber number analysis. The fact that the curvature and peaks of the predicted threshold curves correspond to those measured experimentally provides additional verification of our model.

A useful way to characterize the drop’s impact in relation to the bath vibration is provided by the impact phase relative to the driving, defined as the weighted average of the driving phase $\Omega \tau$ over the contact time:

$$\Phi = \frac{\int_{\tau_c} F(\tau) (\Omega \tau) \, d\tau}{\int_{\tau_c} F(\tau) \, d\tau} \pmod{2\pi}, \quad (3.8)$$

where $F(\tau) = \frac{\partial^2 Z}{\partial \tau^2} + Bo^*(\tau) = Z_{\tau\tau}(\tau) + Bo(1 + \Gamma \sin \Omega \tau)$ is the dimensionless reaction force acting on the drop during contact. Thus, $\Phi = \pi$ corresponds to impact at maximum upward bath velocity, whereas $\Phi = 0$ corresponds to the impact at maximum downward bath velocity. The impact phase $\Phi$ divided by $\pi$ is shown in Fig. 3-23 as a function of the driving acceleration $\Gamma = \gamma/g$ for three values of $\Omega$, specifically, $\Omega = 0.2, 0.5$ and 0.8. The results were obtained using the model (3.7) with $c_1 = 2, c_3 = 1.4, c_2 = 7.5$ and $f = 80$ Hz. The weighted average of $\Phi/\pi$ is indicated by dark lines and dots, while the extent of contact is marked by shaded regions with lighter shading indicating that the droplet is in contact during the corresponding phase only on a small number of impacts per its period of motion.

For $\Omega = 0.8$ (Fig. 3-23c), the drop coalesces with the bath when $\Gamma < 0.49$. As the driving is increased above this value, the drop begins to detach from the surface.
Figure 3-23: The dependence of the impact phase $\Phi$ (solid lines, points), defined in (3.8), on the driving acceleration $\Gamma = \gamma / g$ for three values of the vibration number $\Omega$: (a) $\Omega = 0.2$, (b) $\Omega = 0.5$ and (c) $\Omega = 0.8$ (refer to Fig. 3-22a). Contact is marked by the shaded regions, wherein darkness of the shading indicates the relative number of contacts including the given phase. Where possible, the periodic bouncing modes $(m, n)$ are indicated.
(white regions), and the contact time decreases as indicated by the vertical extent of the shaded region. The impact phase slowly increases from approximately $\pi$ at $\Gamma = 0.5$ to $1.2\pi$ at $\Gamma = 1.9$, where the first period-doubling occurs. There, the even and odd contacts separate, with the impact phase of one increasing and of the other decreasing. At $\Gamma \approx 2.3$, one of the ends of contact joins with the beginning of the following contact and the completely period-doubled $(2,1)^1$ mode is formed (note the discrete change of impact phase by $\pi$). Increasing the driving to $\Gamma \approx 2.95$, the $(2,1)^1$ vibrating mode becomes unstable to the $(2,1)^2$ bouncing mode, with markedly shorter contact time. Once in this mode, we can decrease the driving acceleration to $\Gamma \approx 2.7$ before we switch back to the $(2,1)^1$ mode. Further increase of $\Gamma$ beyond $\Gamma = 3$ leads to a period-doubling cascade and the onset of chaos at $\Gamma \approx 3.45$.

The most common bouncing modes are labeled in Fig. 3-23, where we observe that the impact phase is higher for higher energy (bouncing) states than their lower energy counterparts, with the higher energy state disappearing once the phase dips below $\pi$. This disappearance can be rationalized by considering the vertical bath speed in an inertial frame of reference, given by $-(B_0/\Omega) \cos(\Omega \tau)$, which achieves its maximum value when $\Phi = \pi$. Thus, when $\Phi = \pi$, the bath transfers the maximum momentum possible to the drop during contact; below this value the drop cannot maintain the higher energy level and collapses to a lower energy bouncing mode. We note that with increasing vibration number $\Omega$ (or, equivalently, increasing drop size), the duration of contact increases, chaotic bouncing states are replaced by periodic states, and the lower energy modes $(1,1)^1$ and $(2,1)^1$ shift to lower driving accelerations.

### 3.4 Discussion

In our experiments, we have classified the drop dynamics for a wide range of driving frequencies and drop sizes, and reported a number of new bouncing states. We have reported the full bouncing threshold curve and shown that it can be discontinuous. We observed the existence of two distinct bouncing states corresponding to the same mode number $(m,n)$, which we dubbed bouncing and vibrating. The transition between these two energy levels of the same mode plays a crucial role in the coalescence of small drops and in the onset of walking for larger drops. For small drops, the contact time in the $(1,1)^1$ mode, being roughly half the oscillation period, is longer than the thinning time of the intervening air layer, resulting in coalescence. The lower part of the bouncing threshold curve therefore lies along the $(1,1)^1 - (1,1)^2$ transition curve. The peak of the walking region typically occurs on the transition curve between the
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and the \((2, 1)^2\) mode, as will be shown in Chapter 4. The dominance of the \((2, 1)^2\) mode beyond this point is responsible for the walking region having only finite extent.

We have thus delineated the different regimes arising in the vertical dynamics of a drop bouncing on a vibrating bath and rationalized them using a logarithmic spring model for the drop-bath interaction. For small driving accelerations, the bath cannot transfer energy to the drop at a rate sufficient to compensate for viscous dissipation and wave creation; consequently, the drop coalesces when the intervening air layer thins below a critical thickness. For higher driving accelerations, simple periodic bouncing is observed, which tends to become unstable to more complex bouncing states with longer period, as the driving amplitude is further increased. Generally, as the driving acceleration is raised, the average contact time of the drop decreases and the amplitude of its bounce increases, but the change between bouncing modes is sometimes discrete. For even higher accelerations, chaotic bouncing is the norm, interspersed with windows of periodicity. Nevertheless, the chaotic regions disappear for larger drops and near the Faraday threshold, where the standing wave pattern created by the drop's impacts acts to stabilize the vertical motion by reducing the relative speed of the drop and bath at impact.

We have developed a series of models of increasing sophistication to describe the dynamics of drops bouncing on a vibrating fluid bath. The dynamics involve a complex interplay of the drop and bath deformation and also of the air flow in the intervening layer during contact. However, provided there is no coalescence, the air film between the drop and the bath serves only to communicate normal stresses between the two. We have shown that in the parameter regime of interest, many factors can be neglected, such as the role of air drag during flight and the residual bath deformation generated by previous drop impacts. This allowed us to simplify the dynamics to the point that it could be captured by a single differential equation, with the reaction force acting during contact modeled as a linear or logarithmic spring. The linear spring model, which has been used previously to model drop rebound from a rigid substrate [84], has two free parameters, the spring and dissipation constants, which can be determined experimentally by measuring the contact time \(T_C\) and coefficient of restitution \(C_R\).

The linear spring models, by virtue of their linearity, were unable to correctly model the dependence of \(C_R\) on the impact speed. Nevertheless, their integrability allows fast numerical solution, which might make them preferable in some cases where speed takes precedence over accuracy. The logarithmic spring model is new, derived
by analysis of the dynamics at very small Weber numbers and extension to the parameter regime of interest. It has 3 free parameters, which can be determined by measuring $T_C$ and $C_R$ for two different impact speeds. Only the logarithmic spring model was found to be consistent with the experimental data for Weber numbers smaller than one. Even the bouncing threshold, which in general requires understanding of the intervening layer dynamics, could be almost entirely rationalized by considering mode transitions and contact time. For applications requiring a highly accurate representation of the temporal dependence of the reaction force, as will be the case for the model of walking drops treated in the subsequent chapter, the logarithmic spring model will be invaluable.

Throughout our analysis, we have assumed that both the drop and bath deformations are dissipated between impacts, an assumption that breaks down as one approaches the Faraday threshold. Then, the purely vertical bouncing states can be destabilized by the standing waves, giving rise to walking states, an effect to be treated in Chapter 4. There, we couple the drop's vertical dynamics, as described herein, to its horizontal dynamics. In order to determine the amplitude of the standing waves created and the tangential acceleration they impart to the drop, it is necessary to know the impact phase and the temporal dependence of the reaction force. The model for the vertical dynamics developed herein provides this information, the absence of which is responsible for the shortcomings of previous theoretical descriptions [19, 32] of this relatively subtle system.
4.1 Background

A liquid drop placed on a vibrating liquid bath can achieve a vertical bouncing motion by virtue of the sustenance of an air layer between the drop and bath [124, 18]. For drops within a certain size range, the interplay between the drop and the waves it excites on the liquid surface causes the vertical bouncing state to become unstable to a walking state [19]. The interaction of the walking drops and their guiding wave field leads to a variety of phenomena reminiscent of quantum mechanics, including tunneling across a sub-surface barrier [30], single-particle diffraction in the single- and double-slit geometries [16], quantized orbits [43] and orbital level splitting [31]. This hydrodynamic system bears a remarkable similarity to an early model of quantum dynamics, the pilot-wave theory of Louis de Broglie [23, 6, 59].

Protière et al. [98] presented a regime diagram of liquid drops bouncing on a liquid bath (specifically, 20 cS silicone oil), as did Eddi et al. [33] for 50 cS oil. In the previous chapter, we have extended their measurements to cover a wider range of drop size and driving frequency, in order to have a firmer experimental basis for building a theoretical model for the drop’s vertical dynamics. In section §3.3, we developed a hierarchy of theoretical models and showed that the experimental results are best matched by describing the interaction as a logarithmic spring, analogously to impacts on rigid substrates (Chapter 2). We noted the existence of two distinct modes with the same period and number of jumps per period, which we refer to as “vibrating” and “bouncing” modes. In the lower energy vibrating mode, the contact
time of the drop is set by the vibration frequency of the bath, while in the higher energy bouncing mode, by the drop's characteristic frequency of oscillations. The possible coexistence of these two vertical modes for the same parameter combination will be relevant here.

In order to understand the role of drop size and driving frequency on the bouncing dynamics, a model of both the vertical and horizontal drop motion is required. No satisfactory quantitative model exists to date. Couder et al. [19] introduced a simple model of walking drops that was further developed by Protière et al. [98], both models being based on the approximation that the wavefield is sinusoidal and centered on the last impact. The shear drag in the intervening air layer was misidentified as the major force resisting the drop's horizontal motion, an assumption to be corrected here. We also point out the shortcomings of their scaling for the averaged reaction force acting on the drop $F \sim m\gamma(\tau/T_F)$, where $m$ is drop mass, $\gamma$ the driving acceleration, $\tau$ the contact time and $T_F$ the Faraday period. If the drop is to keep bouncing, the average reaction force must equal the drop weight: $F = mg$. It will be shown here that the horizontal force on the drop increases with driving acceleration not because of an increasing vertical reaction force, but due to an increase in the magnitude of the standing wave pattern induced as one approaches the Faraday threshold.

Eddi et al. [32] presented a more detailed model which included the contributions to the wavefield from all previous impacts, but the divergence of their wavefield approximation at the centre of the impact precludes its suitability for modeling the transition from simple bouncing to walking. While the theoretical models of Couder's group capture certain key features of the walker dynamics, they contain a number of free parameters that can only be eliminated by careful consideration of the impact dynamics. More recently, Shirokoff [113] treated the wavefield created by drop impacts in more detail, but only the most recent impact was considered; moreover, no connection was made between the model's free parameters and the experiments.

The goal of this chapter is to develop a theoretical model capable of providing quantitative rationale for the regime diagrams of the bouncing drops, such as that shown in Fig. 4-4. In addition to rationalizing the limited extent of the walking regime, the model should allow us to understand the observed dependence of the walking speed on the bath acceleration. By time-averaging over the vertical dynamics described in §3.3, we here develop a trajectory equation for the walking drops. Our model predicts the existence of several of the experimentally observed walking states, such as low and high energy resonant walking, limping and chaotic walking. The possible coexistence of these states at the same parameter combination may give rise
to a complex mode-switching dynamics.

In §4.2 we describe our experimental arrangement and present our data describing the observed dependence of the walking thresholds and speeds on the system parameters. In §4.3 we analyze the spatio-temporal evolution of the standing waves created by a drop impact on the liquid bath for peak driving accelerations near the Faraday threshold. In §4.4, we consider all the major forces acting on the drop during flight and rebound and so obtain a consistent model for the drop's horizontal and vertical dynamics. By analysing the model in the limit of short contact time relative to the driving period, we obtain a trajectory equation appropriate for small walking drops. In §4.5 we present the model predictions and compare them to the experimental data. Specifically, we examine the role of drop size and driving acceleration on the walking speed and the role of oil viscosity and driving frequency on the extent of the walking regime. We also highlight the role of the vertical dynamics in setting the boundaries of the walking regime. Some simplifications of the full model are made in order to obtain a relatively simple scaling for the walking speed and insight into the walking thresholds. Future research directions are outlined in §4.6.

4.2 Experiments

In order to extend the data sets reported by Protière et al. [98] and Eddi et al. [32], we measured the walking thresholds and walking speeds of droplets of silicone oil of kinematic viscosity 20 and 50 cS, for a broad range of drop sizes and driving frequencies. A schematic illustration of the experimental apparatus is shown in Fig. 4-1. A liquid drop of undeformed radius $R_0$ bounces on a bath of the same liquid (Fig. 4-2), in our case silicone oil with density $\rho = 949$ kg-m$^{-3}$, surface tension $\sigma = 20.6 \cdot 10^{-3}$ N/m and kinematic viscosity $\nu = 20$ cS, or a more viscous silicone oil with $\rho = 960$ kg-m$^{-3}$, $\sigma = 20.8 \cdot 10^{-3}$ N/m and $\nu = 50$ cS. The bath of depth $h_B \approx 9$ mm is enclosed in a cylindrical container with diameter $D = 76$ mm. The container is shaken vertically, sinusoidally in time, with peak acceleration $\gamma$ and frequency $f$, so that the effective gravity in the bath frame of reference is $g + \gamma \sin(2\pi ft)$. The motion of the drop was observed using a high-speed camera synchronized with the shaker. The camera resolution is 86 px/mm and the distance of the drop from the camera was controlled with approximately 1% error by keeping the drop in focus, giving a total error in our drop radius measurement of less than 0.01mm. The drops were created by dipping a needle in the bath then quickly retracting it [98]. The drop's initial conditions play little role in its subsequent dynamics, provided coalescence is
Figure 4-1: The experimental setup. A liquid drop bounces on a vibrating liquid bath enclosed in a circular container. The drop is illuminated by an LED lamp, its vertical motion recorded on a high-speed camera and its horizontal motion recorded on a top view camera. Both cameras are synchronized with the shaker.

avoided. However, a certain amount of hysteresis may arise as the various thresholds are crossed.

Figure 4-2: A droplet of radius $R_0 = 0.38\text{mm}$ (a) in flight and (b) during contact with the bath. During flight, its motion is accelerated by the gravitational force $g$ and resisted by the air drag $F_{DA}$ that opposes its motion $v$. During contact, two additional forces act on the drop: the reaction force $F$ normal to the bath surface and the momentum drag force $F_D$ tangential to the surface and proportional to the tangential component of $v$.

We continue to use the notation adopted in the previous chapter and summarised in Table 3.1. We shall also keep using the $(m, n)$ notation to distinguish between different bouncing modes, following Gilet & Bush [46], and use a superscript to differentiate between the different energy levels. The $(2, 1)^1$, $(2, 1)^2$ and $(2, 2)$ walking modes are shown in Fig. 4-3, together with more complex behaviours observed in
walking drops.

4.2.1 Walking thresholds and speeds

Each impact of the drop on the vibrating liquid bath creates a transient wave that propagates outwards from the centre of impact, leaving in its wake a standing Faraday wave pattern that decays exponentially with both time and distance from the impact centre [32]. As the driving is increased, the temporal decay rate of the standing wave pattern decreases and the total amplitude of the surface deformation increases, being the sum of the standing waves generated by all previous impacts. When the drop is in the (2,1) bouncing mode, it lands on the bath when the standing wave beneath it is convex, bulging upwards: the drop lands on the crest of its associated wave. Consequently, a small perturbation of the horizontal position of the drop during flight leads to a horizontal component of the reaction force imparted during impact that may destabilize the pure bouncing state.

Below a certain driving threshold, which we denote by the walking threshold $\Gamma_w$, the drop’s horizontal movement is stabilized by air drag, shear drag in the intervening air layer and the force resulting from the transfer of horizontal momentum imparted by the drop to the surface waves. Mechanically, the latter arises since the non-axisymmetric deformation of the drop and bath induced by an oblique impact leads to a horizontal pressure gradient in the contact area due to fluid inertia. For $\Gamma > \Gamma_w$ these stabilizing forces can no longer offset the destabilizing wave force and the drop begins to walk. We henceforth shall refer to drops walking in the (2,1) bouncing mode as resonant walkers, due to the periodicity of their vertical motion precisely matching that of the Faraday wavefield. In certain regimes, the drop then settles into a state of straight-line walking with a steady speed. The walking thresholds have been investigated by Protibre et al. [100] for silicone oil with viscosities ranging from $\mu = 10$ to 100 cS. They found that the walking regime exists only for a small range of driving frequencies, with the typical frequency decreasing with increasing viscosity, as indicated in Table 4.1.

We have measured the walking thresholds for oil with viscosity 20 cS and 50 cS, in both cases spanning the whole range of frequencies over which walking occurs. The experimental results are shown in Fig. 4-4. The vertical axis denotes the vibration number $\Omega = \omega/\omega_D$, the ratio of the driving angular frequency $\omega = 2\pi f$ to the characteristic oscillation frequency of the drop $\omega_D = (\sigma/pR_0^3)^{1/2}$ (see §3.2). We first note that the walking threshold curves are composed of two distinct parts joined at
Figure 4-3: Examples of the vertical motion of 50 cS silicone oil drops walking on a liquid bath vibrating with frequency 50 Hz. These are, in order of increasing complexity: (a) the (2,1)$^1$ mode, $R_0 = 0.39\text{mm}, \Gamma = 3.6$; (b) the (2,1)$^2$ mode, $R_0 = 0.39\text{mm}, \Gamma = 4.1$; (c) the (2,2) limping mode, $R_0 = 0.57\text{mm}, \Gamma = 4.0$; (d) switching between the (2,1)$^1$ and (2,1)$^2$ modes that arises roughly every 20 forcing periods, $R_0 = 0.35\text{mm}, \Gamma = 4.0$; (e) chaotic bouncing, $R_0 = 0.57\text{mm}, \Gamma = 4.0$. Here $R_0$ is the drop radius and $\Gamma = \gamma/g$ the dimensionless driving acceleration. The images were obtained by joining together vertical sections from successive video frames, each 1 pixel wide and passing through the drop’s centre. The camera was recording at 4000 fps.
Table 4.1: The range of driving frequencies for which drops can walk, for various values of the oil viscosity, as reported by Protière et al. [100]. Walking occurs for $f_{\text{min}} \leq f \leq f_{\text{max}}$, with the minimum value of $\Gamma_{\text{W}}/\Gamma_F$ occurring at $f = f_{\text{opt}}$. For $f = f_{\text{opt}}$, the smallest relative driving acceleration $\Gamma_{\text{W}}/\Gamma_F$ is required to produce a walking drop. The resolution of their frequency sweep was 5 Hz.

$$
\begin{array}{|c|c|c|c|c|}
\hline
\text{Viscosity [cS]} & f_{\text{min}} [\text{Hz}] & f_{\text{opt}} [\text{Hz}] & f_{\text{max}} [\text{Hz}] \\
\hline
10 & 100 & 110 & 125 \\
20 & 60 & 80 & 90 \\
50 & 40 & 55 & 60 \\
100 & 35 & 45 & 50 \\
\hline
\end{array}
$$

4.3 Waves on the Bath Surface

The purpose of this section is to describe the evolution of the bath deformation caused by a single drop impact. We will assume the deformations to be small and additive, so that the bath shape after multiple drop impacts can be simply obtained by adding the contributions from successive impacts. We are particularly interested in the long-term evolution of the surface waves, which is important in the dynamics of walkers close to the Faraday threshold. Of course, the bath surface profile only influences the drop dynamics when the drop is in contact with the bath; thus, any transient behaviour arising between impacts is irrelevant to our model and need not be considered.

We thus consider a single, normal impact of a liquid drop on a flat vibrating liquid bath. We assume that the drop is initially spherical and therefore the wavefield is radially symmetric about the point of impact. The dimensional height of the bath surface will thus depend only on time and distance from the axis of symmetry.
Figure 4-4: The walking thresholds for silicone oil droplets of viscosity (a) 20 cS and (b) 50 cS on a vibrating bath of the same oil. The experimentally measured threshold acceleration $\Gamma = \gamma/g$ (horizontal axis) is shown as a function of the vibration number $\Omega = \omega/\omega_D$ (vertical axis) for several values of the driving frequency $f$: 50 Hz (▷), 60 Hz (■), 80 Hz (▲) and 90 Hz (▼). The dashed lines are best-fit curves provided to guide the eye.

$h'(x, y, t) = h'(r', t)$. We nondimensionalize the governing equations using length- and timescales deduced from the drop radius $R_0$ and the characteristic oscillation frequency of the drop $\omega_D = (\sigma/\rho R_0^3)^{1/2}$:

$$h = h'/R_0, \quad r = r'/R_0, \quad \tau = \omega_D t = t \left(\sigma/\rho R_0^3\right)^{1/2}, \quad Z = z/R_0, \quad k = k'R_0 \quad (4.1)$$

The Hankel transform $H(k, \tau)$ of the dimensionless surface height $h(r, \tau)$ is defined by

$$H(k, \tau) = \int_0^\infty h(r, \tau)J_0(kr)rdr$$

so that $h(r, \tau) = \int_0^\infty H(k, \tau)J_0(kr)kd\tau \quad (4.2)$

Here, and throughout the chapter, $J_i(x)$ denotes the Bessel function of the first kind and order $i$. The effective gravity in the bath frame of reference, defined as the sum of gravity and the fictitious force arising in this vibrating reference frame, is given by

$$Bo^*(\tau) = Bo \left(1 + \Gamma \sin \Omega t\right) \quad (4.3)$$

In the frame of reference fixed with the oscillating bath, the quiescent bath surface
Figure 4-5: The walking speed of silicone oil droplets for (a) $\nu = 20 \text{ cS}, f = 80 \text{ Hz}$ and (b) $\nu = 50 \text{ cS}, f = 50 \text{ Hz}$, bouncing on a vibrating bath of the same oil, as a function of the driving acceleration. The experimentally measured speeds are shown for several droplet radii $R_0$. For 20 cS, $R_0 = 0.31 \text{ mm (▼)}, 0.38 \text{ mm (▲)}, 0.40 \text{ mm (☆)}$ and 0.43 mm (■), while for 50 cS, $R_0 = 0.25 \text{ mm (▲)}, 0.34 \text{ mm (▼)}, 0.39 \text{ mm (☆)}$ and 0.51 mm (■). In (a), the walking speeds reported by Protière et al. [98] are shown for comparison, for drop radii 0.28 mm (△), 0.35 mm (○) and 0.41 mm (▲).
is located at $Z = 0$ at all times. The vertical position $Z(\tau)$ of the drop will be represented by its centre of mass shifted down by one radius, so that $Z(\tau) = 0$ when the drop first makes contact with the unperturbed bath. $Z(\tau)$ is then governed by

$$\frac{\partial^2 Z}{\partial \tau^2} = F(\tau) - B_0^*(\tau) ,$$

(4.4)

where $F$ is the dimensionless reaction force acting on the drop. The Hankel transform of the surface height can be modeled by the following equation:

$$H_{tt} + 2Oh_e k^2 H_t + H \left[ k^3 + kBo^*(\tau) \right] = -\frac{4}{3} F(\tau) \frac{J_1(wk)}{w} ,$$

(4.5)

where $w$ is the dimensionless extent of the contact region and $Oh_e = \mu_e / (\sigma \rho R_0)^{1/2}$ is an effective Ohnesorge number (see Appendix C, §C.0.2). When $Bo \ll 1$, we can approximate the forcing term in (4.5) by a point forcing (see §C.0.3) and so obtain

$$H_{tt} + 2Oh_e k^2 H_t + H \left( k^3 + kBo^*(\tau) \right) = -\frac{2}{3} kF(\tau) .$$

(4.6)

In §C.0.4 we analyze the long-term evolution of the bath surface following a single drop impact when the forcing is close to the Faraday threshold $\Gamma_F$. We find (see eqn. (C.50)) that the impact creates a standing wave with nearly sinusoidal time-dependence and Bessel function spatial-dependence, which decays exponentially in time. The rate of decay is proportional to the relative distance from the Faraday threshold $1 - \Gamma/\Gamma_F$. The amplitude of the wave is given by the integral of the reaction force $F$ over the contact time, multiplied by the Green’s function for (4.5), which is approximately $\sin \Omega \tau/2$:

$$h(r, \tau) \approx 4\sqrt{2\pi} \frac{k_C^2 k_F Oh_e^{1/2}}{3\sqrt{\tau}} \frac{\int_{r_C} F(u) \sin \frac{\Omega u}{2} du}{3k_F^2 + Bo^2} \exp \left\{ \left( \frac{1}{\Gamma_F} - 1 \right) \frac{\tau}{\tau_D} \right\} J_0(k_C \tau) .$$

(4.7)

The critical (most unstable) wavenumber $k_C$ is found to be close to the Faraday wavenumber $k_F$, given by the dispersion relation [4]

$$k_F^3 + Bo \cdot k_F = \frac{1}{4} \Omega^2 .$$

(4.8)

Eqn. (4.7) is found to be a good approximation provided that $(\mu^3 f / \rho \sigma^2)^{1/3} \ll 2$ (C.51), which is satisfied for the parameter range of interest. In order to obtain a closer match with experimental data, the analytic expression (4.7) is superceded by a
slightly more complex relation, derived in §C.0.5 using a more complete description of the wavefield:

\[ h(r, \tau) \approx \frac{4\sqrt{2\pi}}{3} \frac{k_c^2 k_F^2 \Omega h^2}{3k_F^3 + Bo} \left[ \int F(u) \sin \frac{\Omega u}{2} du \right] \frac{\tilde{H}(\tau)}{\sqrt{\tau}} \exp \left\{ \left( \frac{\Gamma}{\Gamma_F} - 1 \right) \frac{\tau}{\tau_D} \right\} J_0(k_c r), \]

with $\tilde{H}(\tau)$, $k_c$ and $\tau_D$ now determined by a numerical scheme described in §C.0.5. To illustrate the accuracy of (4.9), we compare it to a full numerical solution of (4.6) in Fig. 4-6.

Figure 4-6: Comparison between the full numerical model (dashed line) and the long-term approximation (C.50) (solid line) for (a) 20 cS oil and (b) 50 cS oil. The dimensionless height of the surface $h(0, \tau)$ at the centre of drop impact is shown as a function of time, nondimensionalized by the Faraday period $T_F = 2/f$. The surface is forced at $t = T_F/4$ and then evolves freely.

### 4.4 Horizontal Dynamics

In this section, we combine our models for the vertical drop dynamics developed in §3.3.2 and the standing wave evolution (from §4.3) in order to describe the complete drop dynamics. The model presented here is readily generalizable to a full three-dimensional model; however experimental evidence indicates the prevalence of a 2-dimensional motion, in which the drop is confined within a vertical plane unless perturbed transversely by an external force or through interaction with boundaries. We thus expect that a 2-D model will suffice in describing the behaviour of a drop.
bouncing on an unbounded vibrating liquid bath.

We nondimensionalize the position and time as in §4.3, and denote the horizontal drop position by \( X(\tau) = x(\tau)/R_0 \).

### 4.4.1 Horizontal drag during contact

\[ C_R = \frac{v_{\text{out}}}{v_{\text{in}}} \]

Figure 4-7: The tangential coefficient of restitution \( C_R = v_{\text{out}}/v_{\text{in}} \) as a function of the normal Weber number \( \text{We}^N = \rho R_0 (v_{\text{in}}^N)^2/\sigma \), where \( v_T, v_N \) are the tangential and normal components of the drop velocity relative to the bath surface. Data for 20 cS (▼) and 50 cS (▲) silicone oil are shown, together with the values obtained with the model (4.10) with \( C = 0.3 \) for \( R_0 = 0.1 \) mm (solid line) and \( R_0 = 0.4 \) mm (dashed line). The impact angle with respect to the bath surface ranged from 45° to nearly 90°.

All previous models of walking drops have assumed, following the argument first proposed by Protière et al. [98], that the shearing inside the intervening air layer provides the principal contribution to the horizontal drag during impact. Instead, we propose that the dominant contribution comes from the direct transfer of momentum from the drop to the bath during impact. The resulting horizontal force is difficult to characterize analytically or numerically, due to the asymmetry of the drop and bath surfaces involved, but the resulting tangential coefficient of restitution \( C_R = v_{\text{out}}/v_{\text{in}} \) is straightforward to measure experimentally.
We have recorded $C_R^T$ for silicone oil drops with $0.1 \text{mm} \leq R_0 \leq 0.6 \text{mm}$, $\nu = 20$ cS and $\nu = 50$ cS and a wide range of normal and tangential velocities ($0.01 \text{ m/s} \leq v_T^{in}, v_T^{in} \leq 0.8 \text{ m/s}$). The results are shown in Fig. 4-7 as a function of the normal Weber number $\mathcal{We}^N = \rho R_0 (v_T^{in})^2 / \sigma$. The data indicate that $C_R^T$ depends only weakly on the oil viscosity. Note that we have controlled neither the tangential velocity $v_T^{in}$ nor the normal velocity $v_N^{in}$ and the incident angle $\theta$ thus ranged from nearly $90^\circ$ (for normal impact) to $45^\circ$. The near collapse of the data onto a single curve implies that, over the parameter regime of interest, $C_R^T$ does not depend appreciably on either $\theta$ or $v_T^{in}$, which indicates that the tangential drag force depends linearly on $v_T^{in}$. We conclude that the dimensionless tangential force on the drop $\vec{F}_D$ is a function of the drop position $Z$, normal velocity $Z$, and the normal force $F$, multiplied by the tangential velocity: $\vec{F}_D = C(Z, Z, F) \cdot X_r$. For the sake of simplicity, we assume $\vec{F}_D = C \cdot F^a \cdot X_r$. The coefficients $C$ and $a$ can be determined by matching the experimental data; the best match is achieved for $1 \lesssim a \lesssim 1.5$. We shall use $a = 1$, and so write

$$\vec{F}_D = C \cdot F \cdot X_r$$

where $F = Z_{rr} + \mathcal{Bo}^\tau$ .

(4.10)

The experimental data is best fit by choosing $C = 0.3$, as is shown in Fig. 4-7, where the two curves indicate the model predictions for $R_0 = 0.1 \text{ mm}$ and $R_0 = 0.3 \text{ mm}$. Using the shearing force in the air layer as the dominant drag force gives $\vec{F}_D \sim F^{1/2}$ (see Appendix D), leading to an underestimation of the tangential drag for high Weber numbers (since $F^{1/2} < F$).

### 4.4.2 Horizontal drag during flight

When the drop is in flight (specifically, not experiencing a reaction force from the bath), its dynamics may be approximated by the system

$$X_{rr} = -F_{DA}(\vec{V}) \frac{X_r}{\vec{V}}$$

$$Z_{rr} = -\mathcal{Bo}^\tau(\tau) - F_{DA}(\vec{V}) \frac{Z_r}{\vec{V}} ,$$

(4.11)

where, as previously, $\mathcal{Bo}^\tau(\tau) = \mathcal{Bo} (1 + \Gamma \sin \Omega \tau)$ is the effective gravity in our vibrating frame of reference, $\vec{V} = (X_r^2 + Z_r^2)^{1/2}$ is the dimensionless droplet speed, and $F_{DA}$ is the air drag. We assume that the drag is always opposite to the velocity and its magnitude is a function of speed only, thus neglecting the effect of the bath on the air flow around the drop [50]. The maximum value of the Reynolds number $\mathcal{Re}_{max} = 2R_0 V_{max} / \nu_a = 2g R_0 / f \nu_a$ varies between 4 for $f = 100 \text{ Hz}$ and $R_0 = 0.3 \text{ mm}$.
and 16 for $f = 40$ Hz and $R_0 = 0.5$ mm, so the Stokes formula for the air drag on a rigid sphere is no longer accurate. Moreover, the motion of drop is unsteady and we need to take into account the variable flow profile around the drop. The Strouhal number $St = \omega R_0 / V_{max} = \pi R_0 f^2 / g$, a measure of the flow unsteadiness, is typically between 0.1 and 1 in our system. Chang & Maxey [12] showed that the relative magnitude of the correction to the Stokes drag is on the order of $Re \cdot St / 6$ when both of these dimensionless numbers achieve small or moderate values:

$$ F_{DA} = \frac{9}{2} Oh_a V \left[ 1 + O \left( \frac{1}{6} Re St \right) \right] \quad (4.12) $$

We shall show that the correction in (4.12) is negligible in its effect on the horizontal drop dynamics relative to the sum of the Stokes drag and the momentum drag during impact. To that end, we average the horizontal equation of motion over the period of drop's motion $P$, giving us the average drag on the drop. Integrating (4.10), we derive that the momentum drag contribution to the average drag scales like $X_r \cdot C(\int F) / P = C \cdot X_r Bo$, since by periodicity the integral of the reaction force on the drop $\int F$ must equal the integral of the gravitational force $\int Bo = Bo \cdot P$ over the period. The contribution of the air drag scales simply like $X_r \cdot \left[ \frac{9}{2} Oh_a + O \left( \frac{3}{4} Oh_a Re St \right) \right]$. The relative magnitude of the Stokes drag to the momentum drag contribution is therefore given by $9 Oh_a / 2 C Bo \approx 20 \mu_a \sigma^{1/2} \rho^{-3/2} g^{-1} R_0^{-5/2}$, which varies between 0.36 for $R_0 = 0.2$ mm, and 0.02 for $R_0 = 0.6$ mm. As expected, the air drag plays much smaller role for larger drops and is never the dominant source of momentum loss, but for drops below $R_0 = 0.4$ mm it cannot be neglected. However, the relative magnitude of the air drag correction to the momentum drag, given by $3 Oh_a Re St / 4 C Bo = 25 \rho a \sigma^{1/2} f \rho^{-3/2} g^{-1} R_0^{-1/2}$, varies between 0.08 for $R_0 = 0.2$ mm and $f = 80$ Hz and 0.03 for $R_0 = 0.6$ mm and $f = 50$ Hz. Therefore we shall from now on neglect the correction term.

It is also straightforward to check that in the vertical direction the drag is negligible relative to gravity, their ratio being at most $9 \mu_a / 2 \rho f R_0^2$, which is at most 0.04 for $R_0 \geq 0.2$ mm and $f \geq 50$ Hz. Therefore (4.11) can be simplified to

$$ X_{rr} = -\frac{9}{2} Oh_a X_r , \quad Z_{rr} = -Bo^*(\tau) . \quad (4.13) $$

### 4.4.3 Horizontal kick

The remaining force to be evaluated is the horizontal component of the reaction force, arising due to the slope of the wavefield beneath the drop. It is important to clarify
the somewhat artificial distinction between the reaction and drag forces. By the reaction force, we mean that part of the total force on the drop during contact that is independent (to leading order) of the drop's horizontal velocity. Conversely, the drag component was found to scale linearly with the drop's horizontal speed. Had the drop impact been instantaneous, the tangential component of the reaction force could be obtained from its vertical component simply by calculating the slope of the interface at the position of the drop:

$$
\vec{F}_T = -\frac{\partial h(X, \tau)}{\partial X} \cdot \vec{F},
$$

(4.14)

assuming small slope (so that $\sin \theta \approx \theta$ for the slope angle). Such an approximation loses accuracy when the contact time of the drop becomes comparable to the Faraday period, because the slope of the interface changes significantly during contact. The interplay between the interface deformation beneath the drop and its changing slope further away is far from trivial. Unless one can afford to numerically model the whole complex dynamics of this interaction (which would decrease the speed of computation by many orders of magnitude), one can do no better than calculate a weighted average of the slope over the contact time. The average slope weighted by the instantaneous reaction force (4.14) is the most natural and yields the best results; thus, it will adopted in our model. However, the predictions obtained using this model for $\Omega \gtrsim 1$ or for the $(2,1)^1$ walking mode are likely to be skewed, due to the contact time extending over a relatively large fraction of the Faraday period.

### 4.4.4 Summary of the model

The vertical dynamics of the drop is governed by the logarithmic spring model developed in §3.3.2 in order to capture the dynamics of drop rebound on a liquid bath for Weber numbers ranging from small to moderate ($\mathcal{W}e \lesssim 3$). It was derived using a variational approach by assuming a quasi-static form for both the drop and interface shape during impact. The dimensional form of the model equations is presented in (4.15) below. When the drop is in flight, it is acted upon only by the effective gravity (gravity plus the fictitious force in the vibrating bath reference frame), with air drag being negligible. During contact the drop also feels a reaction force dependent on the relative position of the drop and bath height $z - h$, as well as a drag dependent on the relative speed of the drop and bath $\dot{z} - \dot{h}$. Unlike for a linear spring model, the dependence of the reaction force on the relative position and of the drag on the relative speed is not linear, as evidenced by the logarithmic correction in
This nonlinearity has the effect of reducing dissipation and prolonging contact for smaller impact speeds. There is also a correction to the drop inertia coming from the drop's internal fluid motion. The three coefficients \( c_i \) present in the model were fixed by matching the experimentally measured coefficients of restitution and contact times, as described in §3.3. The model was shown to accurately predict the regime diagrams of the drop's vertical bouncing motion. Writing \( m \) for the drop mass, 

\[
g^* (t) = g + \gamma \sin (2\pi ft) \]

for the gravitational acceleration in the vibrating bath frame of reference, and \( F_N = m\ddot{z} + mg^* (t) \) for the normal component of the reaction force acting on the drop, we have

\[
m\ddot{z} = -mg^* (t) \quad \text{in flight},
\]

\[
\left( 1 + \frac{c_3}{\ln \frac{\sigma R_0}{z-h}} \right) m\ddot{z} + \frac{4\pi \mu R_0 c_2 (\nu)}{3 \ln \frac{\sigma R_0}{z-h}} \left( \dot{z} - \dot{h} \right) + \frac{2\pi \sigma (z-h)}{\ln \frac{\sigma R_0}{z-h}} = -mg^* (t) \quad \text{otherwise}.
\]

The drop is defined to be in flight when either \( z \geq h \) or when \( F_N \), as computed from (4.15b), would return a negative value. The constants used here, as in MBI, were \( c_1 = 2, c_3 = 1.4, c_2 = 12.5 \) for 20 cS and \( c_2 = 7.5 \) for 50 cS. These values can be determined either by matching the known normal coefficient of restitution \( C_N \) and contact time \( T_C \) of the drop and their dependence on \( \text{We} \), or by fitting the regime diagrams of the vertical bouncing motion, as was done in MBI. The total height of the standing waves in the bath frame of reference \( h = h(X, \tau) \) can be expressed as the sum of contributions from all previous impacts:

\[
h(x, t) = \sum_{n=1}^{N} h_0 (x, x_n, t, t_n).
\]

The single contribution \( h_0 (x, x_n, t, t_n) \) resulting from an impact at \( (x, t) = (x_n, t_n) \) is given by the long-time approximation (C.52):

\[
h_0 (x, x_n, t, t_n) \approx \sqrt{\frac{2}{\pi}} \frac{k_F R_0}{3k_F R_0^2 + B_0} \frac{R_0 \mu e^{1/2}}{\sigma} \left[ \int F_N (t') \sin (\pi ft') dt' \right] \times 
\frac{\bar{H} (t)}{\sqrt{t-t_n}} \exp \left\{ \left( \frac{\Gamma}{\Gamma_F} - 1 \right) \frac{t-t_n}{T_d} \right\} J_0 (k_C (x-x_n))
\]
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In order to increase computational speed, the number of previous impacts stored is kept to a manageable size by discarding those whose standing wave amplitude has decayed sufficiently (below 0.1% of its initial value). Since the contact takes place over a finite length of time, \( x_n \) and \( t_n \) are taken as the weighted averages of \( x \) and \( t \) over the contact time:

\[
x_n = \int_{t_c}^t F_N(t')x(t')dt' / \int_{t_c}^t F_N(t')dt' , \quad t_n = \int_{t_c}^t F_N(t')t'dt' / \int_{t_c}^t F_N(t')dt' .
\] (4.18)

Finally, the horizontal dynamics is governed by

\[
m\ddot{x} + D(t)\dot{x} = -h_x \cdot F_N ,
\] (4.19)

where \( D(t) = C\sqrt{\rho R_0/\sigma F_N(t)} + 6\pi R_0\mu_a \) is the total instantaneous drag coefficient and \( C \) is the proportionality constant for the tangential drag force. If our model is correct, the value of \( C \) should be close to 0.3. In fact, we expect it to be slightly less than 0.3, as the tangential coefficient of restitution measured experimentally also includes the contribution from the shearing in the intervening air layer. This contribution is presumably smaller for walking drops, which, after repeated impacts on the bath with associated shear torques, should acquire a rotation which would reduce the relative velocity of the two surfaces during contact.

### 4.4.5 Analysis for small drops

We now simplify the equations (4.17)-(4.19) by assuming that the drop is in the \((2, 1)^2\) mode and \( \Omega \ll 1 \), which means that the drop is bouncing periodically with the Faraday period \( T_F = 2/f \) and the contact time per period is much shorter than \( T_F \). It follows that \( \int^{t+T_f} F_N(t')dt' = \int^t F_N(t' + T_f)dt' = \int^t F_N(t')dt' + mgt_F = mgT_F = mgT_F \).

We can define the phases \( \Phi_1^1 \) and \( \Phi_2^2 \) as follows:

\[
\int F_N(t') \sin (\pi ft') dt' = \int F_N(t') dt' \sin \frac{\Phi_1^1}{2} = mgT_F \sin \frac{\Phi_1^1}{2} , \quad (4.20a)
\]

\[
\int F_N(t') \cos (\pi ft') dt' = \int F_N(t') dt' \cos \frac{\Phi_2^2}{2} = mgT_F \cos \frac{\Phi_2^2}{2} . \quad (4.20b)
\]

Thus, \( \sin (\Phi_1^1/2) \) is the weighted average of \( \sin (\pi ft) \) over the duration of the contact and similarly \( \cos (\Phi_2^2/2) \) the weighted average of \( \cos (\pi ft) \). For small \( \Omega \), the contact time is sufficiently short that we have \( \Phi_1^1 \approx \Phi_2^2 \). We then define the phase of impact.
\(\Phi\), by the following relation:

\[
\sin \Phi = 2 \sin \frac{\Phi_1}{2} \cos \frac{\Phi_2}{2}
\]  

(4.21)

Approximating \(k_C\) by \(k_F\) and \(\tilde{H}(t)\) by \(\cos(\pi ft)\) as in (C.49), we can write (4.17) as

\[h_0(x, x_n, t, t_n) \approx A \sin \frac{\Phi_1 \cos(\pi ft)}{2 \sqrt{t - t_n}} \exp \left\{ \left( \frac{\Gamma}{\Gamma_F} - 1 \right) \frac{t - t_n}{T_d} \right\} J_0 \left( k_F (x - x_n) \right),
\]

where

\[A = \sqrt{\frac{2}{\pi}} \frac{k_F R_0}{3 k_F^2 R_0^2 + B_0} \frac{R_0 k_F^2 \mu_a^{1/2}}{\sigma \rho^{1/2}} \frac{1}{mgT_F}.
\]  

(4.22)

Following Eddi et al. [32] we introduce the dimensionless “memory” parameter

\[M_e = \frac{T_d}{T_F (1 - \Gamma/\Gamma_F)}
\]  

(4.23)

that prescribes the inverse of the decay rate of the waves and so the number of the previous impacts that significantly contribute to the overall surface deformation. Assuming that the drop’s horizontal speed varies on a timescale that is much longer than the bouncing period, we can integrate (4.19) over one period to obtain

\[m \ddot{x} + D \dot{x} = -mg \frac{\partial h}{\partial x} = -\frac{1}{2} Amg \sin \frac{\Phi}{2} \sum_{n=1}^{N} e^{-n/M_e} \sqrt{n T_F} J_0 \left( k_F (x - x_n) \right),
\]  

(4.24)

where \(D = C \sqrt{\rho R_0/\sigma mg} + 6\pi R_0 \mu_a\) is the average horizontal drag coefficient. We have used (4.21) and the assumption that the contact time is much smaller than \(T_F\), approximating \(t' - t_n\) by \(t_{N+1} - t_n\). We have also reversed the sequences \(\{x_n\}\) and \(\{t_n\}\), so that \((x_1, t_1)\) now corresponds to the most recent impact. We can easily generalize (4.24) to the case of drop walking in a plane rather than a line, by replacing \(\partial/\partial x\) with \(\nabla\):

\[m \ddot{x} + \bar{D} \dot{x} = -mg \nabla h = -\frac{1}{2} Amg \sin \frac{\Phi}{2} \sum_{n=1}^{N} e^{-n/M_e} \sqrt{n T_F} J_0 \left( k_F (x - x_n) \right),
\]  

(4.25)

which represents the walker’s horizontal trajectory equation.

Now we assume that the drop is walking horizontally with steady average speed \(v\), so that \(x(t + T_F) - x(t) = v \cdot T_F\). We can then rewrite (4.24) as

\[\bar{D} v = \frac{1}{2} Amg \cdot k_F \sin \frac{\Phi}{2} \sum_{n=1}^{N} e^{-n/M_e} \sqrt{n T_F} J_1 (nk_F T_F v).
\]  

(4.26)
In order to simplify the subsequent equations, we here neglect the contribution of the air drag to the total average drag \( \bar{D} \), and derive

\[
v = \sqrt{\frac{\sigma}{\rho R_0} A k_F \sin \Phi_i} \sqrt{\frac{1}{2CT_F^{1/2}}} \sum_{n=1}^{\infty} e^{-n/\mathcal{M}_e n^{-1/2}} J_1 (nk_F T_F v) .
\]  

(4.27)

In (4.27), only \( \mathcal{M}_e \) and \( \Phi_i \) depend on the bath acceleration. While \( \mathcal{M}_e \) depends strongly on the distance from threshold, \( \Phi_i \) changes more gradually, with values generally in the range \( 0.25 < \sin \Phi_i < 0.65 \). For the sake of simplicity, at this stage we set \( \sin \Phi_i \) to be a constant. Finally, we use \( C = 0.2 \), a value that is found to best fit the data (see §4.5). After all the aforementioned simplifications, we are left with a relatively simple expression for the horizontal particle speed:

\[
v = 5 \sqrt{\frac{\sigma}{\rho R_0} A \sin \Phi_i k_F T_F^{1/2} \sum_{n=1}^{\infty} e^{-n/\mathcal{M}_e n^{-1/2}} J_1 (nk_F T_F v) .}
\]  

(4.28)

For small values of \( \mathcal{M}_e \) (far from the Faraday threshold), (4.28) has only one solution, \( v = 0 \), i.e. a droplet bouncing with no lateral motion. When the memory increases above a critical value \( \mathcal{M}_e^c \), however, the zero solution becomes unstable and a pair of nonzero solutions appear (one negative, one positive). It is possible to obtain an approximation to \( \mathcal{M}_e^c \) by taking the limit \( v \to 0 \) (i.e. approaching the critical value from above), or equivalently \( J_1 (nk_F T_F v) \to nk_F T_F v/2 \) for each \( n \), which means that (4.28) is satisfied for

\[
v = 0 \quad \text{or} \quad 1 = 5 \sqrt{\frac{\sigma}{\rho R_0} A \sin \Phi_i k_F T_F^{1/2} \sum_{n=1}^{\infty} e^{-n/\mathcal{M}_e n^{-1/2}} .}
\]  

(4.29)

\( \mathcal{M}_e^c \) is then the value of \( \mathcal{M}_e \) for which the latter equality is satisfied. We approximate the infinite sum

\[
\sum_{n=1}^{\infty} e^{-n/\mathcal{M}_e n^{-1/2}} = \int_0^{\infty} e^{-x/\mathcal{M}_e x^{1/2}} dx \left( 1 + O \left( \mathcal{M}_e^{-1} \right) \right) \approx \Gamma \left( \frac{3}{2} \right) \mathcal{M}_e^{3/2} ,
\]  

(4.30)

and so deduce

\[
\mathcal{M}_e^c \approx \left[ \frac{\sqrt{\pi} 5}{\sqrt{2} 4} A \sin \Phi_i k_F^2 \sqrt{\frac{\sigma T_F}{\rho R_0}} \right]^{-2/3} = \left[ \frac{5 \sqrt{2 \pi} \sin \Phi_i (k_F R_0)^5}{6 (3k_F^2 R_0^3 + Bo) \sqrt{\frac{\mu g^2 T_F^3}{\sigma R_0}}} \right]^{-2/3} .
\]  

(4.31)

By combining (4.31) with (4.23), we can derive an approximation to the walking
threshold $\Gamma_W$, while (4.28) enables us to calculate the dependence of the walking speed $v$ on the driving acceleration. The comparison of the predictions for this small drop regime with experimental results is shown in Figs. 4-8-4-9. We note that without the detailed knowledge of $\sin \Phi_i$ (we used a constant value), the predictions are not entirely satisfactory. Although in Fig. 4-8 we see that the predicted walking threshold does shift to higher $\Omega$ with increasing frequency, the change is not sufficiently large. Moreover, we cannot capture the finite size of the walking regime, specifically, its confinement to $\Omega \lesssim 1$, without considering the switching of vertical bouncing modes.

In Fig. 4-9, we compare the predicted walking speed dependence on driving acceleration with the experimental data. By choosing the phase $\Phi_i$ appropriately, we can match the data for at least one drop size. However, the match for the other drop sizes is then rather poor, with the model being too insensitive to drop size for 20cS (Fig. 4-9a) and too sensitive for 50cS (Fig. 4-9b). Additionally, the slopes of the experimentally measured curves decrease for larger driving accelerations, while the theoretical curves show no such trend. This discrepancy can largely be attributed to the gradual change of phase with increasing driving acceleration, a necessary implication of the periodicity condition. Furthermore, in Fig. 4-9b the phase changes discontinuously around $\Gamma \approx 0.92 \Gamma_F$ due to a transition between the $(2, 1)^1$ and $(2, 1)^2$ walking modes (see §5).

![Figure 4-8: The walking thresholds as predicted by (4.31) for (a) 20 cS droplets at driving frequency $f = 60$ Hz (solid line), $f = 80$ Hz (dashed line), $f = 90$Hz (dash-dot line) and (b) 50 cS droplets at $f = 50$ Hz (solid line) and $f = 60$ Hz (dashed line). These should be compared to the corresponding experimental data at driving frequency $f = 50$ Hz (▲), $f = 60$ Hz (■), $f = 80$ Hz (▲) and $f = 90$ Hz (▼).]
Figure 4-9: The walking speeds of silicone oil droplets for (a) \( \nu = 20 \text{ cS}, f = 80\text{Hz} \) and (b) \( \nu = 50 \text{ cS} \) and \( f = 50 \text{ Hz} \), as a function of the driving acceleration relative to the Faraday threshold \( \Gamma / \Gamma_F \). In (a), the experimental data for \( R_0 = 0.31 \text{ mm} (\bullet), 0.35 \text{ mm} (\triangleright), 0.38 \text{ mm} (\blacktriangledown) \) and \( 0.40 \text{ mm} (\triangledown) \) are compared to the speeds obtained using (4.28) with \( \sin \Phi_1 = 0.5 \). In (b), the experimental data for \( R_0 = 0.25 \text{ mm} (\blacktriangle), 0.34 \text{ mm} (\blacktriangledown), 0.39 \text{ mm} (\blacktriangleright) \) and \( 0.51 \text{ mm} (\blacklozenge) \) are compared to the predictions of (4.28) with \( \sin \Phi_1 = 0.7 \).

<table>
<thead>
<tr>
<th>( \nu ) [cS]</th>
<th>( f ) [Hz]</th>
<th>coefficient ( C )</th>
<th>( \nu ) [cS]</th>
<th>( f ) [Hz]</th>
<th>coefficient ( C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>60</td>
<td>0.21</td>
<td>50</td>
<td>40</td>
<td>0.21</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>0.17</td>
<td>50</td>
<td>50</td>
<td>0.17</td>
</tr>
<tr>
<td>20</td>
<td>90</td>
<td>0.21</td>
<td>50</td>
<td>60</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 4.2: The values of the tangential drag coefficient \( C \) used for the different combinations of oil viscosity \( \nu \) and driving frequency \( f \) in our simulations.

### 4.5 Results

The results of our theoretical model from §4.4.4 are shown in Figs. 4-10-4-15. In Figs. 4-10-4-13, the value of the tangential drag coefficient \( C \) in (4.19) was fit for each combination of frequency and viscosity in order to obtain the best match with experimental data, as shown in Table 4.2. The coefficient \( C \) remained in the interval \([0.17, 0.33]\), which is roughly consistent with the experimentally obtained upper bound of 0.3. The value for \( \nu = 50 \text{ cS} \) and \( f = 60 \text{ Hz} \) is slightly higher than the rest, presumably because it lies close to the limits of validity (see eqn. (C.51) ) of our long-time approximation of the standing wavefield (C.52).

In Fig. 4-10, we show the predicted walking regimes for the two viscosities and several driving frequencies. The solid lines indicate the outer limits of the walking
Figure 4-10: The walking thresholds for silicone oil droplets of viscosity (a) 20 cS and (b) 50 cS on a vibrating bath of the same oil. Our model predictions (lines) are compared to the existing data in the $\Gamma/\Gamma_F - \Omega$ plane, where $\Gamma/\Gamma_F$ is the ratio of the peak driving acceleration to the Faraday threshold and $\Omega = \omega/\omega_D$ the vibration number. Experimental data is shown for several driving frequencies $f$: 50 Hz ((▲) and (▶) for data from Protière et al. [98]), 60 Hz (■), 80 Hz ((▲) and (△) for data from Eddi et al. [33]) and 90 Hz (▼).
regimes, which for lower frequencies extend as far as the Faraday threshold. For higher frequencies (e.g. $f = 90$ Hz, $\nu = 20$ cS) such is not the case, as the vertical dynamics becomes chaotic for $\Gamma < \Gamma_F$. We note that while it is possible to have drops walking above the Faraday threshold, the motion is highly irregular, since the wavefield is no longer prescribed by the impacts of the drop alone, with Faraday waves arising throughout the container.

In Fig. 4-11, we show the regime diagram of the drop's horizontal and vertical motion for $\nu = 20$ cS silicone oil and several values of frequencies for which walking occurs. The walking regime, denoted $W$, is located in the region where one of the $(2,1)$ modes is stable sufficiently close to the Faraday threshold to create long-lived standing waves. As the driving frequency is increased, the walking regime moves to higher $\Omega$ and decreases in size until it disappears completely. Conversely, as the driving frequency is reduced, the Faraday threshold decreases and penetrates further into the region of steady $(2,1)$ bouncing. For sufficiently low frequency, the Faraday threshold is lower than the minimum driving acceleration required to sustain a period-doubled mode and the walking region disappears entirely. Therefore, walking occurs only in a finite interval of driving frequencies.

Our model predicts that in most walking regions, the droplet is in the higher energy $(2,1)^2$ bouncing mode (see Fig. 4-3b and 4-16b), especially for higher frequencies, smaller drops and lower viscosities. However, there are cases (e.g. when $\nu = 50$ cS and $f = 50$ Hz) when the model predicts that drops can walk even in the lower energy $(2,1)^1$ mode (see Fig. 4-3a and 4-16a). We note that our model is less accurate for the lower energy mode, due to its longer average contact time, which leads to an overestimation of the walking regime for $\nu = 50$ cS and $f = 50$ Hz.

In Fig. 4-12, we compare our model predictions of the walking speeds with the existing and new experimental data. As with the walking thresholds, the match is better for fluids with smaller viscosity. Compared to the previous predictions for the walking speeds [98] which were significantly too high, our model achieves a satisfactory match. We note that a slight overestimate for larger drops (see Fig. 4-12b, $R_0 = 0.51$mm) arises as a result of the point force approximation (eqn. (C.27) ). The walking speed generally increases with increasing driving acceleration and drop size. However, this trend can be violated when the drop switches from one bouncing mode to another. Most striking is the switch from the $(2,1)^1$ mode to $(2,1)^2$, as is evidenced by the discontinuities in the theoretical curves in Fig. 4-12b in the region $0.9 < \Gamma/\Gamma_F < 0.95$ for the smallest three drops examined. When walking occurs in the region of chaotic vertical motion, the walking speed varies between each contact
Figure 4-11: Regime diagrams delineating the dependence of the form of the drop's vertical and horizontal motion on the forcing acceleration \( \Gamma = \gamma/g \) and the vibration number \( \Omega \). Silicone oil of viscosity 20 cS is considered and several values of the driving frequency: (a) \( f = 50 \) Hz, (b) 60 Hz, (c) 70 Hz, (d) 80 Hz, (e) 90 Hz and (f) 100 Hz. The walking regime (W) occurs primarily within the \((2, 1)\) bouncing mode regimes, and a sharp change in the slope of its boundary is evident across the border between the \((2, 1)^1\) and \((2, 1)^2\) modes. The walking regime, whose extent is seen to depend strongly on \( f \), generally borders on chaotic bouncing regions (C) both above and below. Where available, experimental data on the first (△) and second (▽) period doubling and on the walking thresholds (■) are also shown. The rightmost boundary corresponds to the Faraday threshold \( \Gamma_F \). Characteristic error bars are shown.
Figure 4-12: The walking speeds of silicone oil droplets for (a) \( \nu = 20 \text{ cS}, f = 80 \text{ Hz} \) and (b) \( \nu = 50 \text{ cS}, f = 50 \text{ Hz} \), as a function of the dimensionless driving acceleration. Our model predictions (**lines**) are compared to the existing data for selected drop radii. These are: (a) \( R_0 = 0.31 \text{ mm (□)}, 0.35 \text{ mm (○)}, 0.38 \text{ mm (▲)} \) and 0.40 mm (●, ◼); (b) \( R_0 = 0.25 \text{ mm (▲)}, 0.34 \text{ mm (■)}, 0.39 \text{ mm (▲)} \) and 0.51 mm (■). In (a), the predicted range of instantaneous walking speeds in the chaotic bouncing regime is indicated by the shaded regions. Discontinuities in slope of the theoretical curves indicate a switching of vertical bouncing modes from \((2,1)^1\) to \((2,1)^2\) with increasing \( \Gamma \). Characteristic error bars are shown.
depending on the phase and depth of the previous impact. This is indicated in Fig. 4-12a for the smallest three drops by the shaded regions, which mark the possible range of the instantaneous walking speeds. The solid curves within these shaded regions were obtained by averaging the horizontal speed over many impacts.

In order to verify that the switching between the two different \((2,1)\) modes is not a peculiarity of our theoretical model, we measured the contact time of drops in or near the walking regime. The ratio of the contact time to the period of vertical motion, \(t_c/T\), is shown as a function of drop radius in Fig. 4-13. The experimental results are shown in Fig. 4-13a, while the theoretical predictions are shown in Fig. 4-13b. Both plots indicate the appearance of the \((2,1)^2\) mode at \(\Gamma = 3.9\), which is characterized by \(t_c/T < 0.3\). Also evident is the increased range of drops in the \((2,1)^2\) mode with increased driving acceleration. We observe a satisfactory match between theory and experiments. The model consistently underestimates the relative contact times relative to the experiments owing to the different way of defining contact in each case. Experimentally, we measured the interval between the first contact and detachment of the drop. This interval is in general longer than the period of positive reaction force, our theoretical definition of contact time, due to the effects of the intervening air layer dynamics. Fig. 4-14 shows the dependence of the walking speed on the driving acceleration and drop size, as predicted by our model. The maximum walking speeds arise at the Faraday threshold for drops near the upper limit of the walking regime. In Fig. 4-14a, the region of chaotic vertical motion \((0.4 < \Omega < 0.7, \ 0.9 < \Gamma/\Gamma_F < 1)\) is marked by oscillations in the walking speeds. In Fig. 4-14b, the transition from the \((2,1)^1\) mode to the \((2,1)^2\) mode can be discerned from the sharp change in orientation of the velocity isoclines. In Fig. 4-15(a,c), we show the extent and depth \(1 - \Gamma_W/\Gamma_F\) of the walking region across a range of driving frequencies, as predicted using a single value for the proportionality constant \(C = 0.2\). Our model predicts that walking only occurs for \(52 \text{ Hz} \leq f \leq 103 \text{ Hz}\) when \(\nu = 20 \text{ cS}\) and for \(39 \text{ Hz} \leq f \leq 80 \text{ Hz}\) when \(\nu = 50 \text{ cS}\), which is in agreement with the range found experimentally by Protière et al. [100] (see Table 4.1). In Fig. 4-15(b,d) we show the different vertical bouncing modes of drops at the walking threshold. Besides the familiar \((2,1)\) modes and their period-doubled variants (arising for \(f \geq 70 \text{ Hz}\) for \(\nu = 20 \text{ cS}\), \(f \geq 50 \text{ Hz}\) for \(\nu = 50 \text{ cS}\)), we also note the existence of "limping" drops at smaller frequencies, for which two strong impacts of the drop, roughly one Faraday period apart, are separated by a relatively weak impact. A few of the simplest limping modes are shown in Fig. 4-16d-f, together with chaotic limping (Fig. 4-16g) and non-limping modes (Fig. 4-16a-c). Finally, we note that the lower boundary of the walking region consists predominantly
Figure 4-13: The fraction of the drop's bouncing period $T$ spent in contact with the bath, as a function of the drop radius. Experimental results (a) for dimensionless driving $\Gamma = 3.7$ (▲), $\Gamma = 3.8$ (●), $\Gamma = 3.9$ (▲), $\Gamma = 4.0$ (▲) and $\Gamma = 4.1$ (■) are compared to the theoretical predictions (b) for the same set of $\Gamma$. The appearance of the higher energy $(2, 1)^2$ mode (see Fig. 4-3a,b) at $\Gamma = 3.9$ is marked by a discrete decrease of contact time.

Figure 4-14: The walking speeds [mm/s] obtained with our model for (a) $\nu = 20$ cS, $f = 80$ Hz and (b) $\nu = 50$ cS, $f = 50$ Hz. The horizontal axis indicates the ratio of the peak driving acceleration to the Faraday threshold, while the vertical axis indicates the vibration number $\Omega = \omega / \omega_D$. 
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of chaotic walkers, for which the vertical motion is aperiodic. This makes it difficult to experimentally determine the walking threshold for small drops, for which random horizontal motion might also be attributable to weak air currents above the bath.

Figure 4-15: The walking region for (a-b) 20 cS and (c-d) 50 cS silicon oil drops, as predicted by our model (eqns.(4.15-4.19)). Horizontal axes indicate the driving frequency $f$, while the vertical axes indicate $\Omega = \omega / \omega_D$. In (a,c), the relative distance from walking threshold to Faraday threshold $1 - \Gamma_W / \Gamma_F$ is shown. The various modes of vertical bouncing at the walking threshold are shown in (b,d), most significant of which are the two (2,1) modes (resonant bouncing with the Faraday period, see Fig. 4-16a-b), and the different kinds of “limping” drops (the (2,2),(4,3),(4,4) modes, Fig. 4-16d-f) where a relatively weak contact arises between a pair of strong contacts. In general, the walking regime’s lower boundary adjoins a region marked by chaotic bouncing (Fig. 4-16(c,g)).

### 4.6 Conclusion

Several new phenomena have been observed experimentally and rationalized theoretically, most notably the coexistence of different vertical bouncing modes in the walking
Figure 4-16: The most common bouncing modes of 20 cS drops near the walking threshold. These are (a) the (2, 1)\textsuperscript{1} mode, (b) the (2, 1)\textsuperscript{2} mode, (c) chaotic bouncing, (d) the (2, 2) mode, (e) the (4, 3) mode, (f) the (4, 4) mode and (g) chaotic limping. Modes (d)-(g) are referred to as “limping” modes, due to the short steps alternating with long ones.
Figure 4-17: Comparison of the regime diagram for 20 cS silicone oil and \( f = 80 \) Hz, as predicted by our model, to the experimental data. The data on the bouncing threshold (▲), first (▲) and second (▼) period doubling and on the walking threshold (■) are shown. The rightmost boundary corresponds to the Faraday threshold \( \Gamma_F \).
regime for identical system parameters. Switching between the different modes can lead to discontinuous or non-monotonic dependence of the walking speed and contact time on the driving acceleration. Our model also predicts that for higher frequencies, the walking regime does not necessarily extend to the Faraday threshold, and may instead give way to a chaotic walking state.

We have combined models for the vertical and horizontal dynamics of bouncing drops in order to rationalize the extent of the walking regimes and the dependence of walking speeds on the forcing acceleration. We have reduced the number of free parameters from as many as 5 in some of the previous models to one with tight bounds. Our remaining fitting parameter is the constant of proportionality $C$, defined in (4.10), which can be rewritten

$$C = \frac{\int F^T(\tau) d\tau}{\int F^N(\tau)X_\tau d\tau} = \frac{\int X_{\tau\tau} d\tau}{\int X_\tau (Z_{\tau\tau} + \dot{B}^*(\tau)) d\tau} \approx \frac{1 - C_R^T}{(1 + C_R^N) We_{in}^{1/2}}, \quad (4.32)$$

where $F^N$, $F^T$ are the normal and tangential components of the dimensionless reaction force acting on the drop during contact, and $C_R^N$, $C_R^T$ are the normal and tangential coefficients of restitution, respectively. The values of $C$ used in our model were between 0.17 and 0.33, while experimentally it was found to be near 0.3. The match with experiments is improved significantly relative to existing models [19, 98] due to a more thorough analysis of the standing waves created by the drop impacts and the forces acting on the drop during impact.

Our model, summarized in §4.4.4, combines the description of the vertical dynamics (4.15) developed in *MBI* and the horizontal dynamics (4.19) via an approximate description of the Faraday wavefield (4.16-4.18). The approximation, derived analytically in Appendix C, is valid for a finite range of oil viscosities defined in (C.51) that includes those examined experimentally. Assuming that the drop is a resonant walker in the $(2,1)^2$ bouncing mode and that its horizontal speed changes slowly relative to its bouncing period, one can average out the vertical motion and derive a trajectory equation (4.25) for the drop's horizontal motion. The more exotic walking states, such as limping or chaotic walking, will be the subject of a future study of gait changes in walking droplets.

The model was kept relatively simple for the sake of tractability. As a result, there are cases where the simplifying assumptions are being pushed to their limits; nevertheless, it should be straightforward to extend the validity of our model starting from the same equations and include higher order corrections. First of the simplifications made was the approximation of the underlying standing wave field by the formula
(4.7), which works well for the oil viscosities used in our experiments, as shown in Fig. 4-6. However, if the model is to be extended to smaller or higher viscosities, it might be necessary to including higher order terms in evaluating the integral (C.47) using Laplace's method, in order to achieve sufficient accuracy within the first few Faraday periods. The heuristic formula for the tangential force during impact is another major simplification of the model, which ties the tangential and normal components of the reaction force. The actual temporal profile of the tangential force is likely to be slightly different than that given by (C.46), leading to increased error for long contact time. On the other hand, when the contact time is much shorter than the Faraday period, the temporal profile is inconsequential, as only the overall loss of tangential momentum will affect the walking dynamics.

More important, and likely the major source of error of our model, is the approximation of the horizontal kick received by the drop during impact, as summarised in equation (4.14). This result was deduced by assuming that the impact is much shorter than the Faraday period and that the bath disturbance radius is much shorter than the Faraday wavelength. For larger drops or drops in lower energy modes these assumptions are no longer strictly valid. Nevertheless, the model predictions still fare rather well. In order to improve upon this approximation, terms involving higher spatial and temporal derivatives of the surface profile could be added to (4.14). On its own [88], or combined with a numerical model that captures the outgoing transient surface wave created at each impact [75], our model represents the first rational hydrodynamic pilot-wave theory, and provides a solid foundation for modeling the quantum-like behaviour of walking droplets.
Chapter 5

Exotic states of bouncing and walking droplets

5.1 Background

Drops bouncing on a vibrating fluid bath [124, 18] have recently received considerable attention for two principal reasons. First, they represent a rich dynamical system, exhibiting many features of low-dimensional chaotic oscillators [48, 46, 45]. Second, in certain parameter regimes, the bouncers walk horizontally through resonant interaction with their wave field [19, 98, 33, 32, 78]. The resulting walkers represent the first known example of a macroscopic pilot-wave system [23, 79, 88, 17], and exhibit many features thought to be exclusive to the microscopic quantum realm [6], including self-organising lattice structures [29, 28], single particle diffraction [16], quantized orbits [43], orbital level splitting [31], tunneling effects [30] and wave-like statistics in confined geometries [59].

Consider a fluid of density \( \rho \), kinematic viscosity \( \nu \) and surface tension \( \sigma \) in a horizontal bath of depth \( H \) driven by a vertical vibration of amplitude \( A \) and frequency \( f = \omega/(2\pi) \). The effective gravity in the vibrating bath frame of reference is \( g^*(t) = g + \gamma \sin(2\pi ft) \) where \( g \) is the gravitational acceleration and \( \gamma = A\omega^2 \). At low forcing acceleration, the fluid remains quiescent in the vibrating frame; however, above a critical acceleration amplitude \( \gamma_F \) corresponding to the Faraday threshold, the layer becomes unstable to a field of standing Faraday waves [4, 27]. The waves are subharmonic, with half the frequency of the vibrational forcing, \( \omega_F = \omega/2 \), and with
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wavelength $\lambda_F = 2\pi/k_F$ prescribed by the standard surface wave dispersion relation:

$$\omega_F^2 = \tanh (k_F H) \left( gk_F + \frac{\sigma k_F^3}{\rho} \right).$$

(5.1)

In the experiments of interest, the vibrational forcing is less than the Faraday threshold, $\gamma < \gamma_F$; consequently, the interface would remain flat if not for the presence of a droplet.

When a fluid drop is placed on a vibrating bath (Fig. 5-1), there are three basic outcomes: the droplet may either coalesce, bounce in place or walk across the fluid surface [98, 32, 124]. For $\gamma < \gamma_B \approx g$, where $\gamma_B$ is the bouncing threshold, the applied forcing is insufficient to levitate the drop, which then settles towards the bath. The intervening air layer thins until reaching a critical thickness at which Van der Waals forces between drop and bath initiate coalescence. For sufficiently large $\gamma > \gamma_B$, this air layer is sustained during impact, precluding coalescence and enabling a stable bouncing state. Beyond a critical forcing threshold, $\gamma > \gamma_w$, where $\gamma_w$ is the walking threshold, the stationary bouncing state is destabilised by the underlying wave field, giving way to a dynamical state in which the drops walk across the fluid bath. The walking regime arises only for a limited range of drop sizes and forcing conditions.

Figure 5-1: Walking drop of 20 cS silicone oil of radius 0.48 mm (a) before, (b) during, and (c) after an impact with a bath of the same liquid vibrating at 70 Hz.

Couder's group has characterised the behaviour of drops bouncing on a fluid bath in terms of the drop diameter $D = 2r_0$ and dimensionless forcing acceleration $\Gamma = \gamma/g$. Protiere et al. [98] conducted experiments with a viscosity-frequency combination of 50 cS-50 Hz and summarised their results in a regime diagram illustrating the droplet behaviour in the $D-\Gamma$ plane. For low forcing accelerations, simple bouncing arises: the drop hits the bath once every driving period. Increasing the acceleration leads to a period-doubled bouncing state for medium-sized drops. For relatively small and large drops, a period doubling cascade may occur, culminating in temporally chaotic behaviour. For the larger drops, an intermittent regime can also arise in which the drop changes from one bouncing state to another in an irregular fashion. For drops within a limited size range, there is a critical $\Gamma_w = \gamma_w/g$ above which they walk along
the surface of the bath. The walking regime was assumed to be associated with a fully period doubled bouncing state; more complex walking modes will be highlighted herein. A similar regime diagram was obtained for a 20 cS-80 Hz combination, yielding the same four characteristic modes [33, 32]. The theoretical rationale for the form of the regime diagrams was only recently developed [78, 79], and will be built upon herein.

Gilet & Bush [48] considered the motion of a drop on a vibrating soap film, and demonstrated that the film behaves like a linear spring with a spring constant proportional to the surface tension. They observed and rationalised a number of complex bouncing states, multiperiodicity (the existence of different bouncing states at identical system parameters), and period doubling transitions to chaos. Different bouncing states were denoted by \((m, n)\), where \(m/f\) represents the period of the mode, during which the drop contacts the surface \(n\) times. The dynamics of interest here, of droplets bouncing on a vibrating fluid bath, are significantly complicated by the influence of the fluid bath’s inertia.

Molacek & Bush [78] (henceforth MB1) examined droplets bouncing on a vibrating fluid bath, and detailed both experimentally and theoretically the dependence of the bouncing mode on the system parameters. They introduce the vibration number, \(\Omega = 2\pi f \sqrt{\rho r_0^3/\sigma}\), the relative magnitude of the forcing frequency and the drop’s natural oscillation frequency, and summarised their results in regime diagrams that indicate the droplet behaviour in the \(\Omega-F\) plane. They demonstrate that droplets of a given size can bounce at the lowest forcing amplitude when \(\Omega \approx 0.65\), that is, when the drop is forced at its natural frequency. They noted different bouncing states with the same periodicity, which they denote by \((m, n)^i\), where the integer superscript \(i\) increases with the states’s mean mechanical energy. In addition to identifying a number of new bouncing states previously unreported, MB1 developed a theoretical model that rationalises the observed dynamics. The vertical interaction between the bouncing drop and the liquid bath during drop contact was described using a logarithmic spring model, which built upon their model of drop impact on a rigid substrate [77].

Molacek & Bush [79] (henceforth MB2) extended their theoretical model in order to capture the dynamics of walking droplets. Specifically, their logarithmic spring model was supplemented by consideration of the wave field of the bath, which may destabilise the stationary bouncing states. While they rationalised the limited extent of the walking regime, they did not characterise the dependence of the walking style on the system parameters. Their model successfully rationalised the experimentally
reported transitions from bouncing to walking states, as well as the dependence of the walking speed on the system parameters. They also noted the coexistence of different walking states at the same system parameters, and highlighted the predominance of the (2, 1)\(^1\) and (2, 1)\(^2\) modes. Finally, they reported a number of exotic walking states, including chaotic walkers and "limping" drops that walk with unequal steps, the subject of the present study.

The goal of the current study is to extend our knowledge of the bouncing drop dynamics by presenting the most detailed regime diagrams to date. In addition to reporting a number of new exotic bouncing and walking states, we extend the predictions of our theoretical model [78, 79] in order to rationalise our observations. In section 5.2, we describe our experimental set-up. In section 5.3, we present the experimentally obtained regimes diagrams in which we identify the different walking and bouncing modes. We also examine the dependence of the walking speed on the bouncing mode. In section 5.4, we review our theoretical model and compare its predictions with our new experimental observations. Our results are summarised in section 5.2.

5.2 Experimental set-up

In Figure 5-2 we present a schematic illustration of our experimental set-up. A circular fluid tray of diameter 76 mm and depth 16 mm is oscillated vertically in a sinusoidal manner with frequency \(f\), amplitude \(A\) and peak acceleration \(\gamma = (2\pi f)^2 A\). The tray is vibrated by an industrial shaker mounted on a massive levelling platform, which rests beneath an optical table. The shaker is driven by a power amplifier controlled using a data acquisition system and custom software. We measure the acceleration using two piezoelectric accelerometers, and use a feedback loop to maintain a constant vibration amplitude, corresponding to a tolerance of 0.01 g in vibrational acceleration amplitude. An air bearing carriage with a square cross section is mounted to a levelling platform to ensure that the vibratory motion lies strictly along a single vertical axis. The air bearing minimises lateral vibration introduced by the shaker, a technique developed for careful studies of vibrated granular layers [107, 51, 24]. A thin coupling rod connects the shaker to the slider bar of the air bearing.

We use two different silicone oils, the first with kinematic viscosity \(\nu = 20\) cS, density \(\rho = 949\) kg/m\(^3\) and surface tension \(\sigma = 20.6\) mN/m, the second with \(\nu = 50\) cS, \(\rho = 965\) kg/m\(^3\) and \(\sigma = 20.8\) mN/m. We identify the Faraday threshold \(\gamma_F\) for each combination of experimental parameters by gradually increasing the acceleration.
amplitude $\gamma$ until standing waves with frequency $f/2$ spontaneously form at the free surface. The precise value of $\gamma_F$ depends on the vibration frequency, the depth and viscosity of the oil. The dimensionless Faraday threshold is denoted by $\Gamma_F = \gamma_F / g$.

Oil drops are created by rapidly extracting a submerged needle from the fluid bulk [98]. Of the droplets formed, we select those of radius $r_0$ between 0.20 mm to 0.51 mm. The undeformed drop radius $r_0$ is measured optically with a high-speed camera, recording at 4000 frames per second. The optical set-up results in a pixel density of $71 - 88$ pixels per mm, leading to an uncertainty in drop radius of $\pm 1.5\%$. The horizontal motion of the drop is captured from above with a Machine Vision CCD camera and is tracked using particle-tracking software. We performed measurements for a single drop size by either increasing or decreasing the driving acceleration in a stepwise manner from some initial value of $\Gamma$, with typical step size $d\Gamma = 0.1\Gamma$. The entirety of the bouncing and walking regimes could thus be explored by varying $\gamma$ between $\gamma_B$ and $\gamma_F$.

5.3 Experimental results

Three different combinations of fluid viscosity and forcing frequency were investigated. A 20 cS silicone oil bath was forced at 70 and 80 Hz, and a 50 cS oil bath at 50
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<table>
<thead>
<tr>
<th>Fluid viscosity</th>
<th>Driving frequency</th>
<th>Regime diagram</th>
<th>Bouncing and walking modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 cS</td>
<td>80 Hz</td>
<td>Fig. 5-3(a)</td>
<td>(2,1), (2,1)^2, (2,2),</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4,2), (4,3), (4,4), chaotic. Fig. 5-4</td>
</tr>
<tr>
<td>50 cS</td>
<td>50 Hz</td>
<td>Fig. 5-3(b)</td>
<td>(2,1)^2, (2,1)^2, chaotic. Fig. 5-5</td>
</tr>
<tr>
<td>20 cS</td>
<td>70 Hz</td>
<td>Fig. 5-3(c)</td>
<td>(2,2), (4,3), (13,10), (2,1), (2,1)^2, mixed mode, chaotic. Fig. 5-6</td>
</tr>
</tbody>
</table>

Table 5.1: The observed walking and bouncing modes for the three viscosity/frequency combinations examined. Modes in bold typeface are those for which an associated spatio-temporal diagram is included (see Figs. 5-4 to 5-6).

Hz. A full exploration of both walking and bouncing region was conducted for the 20 cS-80 Hz combination, since this exhibited the richest behaviour. For the other two combinations, we focused on characterising the walking regimes. For each combination of oil viscosity and driving frequency we present a regime diagram indicating the droplet bouncing behaviour in the $\Gamma$-$\Omega$ plane (Fig. 5-3), as well as spatio-temporal diagrams of selected bouncing and walking modes (Figs. 5-4-5-6). In Table 5.1, a summary of the observed bouncing and walking modes is provided.

In the three regime diagrams reported in Fig. 5-3, the horizontal axis is the dimensionless forcing $\Gamma = \gamma/g$, and the vertical axis is the dimensionless vibration number $\Omega$, a proxy for drop size. Individual markers correspond to experimental observations, with square and round markers denoting stationary bouncing and walking states, respectively. The colour of the marker denotes the observed bouncing or walking mode. We first describe the experimental results, and reserve the comparison with theoretical predictions for section 5.4.

A full exploration of both the bouncing and walking regime for the 20 cS-80 Hz combination is shown in Fig. 5-3(a). For relatively weak forcing, $1.5 < \Gamma < 2.3$, the (2, 2) bouncing mode is dominant; however, a band of the (4, 4) mode (Fig. 5-4(a)) is also observed for vibration numbers $\Omega \lesssim 0.5$. As $\Gamma$ is increased, additional $m = 4$ modes are observed. Specifically the (4, 3) mode (Fig. 5-4(b)) arises in a region around $\Gamma \approx 2.6$ and $\Omega \approx 0.5$, and the (4, 2) mode (Fig. 5-4(c)) appears for almost all vibration numbers investigated, for $\Gamma > 3.3$, spanning both the bouncing and walking regimes. A region of (2, 1) bouncing modes extends from $\Gamma = 2.5$ up to $\Gamma_F$ for vibration numbers between 0.6 and 1. This region crosses into the walking region; it starts out in the low energy (2, 1)^1 mode, and then transitions into the high energy (2, 1)^2 mode as $\Gamma$ is increased. This (2, 1) region also arises for smaller drops,
Figure 5-3: Regime diagrams indicating the dependence of the droplet behaviour on the dimensionless driving acceleration, $\Gamma = \gamma / g$, and the vibration number, $\Omega = 2\pi f \sqrt{\rho r^3 / \sigma}$. (a) The 20 cS-80 Hz combination for which $\Gamma_F = 4.22 \pm 0.05$. (b) 50 cS-50 Hz for which $\Gamma_F = 4.23 \pm 0.05$. (c) 20 cS-70 Hz for which $\Gamma_F = 3.33 \pm 0.05$. Filled areas correspond to theoretical predictions, the solid red line denoting the theoretically predicted walking threshold. Square markers denote stationary bouncing drops; round markers indicate observed walking drops. The colour of the markers indicate the observed bouncing mode.
\[ \Omega \approx 0.4 - 0.5, \] along a band with \( \Gamma \) ranging from 2.9 to 4, stretching into a seemingly chaotic region. Three distinct regions of complex or chaotic motion are observed. One exists for drops bouncing with \( 2.3 < \Gamma < 3 \) and \( \Omega \approx 0.4 \). Another arises near \( 3.5 < \Gamma < \Gamma_F \), \( 0.4 < \Omega < 0.8 \) and spans the bouncing and walking regimes. For larger drops (\( \Omega \approx 1 \)) there is a region of complex or chaotic behaviour stretching from the bouncing (\( \Gamma \approx 3.1 \)) into the walking regime, and up to the Faraday threshold. Generally, near the Faraday threshold, the walking is observed to be chaotic, with only a relatively small window of periodic walking, for \( 0.8 < \Omega < 1 \), above which chaotic bouncing is observed. For \( \Omega \approx 1 \), we observed stationary chaotic bouncing drops that, when perturbed with a submerged needle, transitioned into the stable (2,1) walking mode.

The regime diagram deduced for the 50 cS-50 Hz combination is shown in Fig. 5-3(b). The observed modes were (2,1)\(^1\), (2,1)\(^2\), and chaotic bouncing, the form of which are presented in Fig. 5-5. Walking occurs only in the (2,1)\(^1\) and (2,1)\(^2\) modes; the horizontal drop speed being significantly larger in the former than in the latter. The (2,1)\(^1\) mode (Fig. 5-5(a)) has a longer contact time than the (2,1)\(^2\) (Fig. 5-5(b)), and the phase at which the drop impacts the vibrating bath is also different. In the high energy (2,1)\(^2\) mode, a much more rapid shift in momentum occurs during impact. The drop is generally in the (2,1)\(^1\) mode near the walking threshold, but as \( \Gamma \) is increased the drop transitions to the (2,1)\(^2\) mode, remaining in this state until the Faraday threshold is reached. Chaotic bouncing is observed for lower forcing and drop size (Fig. 5-5(c)).

The regime diagram for the 20 cS-70 Hz combination is shown in Fig. 5-3(c) and includes a number of “exotic” bouncing and walking modes. Outside the walking region, three bouncing modes are observed. For large (\( \Omega \approx 1 \)) and small (\( \Omega \approx 0.4 \)) vibration numbers, chaotic or highly complex bouncing states are seen. Fig. 5-6(a) shows a spatio-temporal evolution of a highly complex (13,10) mode. For intermediate \( \Omega \), (4,3) and (2,2) bouncing modes arise, the former being observed for drops with \( \Omega \approx 0.4 - 0.6 \), and the latter for \( \Omega \approx 0.6 - 0.8 \). Fig. 5-6(b) shows the spatio-temporal diagram of a drop in the (2,2) mode. We refer to these as limping drops, owing to their unequal step sizes. The (4,3) and (2,2) modes stretch into the walking region, where the (2,1) modes are dominant. Generally the (2,1)\(^2\) mode is observed at lower \( \Omega \) than the (2,1)\(^1\) mode.

Of particular interest is the region of “mixed states” for \( \Gamma > 3.1 \) and \( 0.55 < \Omega < 0.8 \). Here the drops alternate between the low and high energy (2,1) modes, as shown in Fig. 5-6(c), where the evolution is from (2,1)\(^1\) to (2,1)\(^2\) to (2,1)\(^1\) to (2,1)\(^2\). While
the height of the jumps are roughly equal, the phase of impact shifts rapidly. In Fig. 5-7(a), the horizontal trajectory of a drop in the mixed state is shown. The shading of the trajectory reflects its local horizontal speed which fluctuates by a factor of 4 as it switches between the fast \((2, 1)^1\) mode and the slow \((2, 1)^2\) mode. Fig. 5-7(b) shows the velocity of the mixed mode as a function of arc-length. The variation of the velocity occurs over a distance of approximately one Faraday wavelength, resulting in a highly peaked power spectrum (Fig. 5-7(c)). We note that the mixed mode is generally stable to the perturbation arising when the drop interacts with the boundary of the fluid tray. However, by redirecting the drop with the meniscus of a submerged pin or interaction with a boundary, the mixed mode can be destabilised, causing the drop to shift into either the \((2, 1)^1\) or \((2, 1)^2\) walking modes. Fig. 5-7(d) shows the trajectory of a mode switcher settling into the high energy \((2, 1)^2\) mode after being perturbed by an approach to the boundary at nearly normal incidence. We note that we might alternatively have denoted the mixed state by a purely periodic mode, \((24,12)\); however, we find it useful to distinguish between the two phases of its motion \(((2, 1)^1\) and \((2, 1)^2\)), in which its speed is markedly different.
Figure 5-6: Some of the modes observed for the 20 cS-70 Hz combination. (a) Exotic bouncing mode (13,10): highly complex periodic motion. $\Gamma = 3.3$, $\Omega = 0.97$. (b) The limping drop, a (2,2) walking mode. $\Gamma = 2$, $\Omega = 0.42$. (c) The mixed walking state, shown here evolving from $(2,1)^1 \rightarrow (2,1)^2 \rightarrow (2,1)^1 \rightarrow (2,1)^2$. $\Gamma = 3.4$, $\Omega = 0.72$.

### 5.4 Theoretical predictions

In order to obtain theoretical predictions for the dependence of the bouncing behaviour on the system parameters, we adopted the model presented in MB1 and MB2. There, it was shown that the vertical drop motion is governed by

\[
-mg^*(t) = m\ddot{z} \quad \text{in free flight} \quad (Z \geq 0 \text{ or } F_N \leq 0),
\]

\[
-mg^*(t) = \left(1 + \frac{c_3}{\ln^2 |\gamma_0 Z|}\right) m\ddot{z} + \frac{4 \pi \mu c_2 (\nu)}{3 \ln |\gamma_0 Z|} \dot{Z} + \frac{2\pi \sigma Z}{\ln |\gamma_0 Z|} \quad \text{during contact},
\]

where $m$ is the drop mass, $z$ its centre of mass, $Z = z - h$ is the height of the drop above the bath surface. During free flight, the drop responds only to gravity. During impact, $F_N(t) = m\ddot{z} + mg^*(t)$ is the normal component of the reaction force acting on the drop. The constants used here, $c_1 = 2$, $c_3 = 1.4$, $c_2 = 12.5$ for 20 cS oil and $c_2 = 7.5$ for 50 cS oil, were deduced in MB1 by matching with experimental measurements of the normal and tangential coefficient of restitution. To consider 1-dimensional horizontal drop motion, we write $h = h(x,t)$ as the total height of the standing waves in the bath frame of reference. $h(x,t)$ can be expressed as the sum of
Figure 5-7: Mixed state walkers observed with the 20 cS-70 Hz combination, $\Gamma = 3.4$, $\Omega = 0.72$. (a) The trajectory for a drop in the mixed state, shaded according to the speed. The circular bath domain is indicated. (b) The observed variation of walking speed with arc-length, as normalised by the Faraday wavelength. (c) A Fourier power spectrum of the normalised velocity fluctuations. (d) Trajectory of a mixed mode, shaded according to speed, that destabilises into a $(2, 1)^2$ walker after collision with the boundary near $(x, y) = (-25, -20)$ mm.
contributions from all previous impacts:

\[ h(x, t) = \sum_{n=1}^{N} h_0(x, x_n, t, t_n) \]

(5.3)

The contribution \( h_0(x, x_n, t, t_n) \), resulting from a single drop impact at \( (x, t) = (x_n, t_n) \), can be approximated, in the long-time limit, by a standing wave decaying exponentially in time with a spatial profile prescribed by a zeroth order Bessel function of the first kind, \( J_0(x) \):

\[
h_0(x, x_n, t, t_n) \approx J_0(k_F(x - x_n)) \sqrt{\frac{2}{\pi}} \frac{k_F r_0}{\sigma} \left( \frac{r_0 k_F^2 \mu_{eff}^{1/2} \cos(\pi f t)}{3 k_F^2 r_0^2 + Bo} \right) x \times \exp \left\{ \left( \Gamma / \Gamma_F - 1 \right) \frac{t - t_n}{T_d} \right\} \int F_N(t') \sin(\pi f t') \, dt'.
\]

(5.4)

Here \( Bo = \rho g r_0^2 / \sigma \) is the Bond number, and \( T_d \) is the characteristic decay time of the unforced waves, which depends on the fluid viscosity and the critical wavenumber. \( \mu_{eff} \) is a phenomenological viscosity required to ensure that the decay rate of the waves matches that in a fully analytical model (MB2, Appendix A.1). The integral of the reaction force, \( F_N(t) \) is carried out over the duration of contact.

In order to increase computational speed, the number of previous impacts stored is kept to a manageable size by discarding those whose standing wave amplitude has decayed sufficiently (below 0.1% of its initial value). Since the contact takes place over a finite length of time, \( x_n \) and \( t_n \) are taken as the weighted averages of \( x \) and \( t \) over the contact time \( t_c \), defined as the interval during which the vertical reaction force \( F_N(t) \) on the drop is positive:

\[
x_n = \frac{\int_{t_c} F_N(t') x(t') \, dt'}{\int_{t_c} F_N(t') \, dt'}, \quad t_n = \frac{\int_{t_c} F_N(t') t' \, dt'}{\int_{t_c} F_N(t') \, dt'}.
\]

(5.5)

The horizontal dynamics is governed by

\[
m \ddot{x} + D(t) \dot{x} = -\frac{\partial h(x, t)}{\partial x} \cdot F_N(t),
\]

(5.6)

where

\[
D(t) = 0.17 \frac{\sqrt{\rho r_0}}{\sigma} F_N(t) + 6 \pi r_0 \mu_a \left( 1 + \frac{gr_0}{12} \nu_a f \right)
\]

(5.7)

is the total instantaneous drag coefficient. The subscript \( a \) denotes air. The first term represents the momentum drag induced during impact, the second term the
aerodynamic drag induced during flight. The term on the right hand side of Eq. (5.6) is the propulsive wave force applied during contact, which is well-approximated by the tangential component of the total reaction force. The system of equations (5.2)-(5.6) was solved numerically, with time step \(0.05\sqrt{pr_0^3/\sigma}\) during contact, the duration of which was typically at least \(4\sqrt{pr_0^3/\sigma}\). We followed a procedure akin to that adopted to obtain the experimental data reported in Fig. 5-3; specifically, we scan a wide range of \(\Omega\) \((0.2 \leq \Omega \leq 1.2)\), with increments of \(d\Omega = 0.005\). For each \(\Omega\) value, we start at a value of \(\Gamma\) close to the Faraday threshold, specifically \(\Gamma = 0.99\Gamma_F\), then decrease \(\Gamma\) in small increments until reaching some pre-defined lower limit. We shall refer to one such sweep of \(\Gamma\) as a run. The bath is taken to be initially quiescent, \(h(x, 0) = 0\). We performed several runs, starting each with different initial conditions on the drop position \(z(0)\) and speed \(\dot{z}(0)\), so as to increase the likelihood of discovering all the possible bouncing modes in case of the coexistence of multiple modes. Usually, this meant setting \(z(0) = 0\) and varying \(\dot{z}(0)\) between \(-0.3\) and \(0.3\).

For relatively large drops close to the Faraday threshold, as in our experiments, both walking and bouncing states may arise at identical system parameters. To ensure resolution of the walking solution, the initial horizontal speed was set to a value higher than the equilibrium speed. Then, for each run, we slowly decreased \(\Gamma\) in steps \(d\Gamma = 0.001\Gamma_F\), at each step waiting for the walking speed to converge, specifically until the difference between the average walking speed at successive impacts drops below 0.1%:

\[
0.999 < \left| \frac{\bar{v}_t}{\bar{v}} \right| < 1.001, \tag{5.8}
\]

where \(\bar{v}\) and \(\bar{v}_t\) are the average horizontal drop speed up to the time of the penultimate and last impacts, respectively.

At each \(\Gamma\) value, we recorded the period of vertical motion and number of contacts per period, which yielded the \((m, n)\) mode number. We also recorded the average contact time \(T_C\), the total contact time per period of vertical motion divided by the number of contacts \(n\). This allowed us to differentiate between different energy levels, as the high energy modes had \(T_C < 5\sqrt{pr_0^3/\sigma}\) (typically, \(T_C \approx 3.5\sqrt{pr_0^3/\sigma}\)), while the low energy modes had \(T_C > 5\sqrt{pr_0^3/\sigma}\) (typically, \(T_C \approx 8\sqrt{pr_0^3/\sigma}\)). When the forcing is decreased below a critical value \(\Gamma_w\), the walking speed drops to 0. The equations of motion can then be simplified somewhat, as (5.6) is identically 0, and \(J_0(k_C(x - x_n)) = 1\) in (5.4). Asimilation of the data obtained by this procedure yielded our theoretical regime diagrams (Fig. 5-3).

The solid coloured regions of Fig. 5-3(a)-5-3(c) indicate the theoretically pre-
dicted bouncing modes. The red line indicates the predicted walking threshold. For the 20 cS-80 Hz combination (Fig. 5-3(a)) several modes are found to exist where predicted, including the observed (2,1), (2,2), (4,4), (4,2), and chaotic modes. The experimental walking threshold for large and small vibration numbers (Ω < 0.7 and Ω > 0.9) coincide with the theoretical predictions; however, for drops of intermediate size, the agreement is less convincing. The (4,3) bouncing mode is experimentally observed for smaller drop sizes than predicted, and the experimental (2,1)⁶ bouncing region extends further into the theoretical (4,3), (2,1)⁶ and chaotic regions than predicted. The model does capture the observed (2,1)⁶-branch cutting across several other regions near Γ ≈ 3 – 4 and Ω < 0.6.

For the 50 cS-50 Hz combination (Fig. 5-3(b)), the observed and predicted (2,1)⁶ and (2,1)⁷ modes coincide convincingly, and the theoretical and experimental walking threshold also match. Furthermore, chaotic bouncers were observed inside the theoretically predicted chaotic region. The (4,3) walking regime was not observed experimentally, but might have been, had larger drops been examined.

For the 20 cS-70 Hz regime diagram (Fig. 5-3(c)), the observed chaotic region for large drops (Ω ≈ 1) coincides with that predicted. For smaller drops (Ω ≈ 0.4 – 0.6), the observed (4,3) mode is offset relative to that predicted, as was the case in the experiments at 20 cS-80 Hz (Fig. 5-3(a)). The (2,2) bouncing mode is also observed at slightly lower vibration numbers than predicted. The observed high and low energy (2,1) modes do not coincide with the theory within the walking region, but the walking threshold is generally well-predicted. The mixed mode region found experimentally corresponds closely to the theoretically predicted region of coexistence of the (2,1)⁶ and (2,1)⁷ modes. We note that a true mixed mode, characterised by a stable periodic shift between the low and high energy (2,1) modes, has not yet been observed theoretically.

Finally we note that, in our experiments the threshold between bouncing states generally depends on whether it was approached from above or below. Specifically, by increasing and decreasing Γ across a regime boundary, the Γ threshold between states has a characteristic uncertainty of ΔΓ ≈ 0.1. This hysteresis, which may reflect the existence of prolonged transient behaviour, provides some rationale for the relatively small discrepancy between theory and experiment. We note that significantly less hysteresis was apparent in the simulations, which could be simply extended beyond the transient.
5.5 Conclusion

5.1 We have conducted a combined experimental and theoretical study of drops bouncing on a vibrating fluid bath, and focused on the parameter regime of interest to those studying hydrodynamic quantum analogs. By comparing our experimental results with the theory developed in MB1 and MB2, we have extended the current knowledge of the bouncing droplet system. We have enumerated the myriad styles in which drops can bounce and walk, and presented, in Fig. 5-3, the most detailed experimental and theoretical regime diagrams to date. We have highlighted a mixed state, in which the walking drop shifts between two distinct modes, a state that may serve as an analog of a superposed state in quantum mechanics. Particular interest has been given to elucidating the rich and varied dynamics within the walking regime, an understanding of which will assist in rationalising the quantum mechanical behaviour of walking drops.
Chapter 6

Concluding Remarks

For a drop walking on a vibrating bath, three timescales are important. The shortest of them is the bouncing timescale, given by the interval between the successive drop impacts, typically the Faraday period. The intermediate walking timescale is prescribed by the drop’s horizontal motion, given by the time required to walk one Faraday wavelength. The longest statistical timescale emerges when the drop is confined to a finite region of space, and is given by the typical time required for a coherent statistical behaviour to emerge. To discern the spatial profile of the probability distribution function of the drop, the drop’s position needs to be recorded over time longer than the statistical timescale. In this thesis, we have developed models to describe the drop’s motion on the first two of these three timescales, with a simple model for the statistical timescale treated in Appendix E.

In Chapters 2 and 3 we developed a model that describes the drop motion on the bouncing timescale. In the parameter regime of interest to hydrodynamic quantum analogues, the Weber number varies from 0.01 to 10, necessitating a model that captures the dynamics in both the high and low We regimes. This was achieved with the logarithmic spring model, which captures the increasing ability of the drop and bath for increasingly small We to store the initial kinetic energy of the drop in the surface energy associated with the deformed surface. At the same time, the model captures the increased energy loss to dissipation and outgoing waves with increasingly large We, and the heavier role of fluid inertia.

We first demonstrated the accuracy of the model by comparison with the existing numerical results and experimental data describing drop impact on rigid substrates. We observed a satisfactory match and were able to derive analytical results for the contact time and coefficient of restitution. The model was derived for a substrate of arbitrary radius of curvature, and demonstrated that for small Weber numbers,
the effects of inertia and substrate curvature are captured with a single dimensionless parameter, which we called the rescaled Weber number. Experimental data only exists for impacts on flat boundaries. It would thus be interesting to study experimentally the effects of substrate curvature in order to test the model predictions, specifically to observe what happens when the substrate curvature approaches that of the drop.

In Chapter 3, we extended the model to consider drop impact on a fluid bath, assumed to be initially quiescent. We validated the model by rationalizing existing and new regime diagrams that characterize the behaviour of drops bouncing on a vibrating bath. Using the dimensionless vibration number, we were able to collapse our experimental data for different frequencies. We demonstrated that the minima of the bouncing and period-doubling threshold curves correspond to drops for which the resonant frequency of the drop-bath system matches the driving frequency. We showed that the bouncing threshold, the minimum driving acceleration required to prevent drop coalescence, can be accurately predicted using the model without any detailed knowledge of the intervening air layer dynamics. Furthermore, we highlighted the existence and possible overlap of two energy levels of the bouncing modes (1, 1) and (2, 1). The threshold between the (1, 1)\textsuperscript{1} and (1, 1)\textsuperscript{2} modes sets the lower branch of the bouncing threshold curve, while the (2, 1)\textsuperscript{1} – (2, 1)\textsuperscript{2} threshold causes an abrupt reversal in the slope of the walking threshold curve (Fig. 4-11).

In Chapter 4, we developed a quantitative model of the walking drops by supplementing the model of the bouncing dynamics with a theoretical description of the evolution of the standing waves on the bath surface. The wave formula derived, obtained via a long-time analysis of the Hankel-transformed fluid equations, was shown to be sufficiently accurate even for times as short as one Faraday period after impact, thanks to the fortuitous combination of the fluid viscosity and driving frequency in the parameter range of interest. A heuristic formula for the tangential drag on the drop during impact was used to complete the physical picture. In the process, we corrected an error in the literature, the misattribution of the origins of this drag to shear in the intervening air layer. A more comprehensive experimental study of the tangential force balance during an oblique drop impact would be of benefit in the future, along with further theoretical developments to describe a wider range of system parameters.

Using our model, we successfully rationalized the extent of the walking region and the dependence of the walking speed on the system parameters. We also gained an intuition into why walking occurs only for a small window of driving frequencies: this is due to the relative locations of the regions of stability of the two (2, 1) modes
and the Faraday threshold. By integrating over the vertical dynamics, we obtained the trajectory equation describing the drop's horizontal movement on the walking timescale. This trajectory equation represents an important contribution to the first rational theory for a pilot-wave system and has already proven useful in more complex contexts such as walkers on a rotating bath [88, 87].

In Chapter 5 we further investigated the walking region, using new combinations of driving frequency and oil viscosity. We discovered new walking states, the most interesting one being the mixed state where the drop switches periodically between the $(2, 1)^1$ and the $(2, 1)^2$ bouncing modes. This state may serve as an analogue of a superposed state in quantum mechanics. The experimental results were compared to the theory developed in the previous chapter and further validated our model.

We believe that the work presented in this thesis will serve as a useful reference for future theoretical, numerical and experimental investigation of this walking droplet system. In particular, we hope that the logarithmic spring model and the trajectory equation derived herein will enable more sophisticated numerical modeling of the system [75] and guide the experimental search for new hydrodynamic quantum analogues.
Appendix A

Silicone oil properties

The dependence the density and surface tension on viscosity can be captured by the following fit functions:

\[
\frac{\rho}{\text{kg} \cdot \text{m}^{-3}} = 975 - 157 \left( \frac{\nu}{\text{cS}} \right)^{-0.6} \quad \frac{\sigma}{\text{mN/m}} = 21.2 - 3.9 \left( \frac{\nu}{\text{cS}} \right)^{-0.6}
\]  \hspace{1cm} (A.1)

Figure A-1: The surface tension (a) and density (b) of silicone oil as a function of the viscosity \(\nu\). Squares indicate the values for the standard set of industrial oils with \(0.65\text{cS} \leq \nu \leq 1000\text{cS}\), while the lines indicate the fitted curves (A.1).
Table A.1: The physical properties of the standard set of industrial silicone oils (polydimethylsiloxanes) at $T = 25^\circ$C. The density $\rho$, surface tension $\sigma$ and the viscosity-temperature coefficient $\nu_{99/38}$ are all monotonically increasing functions of the viscosity.

<table>
<thead>
<tr>
<th>$\nu$ [cS]</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$\sigma$ [mN/m]</th>
<th>$\nu_{99}/\nu_{38}$ [4pt]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.65</td>
<td>761</td>
<td>15.9</td>
<td>0.31</td>
</tr>
<tr>
<td>1.0</td>
<td>818</td>
<td>17.4</td>
<td>0.37</td>
</tr>
<tr>
<td>1.5</td>
<td>853</td>
<td>18.0</td>
<td>0.46</td>
</tr>
<tr>
<td>2.0</td>
<td>873</td>
<td>18.7</td>
<td>0.48</td>
</tr>
<tr>
<td>3.0</td>
<td>898</td>
<td>19.2</td>
<td>0.51</td>
</tr>
<tr>
<td>5.0</td>
<td>918</td>
<td>19.7</td>
<td>0.54</td>
</tr>
<tr>
<td>10</td>
<td>935</td>
<td>20.1</td>
<td>0.56</td>
</tr>
<tr>
<td>20</td>
<td>950</td>
<td>20.6</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>960</td>
<td>20.8</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>966</td>
<td>20.9</td>
<td>0.60</td>
</tr>
<tr>
<td>200</td>
<td>968</td>
<td>21.0</td>
<td>0.60</td>
</tr>
<tr>
<td>350</td>
<td>970</td>
<td>21.1</td>
<td>0.60</td>
</tr>
<tr>
<td>500</td>
<td>971</td>
<td>21.1</td>
<td>0.60</td>
</tr>
<tr>
<td>1000</td>
<td>971</td>
<td>21.2</td>
<td>0.61</td>
</tr>
</tbody>
</table>
Appendix B

Derivation of the Logarithmic Spring Equation

We consider the regime \( \text{We} \ll 1 \) and build a quasi-static model similar to that developed for drop impact on a rigid substrate [77]. The actual instantaneous shape of the drop and the bath are approximated by relatively simple shapes characterized by a small number of variables. The family of shapes we choose is one consisting of sessile shapes of liquid drops resting on a liquid bath (now not necessarily made of the same liquid as the drop). The reason for this choice is that in the \( \text{We} \ll 1 \) regime, when the overall rebound dynamics is slow relative to the dynamics of the typical surface waves created, one expects the surface shapes to equilibrate to some quasi-static form [1]. If the drop has surface tension \( \sigma_D \) and density \( \rho_D \), and the bath \( \sigma_B \) and \( \rho_B \), the sessile shape family has dimensionality 3 by Buckingham’s theorem; it can be parametrized by two Bond numbers \( A = B_{OD} = \rho_D g R_D^2 / \sigma_D \), \( C = B_{OB} = \rho_B g R_B^2 / \sigma_B \) and the parameter \( B = \sigma_D B_{OD} / \sigma_B \). Although in our system we have \( \sigma = \sigma_B \) and \( \rho = \rho_B \), initially we keep these variables separate in order to describe the deformation of the drop and bath independently. Parameter \( A \) prescribes the magnitude of the drop’s deformation, \( B \) the vertical bath deformation and \( C \) the horizontal extent of bath deformation. Minimizing the total potential energy of the drop and bath allows one to obtain the sessile profile of the drop-bath system and the corresponding values of the total surface and gravitational potential energy. Keeping \( A, B \) and \( C \) independent for the time being, while setting \( \sigma_D = \sigma_B = \sigma \) and \( \rho_D = \rho_B = \rho \) for the
sake of simplicity, we obtain

\[
\frac{S.E._{TOT}}{\pi \sigma R_0^2} \approx \frac{2}{9} A^2 \left( \ln \frac{6}{(A+B)C} - 2\gamma - \frac{1}{2} \right) + \frac{2}{9} B^2 \left( \ln \frac{6}{A+B} - \frac{4}{3} \right),
\]

\[
\frac{P.E._{TOT}}{\pi \sigma R_0^2 Bo} \approx -\frac{4}{9} A \left( \ln \frac{6}{(A+B)C} - 2\gamma + 1 \right) - \frac{4}{9} B \left( \ln \frac{6}{A+B} - \frac{5}{6} \right) + \frac{2}{9} A^2 .
\]

(B.1)

Here \( \gamma = 0.577216 \ldots \) is the Euler-Mascheroni constant, arising via a small-argument approximation of the Bessel function \( K_0(x) \). When the fluid viscosity is sufficiently low \((\text{Oh} \ll 1)\), the flow inside the drop and bath can be approximated by a potential flow. Note that in our experiments, \( 0.1 < \text{Oh} < 1 \). Expressing the drop deformation as a sum of spherical harmonic modes, one can then evaluate the kinetic energy associated with a continuous change of drop shape within the sessile shape family (i.e. when \( A = A(t) \)). The kinetic energy of the bath, moving as a result of time-dependent parameters \( B \) and \( C \), can be similarly obtained using the Hankel transform of the bath surface deformation. The total kinetic energy of the system is then given by

\[
\frac{K.E._{TOT}}{\pi \rho R_0^5} \approx \frac{\pi A^2}{C^{3/2}} \left[ \frac{1}{9} \left( \frac{\dot{A}}{A} \right)^2 - \frac{1}{6} \left( \frac{\dot{A}}{A} \right) \left( \frac{\dot{C}}{C} \right) + \frac{5}{72} \left( \frac{\dot{C}}{C} \right)^2 \right] + \frac{2}{9} C_{K0} B^2 + \frac{2}{3} \dot{Z}^2 ,
\]

(B.2)

where

\[
Z = -\frac{A}{3} \left( \ln \frac{6}{(A+B)C} - 2\gamma \right) - \frac{B}{3} \left( \ln \frac{6}{A+B} - \frac{5}{6} \right) \leq 0
\]

(B.3)

is the dimensionless height of the drop’s center of mass \((Z = z/R_0)\) and \( C_{K0} = \pi^2/12 - 17/27 \approx 0.193 \). The coordinates are chosen such that \( Z = 0 \) when the drop is spherical and the bath flat \((A = B = 0, \text{ corresponding to the initiation of impact})\). The viscous dissipation inside the drop and bath can also be calculated using the potential flow approximation, provided the condition \( \text{Oh} \ll 1 \) is satisfied. Doing so yields

\[
\frac{D_{TOT}}{\pi \mu R_0^5} = 2\pi A^2 \left[ \frac{4}{9} \left( \frac{\dot{A}}{A} \right)^2 - \frac{2}{9} \left( \frac{\dot{A}}{A} \right) \left( \frac{\dot{C}}{C} \right) + \frac{1}{18} \left( \frac{\dot{C}}{C} \right)^2 \right] + \frac{8}{9} C_{D0} B^2 ,
\]

(B.4)

where \( C_{D0} = \pi^2/4 - 5/12 \approx 2.051 \). For a more detailed derivation of equations (B.3-B.4), see the previous chapter. Using expressions (B.1)-(B.4), the equations of
motion can be derived using the Euler-Lagrange equation with dissipation [see 122]:

\[
\frac{d}{dt} \left[ \frac{\partial \mathcal{L}}{\partial \dot{X}} \right] + \frac{1}{2} \frac{\partial \mathcal{D}_{\text{TOT}}}{\partial X} = \frac{\partial \mathcal{L}}{\partial X},
\]

where the Lagrangian \( \mathcal{L} = K.E._{\text{TOT}} - S.E._{\text{TOT}} - P.E._{\text{TOT}}. \) It should be stressed that the expressions (B.1)-(B.4) are only leading order approximations valid in the limit of small deformations (i.e. when \( A, B, C \ll 1 \)), which arises for impacts at small \( \mathcal{W}e. \)

In order to avoid dealing with a system of 3 differential equations with 3 variables, we need to further simplify the model. Since the drop and bath consist of the same liquid, we expect their deformation to be similar in magnitude (i.e. \( A(t) \approx B(t) \)), which can be verified either experimentally or by solving the full \( 3 \times 3 \) system. Therefore, we set \( A = B. \) In the moderate Weber number regime \( (0.01 < \mathcal{W}e \lesssim 1) \), deformation of the bath occurs predominantly in the region near the drop. The horizontal lengthscale of significant bath deformation, though increasing in time, then remains comparable to the drop radius \( R_0 \) throughout the impact, suggesting that we approximate \( C \) by a constant. Doing so, we are left with a single independent variable \( A(t) \). Thus (B.1)-(B.4) simplify to

\[
\begin{align*}
\frac{S.E._{\text{TOT}}}{\pi \sigma R_0^3} & \approx \frac{2}{9} A^2 \left( 2 \ln \frac{3}{A} - \ln C - 2 \gamma - \frac{11}{6} \right) \quad \frac{P.E._{\text{TOT}}}{\pi \sigma R_0^3 B_0} \approx \frac{4}{3} Z + \frac{2 A^2}{9 C} , \\
\frac{K.E._{\text{TOT}}}{\pi \rho R_0^3} & \approx \frac{2}{3} \dot{Z}^2 + 2 \frac{C_{K0} A^2}{9} + \frac{\pi A^2}{9 C^{3/2}} \quad \frac{D_{\text{TOT}}}{\pi \mu R_0^3} \approx \frac{8 \pi A^2}{9 C^{1/2}} + \frac{16 C_{D0} A^2}{9} ,
\end{align*}
\]

with

\[
Z = -\frac{A}{3} \left( 2 \ln \frac{3}{A} - \ln C - 2 \gamma - \frac{5}{6} \right).
\]

We now express (B.6) and (B.7) in terms of \( Z \) instead of \( A \), employing the fact that for small \( A \), (B.8) can be rewritten as

\[
A = -\frac{3Z}{2 \ln (-1/Z) + \ldots}
\]

Assuming \( |Z| \ll 1 \) and keeping only the leading order contributions in each expression, we obtain

\[
\begin{align*}
\frac{S.E._{\text{TOT}}}{\pi \sigma R_0^3} & \approx \frac{Z^2}{\ln (\alpha/|Z|)} \quad \frac{P.E._{\text{TOT}}}{\pi \sigma R_0^3 B_0} \approx \frac{4}{3} Z , \\
\frac{K.E._{\text{TOT}}}{\pi \rho R_0^3} & \approx \frac{2}{3} \dot{Z}^2 + \frac{(2C_{K0} + \pi C^{-3/2}) \dot{Z}^2}{\ln^2 (\alpha/|Z|)} \quad \frac{D_{\text{TOT}}}{\pi \mu R_0^3} \approx \frac{(16 C_{D0} + 8 \pi C^{-1/2}) \dot{Z}^2}{\ln^2 (\alpha/|Z|)} .
\end{align*}
\]
Switching to the dimensionless time \( \tau = t/(\rho R_0^3/\sigma)^{1/2} \) and using (B.5), we derive the following equation of motion, keeping the leading order terms only:

\[
\frac{d^2 Z}{d\tau^2} \left[ 1 + \frac{3C_k + 1.5\pi C^{-3/2}}{\ln^2(\alpha/|Z|)} \right] + O(h) \frac{6\pi C^{-1/2} + 12C_D \rho}{\ln^2(\alpha/|Z|)} \frac{dZ}{d\tau} + \frac{3/2}{\ln(\alpha/|Z|)} Z = -Bo .
\]  

Equation (B.12) suggests that the impact of a drop on a quiescent bath can be approximated by a "logarithmic spring" model of the form

\[
\frac{d^2 Z}{d\tau^2} \left( 1 + \frac{c_3}{\ln^2(c_1/|Z|)} \right) + O(h) \frac{c_2(Oh)}{\ln^2(c_1/|Z|)} \frac{dZ}{d\tau} + \frac{3/2}{\ln(c_1/|Z|)} Z = -Bo ,
\]  

where \( c_1, c_2 \) and \( c_3 \) are constants to be determined. Replacing \( Bo \) in (B.13) by the effective Bond number \( Bo^*(\tau) = Bo \cdot (1 + \Gamma \sin \Omega \tau) \), we obtain the logarithmic spring model for a drop bouncing on a vibrating bath:

\[
\frac{d^2 Z}{d\tau^2} \left( 1 + \frac{c_3}{Q^2(Z)} \right) + O(h) \frac{c_2(\nu)}{Q(Z)} \frac{dZ}{d\tau} + \frac{3/2}{Q(Z)} Z = -Bo^*(\tau) ,
\]

where \( Q(Z) = \ln(c_1/|Z|) \).
Appendix C

Derivation of the equations for the bath interface shape

We here derive the equations governing the evolution of the radially symmetric disturbance on a liquid bath caused by the rebound of a liquid drop. Besides the assumption of radial symmetry, we approximate the excess pressure distribution (the difference between the local pressure and the atmospheric pressure) over the contact area between the drop and the bath (i.e. the area where the intervening air layer thickness is much smaller than the drop radius and the two liquid-air surfaces have almost the same profile) by a constant: \( p(r, t) = p(t) \). Nondimensionalizing using the drop radius \( R_0 \) and the characteristic drop oscillation frequency \( \omega_D = (\sigma/\rho R_0^3)^{1/2} \), we have

\[
\begin{align*}
    h &= h'/R_0, \quad r = r'/R_0, \quad \tau = t\omega_D, \quad Z = z/R_0, \quad k = k'R_0, \\
    h &= h(r, \tau), \quad r = r(\tau), \quad \tau = \tau, \quad Z = z, \quad k = k,
\end{align*}
\]

(C.1)

where \( h = h(r, \tau) \) is the bath surface height, \( r \) the distance from the axis of symmetry, \( \tau \) the dimensionless time, \( Z \) the drop vertical height and \( k \) the dimensionless wavenumber. Then the extra surface potential energy is given by

\[
\Delta S.E. = \sigma R_0^2 \int_0^\infty 2\pi r \left[ \sqrt{1 + h'^2(r)} - 1 \right] dr \approx \pi \sigma R_0^2 \int_0^\infty rh'^2(r)dr , \quad (C.2)
\]

provided that \( h'(r) \ll 1 \), where \( \sigma \) is the liquid surface tension. Similarly, the extra gravitational energy is given by

\[
\Delta P.E. = \rho g R_0^4 \int_0^\infty 2\pi r \frac{1}{2} h^2(r)dr = \pi \rho g R_0^4 \int_0^\infty rh^2(r)dr , \quad (C.3)
\]
where \( \rho \) is the liquid density and \( g \) the gravitational acceleration. Finally, the presence of the excess pressure above the contact area gives rise to a pressure potential energy

\[
\Delta P \cdot E_P = p(\tau)R_0^3 \int_0^w 2\pi rh(r)dr = 2\pi R_0^3 \rho(\tau) \int_0^w rh(r)dr ,
\]

where \( w \) is the dimensionless radius of the contact area. In order to proceed further, we need to convert the equations derived so far into ones involving the Hankel transform of the surface height. The Hankel transform \( H(k) \) of the surface height \( h(r) \) is defined as

\[
H(k) = \int_0^\infty h(r)J_0(kr)rdr \quad \text{so that} \quad h(r) = \int_0^\infty H(k)J_0(kr)kd\kappa ,
\]

where \( J_0(x) \) is the Bessel function of the first kind of order 0. The Plancherel theorem states that for two functions \( f(r), g(r) \) and their Hankel transforms \( F(k), G(k) \), the following relationship holds:

\[
\int_0^\infty f(r)g(r)rdr = \int_0^\infty F(k)G(k)kd\kappa .
\]

Using the Plancherel theorem, we can easily convert the equation (C.3) to

\[
\Delta P \cdot E_P = \pi gR_0^4 \int_0^\infty H^2(k)d\kappa .
\]

Substituting for \( h'(r) = -\int k^2 J_1(kr)H(k)d\kappa \) into (C.2) and using the closure equation \( \int_0^\infty xJ_1(ux)J_1(vx)dx = \delta(u - v)/u \), where \( \delta(x) \) is the Dirac delta function, we obtain

\[
\Delta S \cdot E_\cdot = \pi gR_0^2 \int_0^\infty H^2(k)k^2d\kappa .
\]

Finally, (C.4) can be rewritten as

\[
\Delta P \cdot E_P = 2\pi R_0^3 \rho(\tau) \int_0^\infty H(k)k \int_0^w J_0(kr)rdrd\kappa = 2\pi R_0^3 \rho(\tau) \int_0^\infty H(k)J_1(kw)d\kappa .
\]

C.0.1 Small viscosity

When the viscosity of the liquid is small, we can approximate the flow inside the bath by potential flow. The general axisymmetric solution to \( \nabla^2 \Phi = 0 \) in cylindrical
coordinates, which decays as $r \to \infty$, can be written as

$$\Phi(r, z, \tau) = \int_0^\infty \varphi(k, \tau) J_0(\kappa r) e^{ikz} k^2 dk . \quad (C.10)$$

The linearized kinematic boundary condition at the surface $R_0 \frac{\partial \Phi}{\partial z} |_{z=0} = u_z(x, 0, t) = \frac{1}{R_0} \frac{\partial \Phi}{\partial z} |_{z=0}$ implies

$$R_0^2 \int_0^\infty \hat{H}(k, \tau) J_0(kx) k^2 dk = \int_0^\infty \varphi(k, t) J_0(kx) k^2 dk , \quad (C.11)$$

and therefore $\varphi(k, t) = R_0^2 \hat{H}(k, \tau) / k$. Equation (C.10) can therefore be written

$$\Phi(r, z, \tau) = R_0^2 \int_0^\infty \hat{H}(k, \tau) J_0(kx) e^{ikz} dk . \quad (C.12)$$

The kinetic energy of the bath is given by

$$\frac{\mathcal{K.E.}}{\rho} = \frac{1}{2} \int_V \nabla \Phi \cdot \nabla \Phi \, dV = \frac{1}{2} \int_V \nabla \cdot (\Phi \nabla \Phi) \, dV = \frac{1}{2} \int_S \Phi \nabla \Phi \cdot dS = \frac{R_0}{2} \int_0^\infty \frac{\partial \Phi}{\partial \tau} 2\pi x dx = \pi R_0^2 \int_0^\infty \hat{H}^2(k, \tau) dk , \quad (C.13)$$

where we have used the Plancherel theorem again and approximated the direction of the surface normal vector as vertical. It can similarly be shown that the viscous dissipation in the bath is given by

$$\mathcal{D} = 8 \pi \mu R_0^3 \int_0^\infty \hat{H}^2(k, \tau) k^2 dk . \quad (C.14)$$

Then the equations of motion can be derived via the Euler-Lagrange equation with dissipation [41, 122, p.271]

$$\frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{\mathcal{H}}} + \frac{1}{2} \frac{\partial \mathcal{D}}{\partial \dot{\mathcal{H}}} = \frac{\partial \mathcal{L}}{\partial \mathcal{H}} , \quad (C.15)$$

where $\mathcal{L}$ is the Lagrangian, defined as

$$\mathcal{L} = \mathcal{K.E.} - \Delta \mathcal{S.E.} - \Delta \mathcal{P.E.} - \mathcal{P.E.}_p . \quad (C.16)$$
Substituting for $\mathcal{L}$ from (C.16) into (C.15), and using the expressions (C.7)-(C.9),(C.13)-(C.14) yields

$$\ddot{H} + 2\frac{\mu k^2}{\rho R_0^2} \dot{H} + \frac{\sigma}{\rho R_0^3} [k^3 + k\mathcal{B}_0] H + \frac{p w}{\sigma R_0^2} J_1(kw) = 0 \quad \text{(C.17)}$$

where $\mathcal{B}_0 = \rho g R_0^2 / \sigma$ is the Bond number. Going back to the dimensionless time $\tau = t \omega_D$, we obtain

$$H_{rr} + 2\mathcal{O}_h \cdot k^2 H_r + [k^3 + k\mathcal{B}_0] H + \frac{R_0 pw}{\sigma} J_1(kw) = 0 \quad \text{(C.18)}$$

with $\mathcal{O}_h = \mu / (\sigma \rho R_0)^{1/2}$ being the Ohnesorge number. The total reaction force $F_R$ acting on the bath, given by $F_R = R_0 \int_0^w 2\pi r p r dr = \pi w^2 R_0^2 p$, is the same force acting on the drop, so that $m\ddot{z} = F_R - mg$. Rewriting the last expression in terms of the dimensionless coordinates, we get $Z_{rr} = \frac{3}{4} R_0 w^2 p / \sigma - \mathcal{B}_0 \equiv F - \mathcal{B}_0$, and so (C.18) can be rewritten as

$$H_{rr} + 2\mathcal{O}_h \cdot k^2 H_r + [k^3 + k\mathcal{B}_0] H + \frac{4}{3} F \frac{J_1(kw)}{w} = 0 \quad \text{with } F = Z_{rr} + \mathcal{B}_0 \quad \text{(C.19)}$$

**C.0.2 Appreciable viscosity**

For appreciable viscosity, the fluid motion diverges significantly from potential flow near the surface and the method described above can no longer be applied. However, considerable accuracy can be maintained without sacrificing the simplicity of (C.19) by replacing $\mathcal{O}_h$ by a phenomenological or "effective" Ohnesorge number $\mathcal{O}_h^e$, so that the rates of decay predicted by this pseudo-linear model and the full analytic model coincide. Alternatively, one can try to match the experimentally observed decay rates, as was done by Eddi et al.[32]. To determine the value of $\mathcal{O}_h^e$ analytically, we follow Prosperetti[93] and match the principal decay rates of the surface waves with wavelength $k$ by replacing equation (C.19) with

$$A(k, \mathcal{O}_h, \mathcal{B}_0) H_{rr} + 2\mathcal{O}_h \cdot D(k, \mathcal{O}_h, \mathcal{B}_0) k^2 H_r + [k^3 + k\mathcal{B}_0] H + \frac{4}{3} F \frac{J_1(kw)}{w} = 0 \quad \text{(C.20)}$$

where the coefficients $A, D$ are chosen so that the roots of the equation

$$Ax^2 + 2a D x + 1 = 0 \quad \text{where } a = \frac{\mathcal{O}_h \cdot k^{3/2}}{(\mathcal{B}_0 + k^2)^{1/2}} \quad \text{(C.21)}$$
are the two roots with the largest real part of the polynomial equation
\[(x^2 + 2a)^2 + 1 = 16a^3(x + a)\]  \hspace{1cm} (C.22)

Then
\[\mathcal{O}h_e = \mathcal{O}h \cdot D\]  \hspace{1cm} (C.23)

It can be shown that \(D \to 2\) as \(\mu \to 0\), while \(D \to 1\) as \(\mu \to \infty\) [71]. On the other hand, \(A \to 1\) as \(\mu \to 0\) and remains close to 1 for \(\mathcal{O}h \cdot k^{1/2} < 0.3\). From now on we will thus approximate \(A\) by 1 and write \(\mathcal{O}h_e\) instead of \(\mathcal{O}h\).

When the bath is shaken vertically with frequency \(f\) and peak acceleration \(\Gamma g\), we need only replace \(Bo\) by an effective Bond number \(Bo^*\) which is now a function of time:
\[Bo^*(\tau) = Bo(1 + \Gamma \sin \Omega \tau)\]  \hspace{1cm} (C.24)

and represents the sum of gravity and fictitious forces in the non-inertial frame of reference fixed with the oscillating bath. Here \(\Omega = \omega/\omega_D = 2\pi f/\omega_D\) is the vibration number. Thus we arrive at the equation
\[H_{\tau \tau} + 2\mathcal{O}h_e k^2 H_\tau + [k^3 + kBo^*(\tau)] H = -\frac{4}{3} F \frac{J_1(wk)}{w}\]  \hspace{1cm} (C.25)

We are interested in the behaviour of the model for \(k\) near \(k_F\), the Faraday wavelength, which is defined by the dimensionless dispersion relation [see 69, p. 1121]
\[k_F^3 + Bo \cdot k_F = \frac{1}{4} \Omega^2\]  \hspace{1cm} (C.26)

particularly in the regime \(\Omega \lesssim 1\) where we observe walking. Since \(Bo \cdot k_F\) is positive, we have \(k_F \leq \left(\frac{1}{2}\right)^{2/3}\).

### C.0.3 Point force approximation

We seek to show that for the range of parameters explored in our experiments, \(wk_F\) is always small, so we can approximate the impact forcing by a point forcing. During rebound, the extra pressure in the intervening air layer beneath the contact area can be bounded below by half the capillary pressure \(\sigma/R_0\) [63]. The drop's change of momentum during impact is at most \(\Delta P \approx \frac{4}{3}\pi \rho R_0^3 v^2\), where \(v\) is the drop speed at impact. The rebound time is roughly \(t_C \approx 4(\rho R_0^3/\sigma)^{1/2}\) (see MBI, Fig. 8); thus, the typical force on the drop during rebound is \(F_R \approx \Delta P/t_C \approx (\rho R_0^3 \sigma)^{1/2} 2v\). Dividing
the typical reaction force by the lower bound on the pressure yields an upper bound on the typical contact area: \( \pi R_0^2 w^2 \leq 2 R_0^2 \text{We}^{1/2} \), where \( \text{We} = \rho R_0 v^2 / \sigma \) is the Weber number. Hence \( w^2 \leq 2 \text{We}^{1/2} / \pi \). For droplets bouncing periodically with the Faraday period (twice the driving period) we have \( Z (\tau + \frac{4\pi}{9}) = Z(\tau) \). The acceleration of the drop in flight is \( B_0 \) so the maximum dimensionless relative velocity is \( \text{We}_{\max}^{1/2} = B_0^{2\pi/9} \). Therefore, \( wk_F \leq [B_0^{2\pi/9} \frac{2}{3}]^{1/2} (\frac{9}{2})^{2/3} = (B_0)^{1/2} (\frac{9}{2})^{1/6} \).

Since \( J_1(x) = \frac{x^2}{2} - \frac{x^4}{16} + O(x^5) \), for \( \frac{x^4}{16} \ll 1 \) we can approximate \( J_1(x) \) by \( x^2 \). Thus we can write \( J_1(wk)/w = k/2 \), provided \( w^2 k^2/8 \leq 2B_0 (\frac{9}{2})^{1/3} \ll 1 \). Restricting ourselves to the region \( \Omega \leq 1 \), it follows that by using the point force approximation we commit a relative error of at most 2\( \Omega \) in estimating the forcing for each wavenumber. Typically, \( R_0 \approx 0.3 - 0.4 \text{ mm} \) (\( B_0 = 0.04 - 0.08 \)) leading to a relative error of at most 10 - 15\%. We note that this is likely an overestimate of the relative error, as the actual contact area and relative velocity of impact will both be significantly smaller than the upper bounds used.

C.0.4 Analysis of the standing waves for small viscosity

We shall henceforth use the point force approximation, bearing in mind that it might lead to an overestimate of the bath deformation for larger drops (\( R_0 > 0.4 \text{ mm} \)). Thus (C.26) simplifies to

\[
H_{\tau \tau} + 2 Oh_\varepsilon k^2 H_\tau + H \left(k^3 + k B_0^* (\tau)\right) = -\frac{2}{3} k F(\tau). \tag{C.27}
\]

We shall write \( \Upsilon(k) = Oh_\varepsilon(k) \cdot k^2 \) for simplicity and consider presently the case of no forcing (right-hand side of (C.27) equals zero), assuming \( Oh_\varepsilon \ll 1 \):

\[
H_{\tau \tau} + 2 \Upsilon H_\tau + H \left(k^3 + k B_0^* (\tau)\right) = 0. \tag{C.28}
\]

Making the substitution \( H(\tau) = \exp(-\Upsilon \tau) \mathcal{H}(\tau) \), we can convert (C.28) into the Mathieu equation and by applying Floquet's theorem we obtain the form of general solution of (C.28):

\[
H(\tau) = c_1 H_1(\tau) + c_2 H_2(\tau) = c_1 \exp(\beta \tau) \tilde{H}(\tau) + c_2 \exp((\beta - 2 \Upsilon \tau) \tau) \tilde{H}(\pi/\Omega - \tau), \tag{C.29}
\]

where \( \tilde{H}(\tau) \) is a periodic function with period \( 4\pi/\Omega \). Below the Faraday threshold, we may assume without loss of generality that \( \beta < \Upsilon < 0 \), so that \( H_2(\tau) \) decays faster than \( H_1(\tau) \). Thus, for large times, \( H_1(\tau) \) will dominate the behaviour of \( H(\tau) \). Now
we return to (C.27) and consider the Green’s function $G(r, \tau_0)$ for the forcing, defined as the solution of

$$G_{rr} + 2 \Upsilon G_r + G \left( k^3 + k Bo (1 + \Gamma \sin \Omega \tau) \right) = \delta(\tau - \tau_0) \quad \text{(C.30)}$$

We can write $G(\tau, \tau_0)$ as a linear combination of the two solutions of the homogeneous problem (C.28). Equation (C.30) implies that $G(\tau_0, \tau_0) = 0$ and $G_+(\tau, \tau_0) = 1$, from which we derive

$$G(\tau, \tau_0) = \frac{H_1(\tau)H_2(\tau_0) - H_2(\tau)H_1(\tau_0)}{H_1(\tau_0)H_2(\tau) - H_1(\tau)H_2(\tau_0)} \quad \text{(C.31)}$$

The denominator in (C.31) is the Wronskian $W(H_2, H_1)(\tau_0)$, which satisfies $W_r = -\Upsilon W$, implying $W(\tau_0) = \exp(-\Upsilon \tau_0)W(0)$. Using this identity and the forms of $H_1$ and $H_2$, we can express (C.31) as

$$G(\tau, \tau_0) = \frac{e^{-\beta(\tau-\tau_0)}\tilde{H}(\tau)\tilde{H}(\tau_0) - e^{(\beta-2\Upsilon)(\tau-\tau_0)}\tilde{H}(\tau_0)\tilde{H}(\tau_0)}{\tilde{H}_r(0)\tilde{H}(\tau_0) + \tilde{H}(0)\tilde{H}_r(\tau_0) - 2\tilde{H}(0)\tilde{H}(\tau_0)(\beta - \Upsilon)} \quad \text{(C.32)}$$

By neglecting the $H_2$ component of $G(\tau, \tau_0)$ for large times, when it has decayed sufficiently relative to $H_1$, we can approximate the solution to (C.27) as follows:

$$H(\tau) \approx \left[ \int -\frac{2}{3}kF(\tau')G_1(\tau')d\tau' \right] e^{-\beta \tau} \tilde{H}(\tau),$$

where $G_1(u) = \frac{\exp(\beta u)\tilde{H}(\tau_0) - u}{\tilde{H}_r(0)\tilde{H}(\tau_0) + \tilde{H}(0)\tilde{H}_r(\tau_0) + 2(\beta - \Upsilon)\tilde{H}(0)\tilde{H}(\tau_0)} \quad \text{(C.33)}$

In order to proceed, we need to determine the periodic function $\tilde{H}(\tau)$. We decompose $\tilde{H}(\tau)$ into its Fourier components, starting with the sub-harmonic component with angular frequency $\Omega/2$:

$$H(\tau) = e^{\beta \tau} \sum_{n=-\infty}^{\infty} \hat{H}_n \cdot e^{i \Omega \frac{n}{2} \tau} \quad \text{(C.34)}$$

Substituting this form into (C.28) yields

$$\hat{H}_n \left[ k^3 + k Bo - \frac{n^2}{4} \Omega^2 + 2 \Upsilon \beta + \beta^2 + i(\beta \Omega n + \Upsilon \Omega n) \right] - \frac{i}{2}k Bo \Gamma \left[ \hat{H}_{n-2} - \hat{H}_{n+2} \right] = 0 \quad \text{(C.35)}$$

This recurrence relation along with the reality condition $\hat{H}_n = \hat{H}_{-n}^*$ and smoothness of $H(t)$, $\lim_{n \to -\infty} |n\hat{H}_n| = 0$, allows one to obtain the complete Fourier series of $\tilde{H}(\tau)$,
involving two multiplicative constants (one for the odd terms, the other for the even terms), which are determined from the initial conditions. The growth rate $\beta$ depends on $\Gamma$, corresponding to the amplitude of the bath oscillation; for $\Gamma < \Gamma_F$, $\beta < 0$ and $H(\tau)$ decays exponentially in time, while for $\Gamma > \Gamma_F$, $\beta > 0$ and $H(\tau)$ grows exponentially. $\Gamma_F$ denotes the Faraday threshold, and we will be interested in the behaviour of $H(\tau)$ for $\Gamma$ near $\Gamma_F$. Since $\beta = 0$ for $\Gamma = \Gamma_F$, $\beta$ must be small for $\Gamma$ near $\Gamma_F$. Finally, the value of the Faraday threshold depends strongly on the wavenumber $k$. We are interested in the wavenumbers $k$ near $k_C$, the critical wavenumber where $\Gamma_F(k)$ achieves a global minimum. Assuming that for small damping ($O h_e \ll 1$) the function $H(\tau)$ is nearly sinusoidal, so that the terms $\hat{H}_{\pm 1}$ dominate all others, we obtain

$$\hat{H}_1 \left[ k^3 + kB_0 - \frac{\Omega^2}{4} + 2\gamma \beta + i(\beta \Omega + \gamma \Omega) \right] - \frac{i}{2}kB_0 \Gamma \hat{H}_1^* = 0 .$$  \hspace{1cm} (C.36)$$

Writing $\hat{H}_1 = |\hat{H}_1| \cdot e^{i\theta}$ and considering the real and imaginary parts separately, we obtain

$$k^3 + kB_0 - \frac{\Omega^2}{4} + 2\gamma \beta = \frac{1}{2}kB_0 \Gamma \sin(2\theta) , \hspace{1cm} \beta \Omega + \gamma \Omega = \frac{1}{2}kB_0 \Gamma \cos(2\theta) . \hspace{1cm} (C.37)$$

When $O h_e = 0$, $\Gamma_F = 0$, and $k_C = k_F$; therefore, we expect $k_C \approx k_F$ when $O h_e$ is small. Then, we assume $|\beta| \ll 1$, write $k = k_F(1 + \delta k)$ with $\delta k \ll 1$, and expand in powers of $\delta k$ to obtain

$$\frac{\sin 2\theta}{2} = \frac{3k_F^2 + B_0 k}{\Gamma \Gamma} \delta k + O((\delta k)^2) + O(\beta) , \hspace{1cm} \beta = -\gamma + \frac{kB_0 \Gamma}{2\Omega} \cos 2\theta . \hspace{1cm} (C.38)$$

Assuming $\theta \ll 1$ so that $\frac{1}{2} \sin 2\theta \approx \theta$, we can write $\cos 2\theta = 1 - 2\theta^2$ and substitute for $\theta$ from (C.38) to deduce

$$\beta = -\gamma + \frac{B_0 k}{\Gamma \Gamma} \left( 1 - \frac{2(3k_F^2 + B_0)^2(k - k_F)^2}{\Gamma^2 B_0 k_F^2} \right) . \hspace{1cm} (C.39)$$

Setting $\beta = 0$, solving for $\Gamma_F$ and minimizing with respect to $k$ yields

$$k_C \approx k_F \left( 1 - \epsilon^2 \right) \hspace{1cm} \text{and} \hspace{1cm} \Gamma_F \approx \frac{2Oh_e \Omega k_F}{B_0} \left( 1 - \frac{1}{2} \epsilon^2 \right) = 2\epsilon \left( 1 + \frac{3k_F^2}{B_0} \right) \left( 1 - \frac{1}{2} \epsilon^2 \right) , \hspace{1cm} (C.40)$$

where $\epsilon = \frac{Oh_e \Omega k_F}{3k_F^2 + B_0} . \hspace{1cm} (C.41)
so that
\[ \beta \approx \mathcal{O} h_{e} k_{C}^{2} \left( \frac{\Gamma}{\Gamma_{F}} - 1 \right) - \frac{\mathcal{O} h_{e}}{2\epsilon^{2}} (1 + 2\epsilon^{2}) (k - k_{C})^{2} \]  
(C.42)

and
\[ \theta \approx -\frac{\epsilon}{2} + \frac{k - k_{C}}{2\epsilon k_{F}} . \]  
(C.43)

The long-term behavior of \( H(k, \tau) \) is thus given by
\[ H(k, \tau) \approx A(k)e^{\beta(k)\tau} \cos \left( \frac{\Omega}{2}\tau - \frac{\epsilon}{2} + \frac{k - k_{C}}{2\epsilon k_{F}} \right) . \]  
(C.44)

In order to simplify the subsequent formulae, we introduce the decay time \( \tau_{D} \) by writing
\[ \beta(k) = (\Gamma/\Gamma_{F} - 1) \frac{1}{\tau_{D}} - \beta_{1}(k - k_{C})^{2} . \]  
(C.45)

By comparison with (C.42) we have
\[ \tau_{D} \approx (\mathcal{O} h_{e} k_{C}^{2})^{-1} , \quad \beta_{1} \approx \frac{\mathcal{O} h_{e}}{2\epsilon^{2}} (1 + 2\epsilon^{2}) . \]  
(C.46)

We henceforth assume that \( \Gamma < \Gamma_{F} \), so \( \beta(k) < 0 \). When \( \beta_{1}\tau k_{C}^{2} \gg 1 \), \( \beta(k) \) has a sharp maximum at \( k_{C} \) and we can use Laplace’s method:
\[ h(r, \tau) = \int_{0}^{\infty} H(k, \tau)J_{0}(kr)kd\kappa \approx \cos \frac{\Omega_{\tau}}{2} \exp \left\{ \left( \frac{\Gamma}{\Gamma_{F}} - 1 \right) \frac{\tau}{\tau_{D}} \right\} \int_{0}^{\infty} A(k)e^{-\beta_{1}(k - k_{C})^{2}} \cos \frac{k - k_{C}}{2\epsilon k_{F}} J_{0}(kr)kd\kappa \approx \cos \frac{\Omega_{\tau}}{2} A(k_{C}) \exp \left\{ (\Gamma/\Gamma_{F} - 1) \tau/\tau_{D} \right\} \frac{1}{\beta_{1}^{2}} J_{0}(k_{C}r)k_{C} \left[ 1 + O \left( \frac{r^{2}}{4\beta_{1}^{2}} \right) \right] . \]  
(C.47)

Here we have used the identity \( \int_{0}^{\infty} \exp (-ax^{2}) \cos bx dx = \exp (-b^{2}/4a) \sqrt{\pi/a} \). Therefore, within a certain radius \( r(\tau) \sim \sqrt{\beta_{1}^{2}} \), the surface height can be approximated by a standing wave with a radial profile prescribed by a Bessel function. We assume that the drop is within this radius as measured from all the previous impacts for which the corresponding standing wave has not yet decayed sufficiently to be negligible. This condition sets an upper bound on the allowable horizontal speed \( |dx/d\tau|^{2} < 2\beta_{1} (1 - \Gamma/\Gamma_{F}) /\tau_{D} \). In order to approximate the wave amplitude \( A(k_{C}) \), we use \( \hat{H}(\tau) \approx \cos (\Omega_{\tau}/2) \) in (C.33) to obtain
\[ G_{1}(u) \approx -\frac{2}{\Omega} \sin \frac{\Omega u}{2} . \]  
(C.48)
Substitution of (C.48) into (C.33) and (C.47) yields
\[
h(r, \tau) \approx \frac{4k_C^2}{3\Omega} \sqrt{\frac{\pi}{\beta_1 \tau}} \cos \frac{\Omega \tau}{2} \left[ \int F(u) \sin \frac{\Omega u}{2} \, du \right] \exp \left\{ \left( \frac{\Gamma}{\Gamma_F - 1} \right) \tau / \tau_D \right\} \exp \left\{ \frac{1}{16\epsilon^2 k_F^2 \beta_1 \tau} \right\} J_0(k_C \tau) .
\]
(C.49)

When \( 16\epsilon^2 k_F^2 \beta_1 \tau \gg 1 \), \( \exp \left\{ \frac{1}{16\epsilon^2 k_F^2 \beta_1 \tau} \right\} \approx 1 \) and by using (C.46) we can approximate (C.49) as
\[
h(r, \tau) \approx A \cos \frac{\Omega \tau}{2} \exp \left\{ \left( \frac{\Gamma}{\Gamma_F - 1} \right) \tau / \tau_D \right\} \tau^{-1/2} J_0(k_C \tau) ,
\]
(C.50)

where
\[
A = \frac{4\sqrt{2\pi} k_C^2 k_F \Omega h_e^{1/2}}{3} \left[ \int F(u) \sin \frac{\Omega u}{2} \, du \right] .
\]

The approximation (C.50) is valid when \( 16\epsilon^2 \beta_1 \tau k_F^2 \gg 1 \) and \( \beta_1 \tau k_F^2 \gg 1 \). We are interested in the bath distortion only insofar as it affects the drop dynamics; therefore, the earliest time after the initial disturbance at which we need use the approximation is on the next impact, a Faraday period later (assuming the drop is in the \((2, 1)^2\) mode). We thus require that \( 16\epsilon^2 \beta_1 \tau_F k_F^2 \gg 1 \) and \( \beta_1 \tau_F k_F^2 \gg 1 \). Employing the lower bound \( k_F > (\Omega/2)^{3/2} \) following from the definition of \( k_F \) (C.26), together with (C.46), the two conditions are met provided
\[
0.014 \approx (2\pi^{1/3})^{-4} \ll \left( \frac{k_F^3 f}{\rho \sigma^2} \right)^{1/3} \ll \frac{9}{8} \pi^{2/3} \approx 2.4 .
\]
(C.51)

For \( \nu = 20 \text{ cS} \) and \( 50 \text{ Hz} \leq f \leq 100 \text{ Hz} \), we obtain values between 0.09 and 0.12, while for \( \nu = 50 \text{ cS} \) and \( 40 \text{ Hz} \leq f \leq 80 \text{ Hz} \), we obtain values between 0.22 and 0.28. For lower viscosities, the lower bound is violated, while for higher viscosities, the upper bound is violated. In those cases, the approximation (C.50) becomes accurate only after multiple Faraday periods have elapsed since impact and higher order terms in the Laplace approximation (C.47) need to be included to achieve sufficient accuracy for all drop impacts. Nevertheless, for our purposes, the leading-order approximation (C.50) will suffice.

### C.0.5 Numerical simulation

The approximations to the critical wavenumber \( k_C \), Faraday threshold \( \Gamma_F \) and the decay time \( \tau_D \), given by the formulae (C.40) (C.41) and (C.46), respectively, are only valid in the limit \( \epsilon \ll 1 \), where \( \epsilon = \Theta h_{\epsilon} \Omega k_F / (3k_F^2 + Bo) \). As the values of these parameters play a crucial role in the evolution of the standing waves near the Faraday...
Figure C-1: Comparison between the full numerical model and the long-term approximation (C.52). The bath surface is forced at time $t = t_{imp}$ and then evolved freely, and the amplitude of the standing wave $A(t) = h(0, t)$ is recorded, as computed by a full numerical scheme solving (C.27) ($A_{num}$) and as given by (C.52) ($A_{th}$). The average ratio $A_{num}/A_{th}$ over $T_F \leq t \leq 6T_F$ (▲) and over $T_F \leq t \leq 10T_F$ (▼) is shown as a function of $t_{imp}$, for different combinations of oil viscosity and driving frequency: (a) $\nu = 10$ cS and $f = 100$ Hz, (b) $\nu = 20$ cS and $f = 80$ Hz, (c) $\nu = 20$ cS and $f = 50$ cS and (d) $\nu = 100$ cS and $f = 40$ Hz. The ratio tends to 1 for large times, except near $t_{imp} \approx \frac{n}{2} T_F$, when $G_1(t_{imp}) \approx 0$ and other wavenumbers contribute to the overall amplitude beside the region near $k_F$. 
Table C.1: Comparison of some of the critical parameters describing the standing wave evolution, as calculated numerically and given by the theoretical approximations (C.40), (C.46), for the combinations of oil viscosity $\nu$ and driving frequency $f$ at which walking occurs. These are the Faraday threshold $r_F = \gamma_F/g$, the ratio of the most unstable wavenumber $k_c$ to the Faraday wavenumber $k_F$, the ratio of the Faraday period $\tau_F$ to the decay time $\tau_D$ and the parameter $\beta_1 k_F^2 \tau_F$, which describes the increase of the decay rate of $H(k)$ as $k$ moves away from $k_C$. The parameter $\epsilon$, defined in (C.41), was assumed small in our theoretical analysis. We observe a good match for small $\nu$, which gradually worsens as $\nu$ (and thus also $\epsilon$) increases. The error is of order $\epsilon^2$.

<table>
<thead>
<tr>
<th>$\nu$ [cS]</th>
<th>$f$ [Hz]</th>
<th>$\epsilon$</th>
<th>$\Gamma_F$</th>
<th>$k_C/k_F$</th>
<th>$\tau_F/\tau_D$</th>
<th>$\beta_1 k_F^2 \tau_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
<td>0.097</td>
<td>3.324</td>
<td>0.991</td>
<td>0.804</td>
<td>44.35</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>0.102</td>
<td>4.526</td>
<td>0.990</td>
<td>0.868</td>
<td>43.07</td>
</tr>
<tr>
<td>20</td>
<td>60</td>
<td>0.156</td>
<td>2.562</td>
<td>0.976</td>
<td>1.126</td>
<td>25.60</td>
</tr>
<tr>
<td>20</td>
<td>80</td>
<td>0.170</td>
<td>4.220</td>
<td>0.971</td>
<td>1.303</td>
<td>25.32</td>
</tr>
<tr>
<td>20</td>
<td>90</td>
<td>0.176</td>
<td>5.159</td>
<td>0.969</td>
<td>1.373</td>
<td>25.08</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>0.311</td>
<td>2.707</td>
<td>0.903</td>
<td>1.664</td>
<td>12.59</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.335</td>
<td>4.028</td>
<td>0.888</td>
<td>1.893</td>
<td>13.12</td>
</tr>
<tr>
<td>50</td>
<td>60</td>
<td>0.353</td>
<td>5.514</td>
<td>0.875</td>
<td>2.056</td>
<td>13.45</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>0.563</td>
<td>4.334</td>
<td>0.683</td>
<td>1.721</td>
<td>9.51</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.597</td>
<td>6.251</td>
<td>0.644</td>
<td>1.775</td>
<td>10.29</td>
</tr>
<tr>
<td>50 50</td>
<td>40 40</td>
<td>0.335</td>
<td>5.586</td>
<td>0.875</td>
<td>2.056</td>
<td>13.45</td>
</tr>
<tr>
<td>50 50</td>
<td>60 60</td>
<td>0.353</td>
<td>5.514</td>
<td>0.875</td>
<td>2.056</td>
<td>13.45</td>
</tr>
<tr>
<td>100 50</td>
<td>40 50</td>
<td>0.563</td>
<td>4.334</td>
<td>0.683</td>
<td>1.721</td>
<td>9.51</td>
</tr>
<tr>
<td>100 50</td>
<td>60 60</td>
<td>0.597</td>
<td>6.251</td>
<td>0.644</td>
<td>1.775</td>
<td>10.29</td>
</tr>
</tbody>
</table>

In our analytic treatment of the standing wave evolution, we have approximated the time-periodic part $\tilde{H}(\tau) = \sum_{n=-\infty}^{\infty} \hat{H}_n \exp(i\Omega n \tau/2)$ of the Hankel transform of the surface height by its first Fourier component: $\tilde{H}(\tau) \approx \sum_{n=1}^{1} \hat{H}_n \exp(i\Omega n \tau/2) = \cos\left(\frac{\Omega T}{2} + \theta\right) (\hat{H}_{2m} = 0$ for the sub-harmonic mode). When the viscosity is appreciable, accurate representation of the time-periodicity requires inclusion of the next Fourier threshold, in order to achieve a better match with experiments for larger values of $\epsilon$ (e.g. when $\nu = 50$ cS), we calculate them numerically. Starting from the recurrence relation (C.35), the conditions $\hat{H}_n = \hat{H}_{*-n}$ and $\lim_{n \to \infty} n \hat{H}_n = 0$ yield a unique solution for $\Gamma$, given $\beta$. The solution can be found by choosing arbitrary values of $\hat{H}_N$ and $\hat{H}_{N-2}$ for some large odd $N$, then working backwards using the recurrence relation and finally rescaling all terms in order to satisfy the reality condition $\hat{H}_n = \hat{H}_{*-n}$. Choosing $N > 15$ usually suffices to achieve 10-digit accuracy in $\Gamma$. Thus, given $k$ and $\beta$, we can find the corresponding $\Gamma$. Setting $\beta = 0$ gives us $\Gamma_F(k)$, and minimizing with respect to $k$ yields $k_C$ and $\Gamma_F$. In order to obtain $\tau_D$, we need only calculate $\Gamma'$ corresponding to some small $\beta$ and then use the relation $\tau_D = (\Gamma'/\Gamma_F - 1)/\beta$. Table C.1 compares the values obtained analytically and numerically.
modes $\hat{H}_{\pm 3}$. Therefore, the approximation to the standing wave evolution, which will be used in the numerical model, is given by (compare with (C.50)):

$$h(r, \tau) \approx \frac{4\sqrt{2\pi} k_c^2 k_F \Omega h_{1/2}^l}{3k_F^2 + \mathcal{B}_0} \left[ \int F(u)G_1(u)du \right] \frac{\hat{H}(\tau)}{\sqrt{\tau}} \exp \left\{ \left( \frac{\tau}{\tau_D} - 1 \right) \frac{\tau}{\tau_D} \right\} J_0(k_C r),$$

where

$$\hat{H}(\tau) = \sum_{n=-2}^{1} \hat{H}_{2n+1} \exp \left\{ i\Omega(n + 1/2)\tau \right\},$$

and $G_1(u)$ is given by (C.33) with $\beta = 0$. The values of $\hat{H}_{2n+1}$ are obtained by solving the recurrence relation (C.35) with $\beta = 0$, $k = k_C$ and subject to the conditions $\hat{H}_n = \hat{H}^*_{-n}$, $\lim_{|n| \to \infty} |n\hat{H}_n| = 0$ and $|\hat{H}_1| = 1$. We illustrate the accuracy of the approximation (C.52) in Fig. 4-6, where it is compared to a full numerical simulation of the bath deformation. The full numerical solution was obtained by solving (C.27) for $k_n = n\delta k$ with $\delta k = 0.001$ and $1 \leq n \leq 2000$ and approximating $h(r, t) \approx \sum_{n=1}^{2000} H(k_n, \tau)J_0(k_n r)k_n\delta k$. We observe a good match between the full numerical solution and the approximation (C.52) for both viscosities.
Appendix D

Shearing in the Intervening Air Layer

When the thickness of the air layer separating the drop and the bath decreases to a value much smaller than the drop radius, the infinite space assumption used to calculate the air drag acting on the drop breaks down and we describe this part of the droplet motion as contact. However, due to the air viscosity resisting the drainage of the intervening air layer, the two liquid-gas surfaces never join. The film drainage problem is an interesting one and has been studied, among others, by Hartland [60, 61, 64, 62, 63, 66, 65], Jones & Wilson [68], or more recently by Gopinath & Koch [53]. The scenario most accessible to theoretical analysis is the limit $\text{We} \ll 1$, i.e. slowly approaching or settling drops, when the pressure distribution in the drop over the contact area can be assumed constant. Even then the intervening layer thickness, as a function of the distance from the axis of symmetry, is given by a complicated system of differential equations and has to be solved numerically; in the case of $\text{We} \sim O(1)$ any fast numerical solution for the air layer profile is unlikely to exist. At the same time, knowledge of the profile is crucial to calculating the drag on the drop as the tangential stress in the air layer is inversely proportional to its thickness. In general, the intervening air layer thickness is almost constant over the "contact area", being thickest in the center and then slowly thinning with increasing radial distance from the axis of symmetry. At the edge of the contact area the air layer thickness sharply decreases to its minimal value before rapidly increasing outside of the contact area [68].

We shall use the simplest possible model of the air layer, in order to obtain an order of magnitude value for the total drag on the sphere. We will assume constant thickness over the entire contact area and use no-slip boundary condition on each
surface. Moreover, we assume that the horizontal drop speed is small enough that the distortion of the drop and bath can be assumed radially symmetric at the leading order and that the vertical speed of impact is small enough that the contact area can be assumed horizontal. While the first assumption is generally satisfied for walking drops, the second is violated when $We \gtrsim 1$, as is the case for $f \leq 60$ Hz and $\Omega \approx 1$. The significant distortion of the bath then results in a more efficient transfer of the momentum from the drop to the bath and thus a higher total drag.

Let us assume that the drop is separated from the bath by a thin air layer of constant thickness $s$ over a circular contact area with radius $L$. When the drop is moving vertically, the situation is radially symmetric. Moreover, assuming $s \ll L$, the lubrication approximation results in the air pressure being independent of the vertical position inside the gap to leading order, and the air velocity being horizontal. On the other hand, if the drop was moving horizontally with speed $V$, no-slip boundary conditions for the air velocity in the gap, with $u(x) = 0$ at the lower boundary and $u(x) = Ve_z$ at the upper boundary, would result in the air speed increasing linearly in the vertical direction from 0 to $V$. Then the total tangential drag force on the drop would be simply

$$F_D = \int \mu_a \frac{V}{s} dS = \pi L^2 \mu_a \frac{V}{s} , \quad (D.1)$$

where $\mu_a$ is the viscosity of air. Since during the impact of a walking drop the drop velocity is nearly vertical, we will assume that its small horizontal component $V$ has a negligible impact on the intervening layer drainage and thus the thickness $s$ can be calculated by assuming purely vertical drop motion. Once we obtain the thickness $s$ we calculate the drag $F_D$ from (D.1).

Therefore we now consider a vertical drop impact, use cylindrical coordinate system such that the bath surface is at $z = 0$, while the lower drop boundary is at $z = s(t)$ for $0 \leq r \leq L(t)$. From the radial symmetry of the situation and the lubrication approximation, the air velocity inside the gap is purely radial: $u(x) = u_r(r, z)e_r$. Neglecting any circulation in either of the liquids, we impose no-slip boundary conditions $u_r(r, 0) = 0$, $u_r(r, s(t)) = 0$. Neglecting the air inertia, we have

$$-\frac{\partial p}{\partial r} + \mu_a \frac{\partial^2 u_r}{\partial z^2} = 0 . \quad (D.2)$$

Solving (D.2) subject to the boundary conditions given above yields

$$u_r(r, t) = \frac{1}{2\mu_a} \frac{\partial p(r, t)}{\partial r} z(z - s(t)) . \quad (D.3)$$
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Conservation of mass requires

\[ 2\pi r \int_0^r u_r(z) dz = \int_0^r 2\pi r' \frac{\partial s}{\partial t'} dr'. \]  

(D.4)

Substituting for \( u_r(z) \) from (D.3) we obtain

\[ \frac{\partial p(r, t)}{\partial r} = 6\mu_a r \frac{s}{s^3} \]  

(D.5)

Solving (D.5) subject to the normalizing condition \( p(L, t) = 0 \) we obtain

\[ p(r, t) = 3\mu_a \frac{s}{s^3} (r^2 - L^2) \]  

(D.6)

The total normal reaction force on the drop is then obtained by integrating (D.6) over the contact area. We obtain

\[ F_R = -\frac{3}{2} \pi \mu_a L^4 \frac{ds/ dt}{s^3} . \]  

(D.7)

A more detailed calculation, taking into account also the air flow just outside the contact area, would yield

\[ F_R = -\frac{3}{2} \pi \mu_a L^4 \frac{ds/ dt}{s^3} \left[ 1 + \frac{3\pi}{4} \epsilon + 3\epsilon^2 + \frac{3\pi}{4} \epsilon^3 + \epsilon^4 \right] \text{ where } \epsilon = \sqrt{2R_0 s/L} . \]  

(D.8)

Once we determine the evolution of contact area size \( L(t) \), we can then calculate \( s(t) \) by solving (D.7) or (D.8) with appropriate initial conditions and using the reaction force \( F_R(t) \) obtained from our model of vertical dynamics. There are two ways in which one get eliminate \( L(t) \) from the differential equations above:

(A) We can use the low \( \text{We} \) approximation to the contact area, assuming that the pressure inside the drop is roughly \( 2\sigma/R_0 \) (capillary pressure), while the pressure in the bath just below the contact area is roughly zero (discounting atmospheric pressure contribution from both terms), so the pressure inside the intervening air layer will be roughly \( \sigma/R_0 \). Then the reaction force can be obtained by integrating this pressure over the contact area:

\[ F_R = \pi L^2 \sigma/R_0 , \]  

(D.9)

from which we can deduce \( L \) once \( F_R \) is known. We will further approximate the equation (D.8) to

\[ F_R = -\frac{3}{2} \pi \mu_a L^4 \frac{ds/ dt}{s^3} \left[ 1 + \frac{4R_0^2 s^2}{L^4} \right] , \]  

(D.10)
which is a good approximation to (D.8) both in the limit $\epsilon \ll 1$ and $\epsilon \gg 1$, where $\epsilon = \sqrt{2R_0 s/L}$. Substituting for $L$ from (D.9) into (D.10) and reverting to our dimensionless coordinates, we obtain

$$\frac{dS/d\tau}{S^3} = -\frac{2F}{Oh_a (4F^2 + 9S^2)}, \quad (D.11)$$

where $S = s/R_0$ is the dimensionless air layer thickness, $Oh_a = \mu_a/(\rho \sigma R_0)^{1/2}$ the air Ohnesorge number and $F(\tau) = Z_{rr}(\tau) + Bo^*(\tau)$ is the dimensionless reaction force acting on the drop. The dimensionless form of (D.1) then reads, after substituting for $L$ from (D.9):

$$\bar{F}_D = \frac{Oh_a F_X}{S}. \quad (D.12)$$

**(B)** A cruder approximation, leading to somewhat simpler model, is given by assuming $L$ constant in (D.7). We integrate (D.7) assuming the beginning of impact at $t = 0$ and $s(0) = \infty$, giving

$$-\frac{1}{2s^2(t)} = -\frac{2}{3\pi \mu_a L^4} \int_0^t F_R(t')dt'. \quad (D.13)$$

Substituting for $1/s(t)$ from (D.13) into (D.1), we obtain

$$F_D = \left(\frac{4}{3\pi \mu_a}\right)^{1/2} \left[\int_0^t F_R(t')dt'\right]^{1/2} V, \quad (D.14)$$

which in the dimensionless form reads

$$\bar{F}_D = -Oh_a^{1/2} \left[\int_0^\tau F(\tau')d\tau'\right]^{1/2} X_{\tau}. \quad (D.15)$$

Assuming a sinusoidal dependence of $F$ on time $F(\tau) = F_{\text{max}} \sin((\pi \tau/\tau_C))$, where $\tau_C$ is the contact time, we have $\int_0^\tau F(\tau')d\tau' = F_{\text{max}} \frac{\tau_C}{\pi} \left(1 - \cos \frac{\pi \tau}{\tau_C}\right) = F_{\text{max}} \frac{2\tau_C}{\pi} \sin^2 \frac{\pi \tau}{2\tau_C}$. Therefore the total loss of horizontal momentum (assuming it is small relative to the total horizontal momentum, so that $X_{\tau}$ stays roughly the same during contact) is $\int_0^{\tau_C} \bar{F}_D(\tau')d\tau' = \left[\frac{2}{\pi} F_{\text{max}} \tau_C Oh_a\right]^{1/2} X_{\tau} \int_0^{\tau_C} \sin \frac{\pi \tau}{2\tau_C} d\tau'$. When the droplet is bouncing with the Faraday period, we must have $\int_0^{\tau_C} F(\tau')d\tau' = Bo \psi F = Bo \frac{4\pi}{\Omega}$, from which we get $\frac{2}{\pi} \tau_C F_{\text{max}} = Bo \frac{4\pi}{\Omega}$. Thus

$$\int_0^{\tau_C} \bar{F}_D(\tau')d\tau' = \frac{2}{\pi} \left[\frac{4\pi Oh_a Bo}{\Omega}\right]^{1/2} \tau_C X_{\tau} = \left[\frac{2\mu_a g}{\sigma f}\right]^{1/2} \frac{2}{\pi} \tau_C X_{\tau}. \quad (D.16)$$
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Therefore, under this approximation, the loss of horizontal momentum grows linearly with the contact time and we can therefore achieve the same effect by having a dimensionless force $\bar{F}_D = \left[ \frac{2 \mu \rho \Delta}{\sigma_f} \right]^{1/2} \frac{2}{\pi} X_r$ act on the drop whenever it is in contact with the bath.
Appendix E

Walker Motion along a Line in a Central Force: the 1-dimensional Simple Harmonic Oscillator

E.1 Background

We here consider the motion of a walker along a line in a linear central force, which provides the simplest way to confine the drop’s motion. We proceed by simplifying the trajectory equation (4.25), in order to describe motion in 1 dimension, and investigate the regime diagram of the drop’s motion in the high memory limit. We observe several types of qualitatively different behaviour depending on the two remaining free parameters. The most prevalent of these is the ground state, where the drop executes a periodic motion with amplitude equal to a quarter of the Faraday wavelength, and the unbounded solution, where despite the action of the central force the drop’s position diverges to infinity with increasing time. In between these two extreme dynamical limits, the drop movement is typically chaotic, with occasional windows of periodicity. We investigate the dependence of the distribution function on the system parameters. Surprisingly, the average kinetic energy of the drop is independent of the central force strength and is found to be exactly equal to its free space value. We examine analytically the threshold above which the unbounded solutions exist, showing that it too is independent of the strength of the central force. Finally, we discuss the variety of new questions that this introductory examination has posed and outline the directions of future research in this area.
E.2 Equations of Motion and Walking Threshold

Consider a walker constrained to move along a line in the presence of a central force of the form \( F(x) = -kx \). The trajectory equation (4.25) is readily generalizable to this case:

\[
m\ddot{x} + D\dot{x} + kx = -mg\nabla\bar{h}(x, t) ,
\]

(E.1)

where \( m \) is the mass of the drop, \( D \) the effective drag on the drop, \( g \) the gravitational acceleration and \( \bar{h} \) is the effective height of the surface waves created by all the previous drop impacts:

\[
\bar{h}(x, t) = A \sum_{i=0}^{n-1} e^{(i-n)/\mathcal{M}e} J_0(k_F|x(t) - x_i|) .
\]

(E.2)

Here, as before, \( J_0(x) \) is the Bessel function of the first kind and zero order. We now consider a similar scenario in 1-dimensional space, where the standing wave created by the drop impact has the spatial form of a sinusoid rather than a Bessel function. For the sake of simplicity, we approximate the temporal damping of the waves as being purely exponential. Then the equations (E.1-E.2) take the form

\[
m\ddot{x} + D\dot{x} + kx = -mg \frac{d}{dx} \sum_{i=0}^{n-1} e^{(i-n)/\mathcal{M}e} \cos [k_F(x(t) - x_i)]
\]

\[
\approx \frac{mgAk_F}{T_F} \int_0^t e^{(s-t)/\mathcal{M}e} \sin [k_F(x(t) - x(s))] ds .
\]

(E.3)

Here, as before, the memory parameter \( \mathcal{M}e \), as defined in (4.23), denotes the number of previous drop impacts that significantly contribute to the total wavefield. Now by rescaling \( x \) and \( t \) such that \( x = x'/k_F, t = mt'/D, k' = km/D^2, A' = Agk_F^2m^3/D^3T_F \) and then dropping the primes, we can transform (E.3) into the form

\[
\dot{x} + D\dot{x} + kx = A \int_0^t e^{(s-t)/\mathcal{M}e} \sin (x(t) - x(s)) ds .
\]

(E.4)

By splitting \( \sin (x(t) - x(s)) = \sin x(t) \cos x(s) - \sin x(s) \cos x(t) \), and writing

\[
I_1(t) := \int_0^t e^{(s-t)/\mathcal{M}e} \cos x(s) ds
\]

(E.5a)

\[
I_2(t) := \int_0^t e^{(s-t)/\mathcal{M}e} \sin x(s) ds ,
\]

(E.5b)
we arrive at the equivalent description of the motion in terms of a system of ODEs:

\[ \ddot{x} + \dot{x} + kx = A [I_1 \sin x - I_2 \cos x] \quad (E.6a) \\
\dot{I}_1 = -\frac{1}{M_e} I_1 + \cos x \quad (E.6b) \\
\dot{I}_2 = -\frac{1}{M_e} I_2 + \sin x \quad (E.6c) \]

There are thus 3 parameters we can vary, the memory \( M_e \), force strength \( k \) and wave amplitude \( A \). We will be particularly interested in the limit of \( M_e \to \infty \).

The principal advantage of writing the trajectory equation (E.4) as the system (E.6) is that instead of needing to know the entire history of the drop position \( x(t) \) in order to calculate the integral on the right-hand side of (E.4), we need only keep track of four variables \( x, \dot{x}, I_1, I_2 \). This provides an enormous computational benefit which will enable us to track the drop motion over very long times. Unfortunately, this way of rewriting the trajectory equation is unique to one dimension, where any linear combination of monochromatic waves can be rewritten as a combination of a sine and a cosine.

### E.2.1 Walking Threshold

We proceed by deriving the minimum memory necessary for walking to occur, which we denote \( M_e^W = M_e^W(A, k) \).

**Negligible central force.** In the limit \( k \to 0 \), we get a motion in free space. Besides the usual stationary solution \( x(t) = x_0 \), there exists a steady walking solution \( x(t) = x_0 + v_W t \) for \( M_e > M_e^W \). Substituting for \( x(t) \) into (E.4), we obtain 

\[ v_W = A \int_0^\infty e^{-s/M_e} \sin(v_W s) \, ds = A \frac{M_e^{2v_W}}{1 + M_e^2 v_W^2} \]

from which

\[ v_W = [A - M_e^{-2}]^{1/2} \quad M_e^W = A^{-1/2} \quad (E.7) \]

**General central force.** Now we assume that \( k > 0 \) and that we are just above the walking threshold. Assuming the motion to be sinusoidal with an infinitesimal amplitude, we write \( x(t) = \delta e^{i\omega t} \) with \( \delta \ll 1 \) and substitute into (E.4) to obtain, after neglecting terms of higher order in \( \delta \):

\[ k - \omega^2 + i\omega = A M_e \frac{\omega^2 M_e^2 + i\omega M_e}{1 + \omega^2 M_e} \quad (E.8) \]
Comparing the imaginary parts of (E.8) we obtain $1 + \omega^2 Me^2 = A Me^2$, or equivalently $Me = (A - \omega^2)^{-1/2}$. Substituting this result into the real part of (E.8) gives $k - \omega^2 = \omega^2 (A - \omega^2)^{-1/2}$ which can be written as

$$p(\omega^2) := \omega^4 + (\omega^2 - A)(\omega^2 - k)^2 = 0$$ (E.9)

The cubic $p(z)$ can be shown to have a single real root for $A, k > 0$, and since $p(0) = -Ak^2 < 0$ while $p(A) = A^2 > 0$ and $p(k) = k^2 > 0$, the root must lie between 0 and $\min\{k, A\}$. It is straightforward to show that $Me^W \approx A^{-1/2}$ when $k \ll A$ and $Me^W \sim k/A$ when $k \gg A$, as is shown in Fig. E-1.

Figure E-1: The dependence of the threshold value of memory $Me^W$ at which walking occurs, on the wave amplitude $A$ and force strength $k$. The level sets of $Me^W$ are plotted on a log $A$ – log $k$ plane.

From now on we shall consider only $Me \gg Me^W$.

### E.3 Regime Diagram of the Walking Motion

We solved the system (E.6) numerically spanning the entirety of the region $10^{-3} \leq A \leq 10^3$, $10^{-3} \leq k \leq 10^2$, for $Me = 10^9$. Depending on the required level of accuracy, we used either a second-order implicit method with time step $\Delta t = 0.005$ or a third-order implicit method with $\Delta t = 10^{-4}$. The probability distribution function of
\(x(t)\) and \(\dot{x}(t)\) was recorded by storing the values of \(x\) and \(\dot{x}\) at each timestep, which also allowed for subsequent evaluation of the average potential and kinetic energy. The length of time over which the system was recorded was varied depending on the rate of convergence of the probability density function, varying between \(5 \times 10^5\) and \(30 \times 10^5\). The initial conditions were kept the same throughout, specifically, \(x(0) = I_1(0) = I_2(0) = 0\) and \(\dot{x}(0) = 0.01\), corresponding to a small initial disturbance at time \(t = 0\).

In Fig. E-2 we show the various types of motion observed. We summarize our results in a regime diagram (Fig. E-3). When \(A < 0.04\) or \(k \gg A\) (see Fig. E-2ab), the drop is strongly confined by the central force and its position switches periodically between \(+\pi/2\) and \(-\pi/2\). The switching occurs over a short period of time relative to the period of the motion, which can be shown analytically to be approximately \(4k/A\) when \(k \gg A\). We call this motion the ground state, since it corresponds to the lowest possible drop potential energy, the zero solution being unstable in the high memory limit. When \(k \sim A\) (see Fig. E-2eh), the drop is still strongly bound by the central force, but its motion is no longer periodic: small variations arise in the position at which the drop seems to settle (for \(A < 1\)), or around which it oscillates (for \(A > 1\)) before switching to the opposite side of the origin. We call these kinds of motion the chaotic ground state. As the force strength \(k\) is reduced further below the value of \(A\), the motion becomes increasingly chaotic, its amplitude increases and we characterize it as fully chaotic.

Note that although the transition from chaotic ground state to chaotic motion is often discrete, it can also happen gradually. For the purposes of quantitative determination of the threshold in the regime diagram, we use the following criterion: We calculate the ratio \(\beta\) between the fourth moment and the square of the second moment of the drop’s position:

\[
\beta = \frac{M_4}{(M_2)^2} \text{ where } M_n = \lim_{T \to \infty} \int_0^T |x(t)|^n dt
\]

(E.10)

The value of \(\beta\) approaches one when the amplitude \(|x(t)|\) is strongly confined to a single value, \(\beta = 1.8\) when the position is uniformly distributed over an interval symmetric around the origin, and finally \(\beta = 3\) when the position distribution is gaussian. Therefore, for the ground state we have \(\beta \approx 1\) while for chaotic motion \(\beta \approx 3\); we shall set the threshold between the chaotic ground state and fully chaotic motion at \(\beta = 1.8\), i.e. the value for a uniform probability density of \(x(t)\).

In Fig. E-2cdf we show the various instances of fully chaotic motion. The motion is
composed of a fast oscillation, with period on the order of $A^{-\frac{1}{2}}$, around a mean that slowly and chaotically varies in time. Generally speaking, the amplitude of the motion is larger for smaller $k$ and larger $A$, but the relationship is not straightforward. While the probability distribution function is typically symmetric around the origin in the chaotic regime, when the parameter $k$ is sufficiently small this no longer holds and we observe motions which lie on one side of the origin only, as is shown in Fig. E-12. The boundary of the region where these non-axisymmetric solutions may arise is outlined in the regime diagram (E-2), but further investigation is needed as the initial conditions presumably play a significant role in the establishment of this kind of motion.

Finally, when $A$ is larger than some critical value $A_C$, the drop’s position can destabilize into a motion that diverges to infinity for large times (see Fig. E-5). In this type of motion, the two timescales of the drop’s motion are clearly visible, with a fast oscillation superposed on a slower monotonic mean motion. This motion, which we call the unbounded solution will be the subject of the next section, where we deduce that the critical value $A_C$ is equal to 86.641 independently of $k$. Note that this statement is not in contradiction with the earlier statements of the existence of the ground state - both solutions are possible when $k \gg A > A_C$, depending on the initial conditions. For $A$ below but relatively near $A_C$, the motion is marked by rapid oscillations around a slowly increasing mean, followed by a rapid return to the origin, as is shown in Fig. E-2g and Fig. E-6. The maximum amplitude of the motion gets progressively larger as one approaches $A_C$ from below, as documented in Table E.1.

**E.4 Energetics**

The total energy of the walking drop can be defined as

$$E_{TOT} := \frac{1}{2} \dot{x}^2 + \frac{1}{2} k x^2 + h(x)$$

where

$$h(x, t) = A \int_{-\infty}^{t} e^{(t-s)/M_e} \cos (x(t) - x(s)) \, ds = A \left( I_1 \cos x + I_2 \sin x \right). \quad (E.11)$$

The three components of the total energy are, in turn, the kinetic energy $\frac{1}{2} \dot{x}^2$, the potential energy $\frac{1}{2} k x^2$, and the energy stored in the wavefield, given by its height $h(x)$ at the drop’s location. We also define the mean kinetic and mean potential energy.
Figure E-2: The position $x(t)$ of the drop as a function of time for various combinations of the wave amplitude $A$ and the central force strength $k$: (a) $A = 0.001$ and $k = 0.001$, (b) $A = 0.1$ and $k = 10$, (c) $A = 1$ and $k = 0.1$, (d) $A = 1$ and $k = 1$, (e) $A = 1$ and $k = 10$, (f) $A = 5$ and $k = 2$, (g) $A = 20$ and $k = 0.05$, (h) $A = 50$ and $k = 50$. 
Figure E-3: The regime diagram deduced from solution of the system (E.6), describing the behaviour of a drop walking in 1 dimension subject to central force, for $\mathcal{Me} = 10^9$. Four different dynamical states are observed according to the value of the wave amplitude $A$ (horizontal axis) and central force strength $k$ (vertical axis): a ground state ($A < 0.03$ or $k > A$), a chaotic ground state ($k \sim A$), chaotic motion $k < A$ and unbounded solutions $A > A_C \approx 86.6$. The regions where an asymmetric probability density was observed (for small $k$) are also indicated.
by taking a long-term average:

\[ K.E_{\text{avg}} = \frac{1}{2} \langle \dot{x}^2 \rangle := \lim_{T \to \infty} \int_0^T \frac{1}{2} \dot{x}^2(t) \, dt, \quad P.E_{\text{avg}} = \frac{1}{2} k \langle x^2 \rangle := \lim_{T \to \infty} \int_0^T \frac{1}{2} k x^2(t) \, dt. \]  

(E.12)

Despite the different kinds of behaviour observed, one statistical feature of the system shows remarkable regularity: In the limit of \( Me \to \infty \), the mean kinetic energy is equal to \( A/2 \), i.e. its value for rectilinear walking without any central force, or it is equal to 0 (for the unbounded solution or for the unstable zero solution \( x(t) = 0 \)). This can be shown by differentiating (E.11) with respect to time:

\[
\frac{d}{dt} E_{\text{TOT}} = \dot{x} \ddot{x} + kx \dot{x} + A \dot{x} (-I_1 \sin x + I_2 \cos x) + A (I_1 \cos x + I_2 \sin x) = \\
= \dot{x} [\ddot{x} + kx + A (I_2 \cos x - I_1 \sin x)] + A [1 - \frac{1}{Me} (I_1 \cos x + I_2 \sin x)] = \\
= A - \dot{x}^2 - \frac{h(x)}{Me}.
\]

(E.13)

Integrating (E.13) from 0 to \( T \) for large \( T \), we find

\[
\langle \dot{x}^2 \rangle = A - \frac{1}{Me} \langle h(x) \rangle - \lim_{T \to \infty} \frac{E_{\text{TOT}}(T) - E_{\text{TOT}}(0)}{T}.
\]

(E.14)

For the zero solution, we have \( E_{\text{TOT}}(t) = E_{\text{TOT}}(0) = h(0) = A Me \) so \( \langle \dot{x}^2 \rangle = A - A = 0 \), while for the unbounded solution \( E_{\text{TOT}}(T) \sim kx^2(T)/2 = AT \) and so again \( \langle \dot{x}^2 \rangle = A - A = 0 \). For non-zero bounded solution we have \( \langle h(x) \rangle = 0 \) and \( E_{\text{TOT}} \) bounded, giving \( \langle \dot{x}^2 \rangle = A \).

No such simple result could be found for the mean potential energy, where a set of discrete values was hoped to be observed. The potential energy is bound below by its value for the ground state, which is just \( k(\pi/2)^2 \equiv P.E.0 \). Figure Fig. E-4a shows the dependence of \( P.E./k \) on \( A \) and \( k \), while Fig. E-4b shows the dependence of \( P.E. - P.E.0 \); neither exhibits any obvious quantization.

### E.5 Unbounded solution

Assume that \( x(t) \) is composed of a slowly varying large component and a small correction, whose amplitude also varies slowly:

\[ x(t) = X(\epsilon t) + Y(\epsilon t) y(t) + o(Y) , \quad \text{with } X \gg 1 \text{ and } Y, \epsilon \ll 1 . \]  

(E.15)
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Figure E-4: The dependence of (a) $\langle x^2 \rangle$ and (b) $\mathcal{P}_x \mathcal{E}_x - \mathcal{P}_x \mathcal{E}_0 = k \langle x^2 \rangle - k \pi^2 / 4$ on the parameters $A$ and $k$. By using $\log A + 0.05 \log k$ for the horizontal scale, we obtain clusters of data points, each corresponding to a single value of $A$. 
Figure E-5: The position $x(t)$ as a function of time for $A = 87$ and $k = 100$ for initial conditions $x(0) = I_1(0) = I_2(0) = 0$ and $\dot{x}(0) = 5$. The solution diverges from the origin starting from around $t \approx 60$, with the transition shown in more detail in the inset.
Moreover, we assume that \( y(t) \) is periodic with period \( P \). Then, without loss of generality, we can assume \( \int_{t}^{t+P} y(s) \, ds = 0 \), since we can absorb the average value of \( y(t) \) into the slowly varying part \( X(\epsilon t) \). Now we substitute (E.15) into the governing system of equations (E.6) in the limit \( Me \to \infty \). Then (E.6bc) imply

\[
\begin{align*}
\dot{Y}_1 &= \cos x = \cos X \left( 1 - \frac{1}{2}Y^2y^2 \right) - Yy \sin X + O \left( Y^3 \right) \quad \text{(E.16a)} \\
\dot{Y}_2 &= \sin x = \sin X \left( 1 - \frac{1}{2}Y^2y^2 \right) + Yy \cos X + O \left( Y^3 \right) \quad \text{(E.16b)}
\end{align*}
\]

Now, using repeated integration by parts, we have

\[
\int \cos X(\epsilon s) \, ds = \int \frac{1}{\epsilon X} \cos X(\epsilon s) \epsilon X' \, ds = \frac{\sin X}{\epsilon X'} + \int \sin X \frac{X''}{X^2} \, ds = \\
= \frac{\sin X}{\epsilon X'} - \cos X \frac{X''}{X^3} + \int \cos X \left( \frac{X''}{X^3} - \frac{3X''^2}{X^4} \right) \, ds = \\
= \frac{\sin X}{\epsilon X'} - \cos X \frac{X''}{X^3} + \sin X \left( \frac{X''}{\epsilon X^4} - \frac{3X''^2}{\epsilon X^5} \right) + O \left( \frac{1}{\epsilon X^4} \right) \quad \text{(E.17)}
\]

By the same method, we derive

\[
\int \sin X(\epsilon s) \, ds = -\frac{\cos X}{\epsilon X'} - \sin X \frac{X''}{X^3} - \cos X \left( \frac{X''}{\epsilon X^4} - \frac{3X''^2}{\epsilon X^5} \right) + O \left( \frac{1}{\epsilon X^4} \right) \quad \text{(E.18)}
\]

Using the fact that \( \int_{t}^{t+P} y(s) \, ds = 0 \), single integration by parts gives

\[
\begin{align*}
\int Y(\epsilon s) y(s) \sin X(\epsilon s) \, ds &= Y \sin X \int y(s) \, ds + O \left( \epsilon Y \right), \quad \text{(E.19a)} \\
\int Y^2(\epsilon s) y^2(s) \sin X(\epsilon s) \, ds &= Y^2 \sin X \int y^2(s) \, ds + O \left( \epsilon Y^2 \right) \quad \text{(E.19b)}
\end{align*}
\]

Analogous results hold if one replaces \( \sin X \) in (E.19) by \( \cos X \). Combining (E.17)-(E.19) and substitution of (E.15) into (E.6) yields

\[
\begin{align*}
k \dot{X} + \epsilon \dot{X'} + Y (\ddot{y} + \dot{y} + ky) + O \left( \epsilon^2 X, \epsilon Y \right) &= \\
= A \left[ \frac{1}{\epsilon X'} + \left( \frac{X''}{\epsilon X^4} - \frac{3X''^2}{\epsilon X^5} \right) - \frac{X''Yy}{\epsilon X^3} - \frac{Y^2y^2}{2 \epsilon X'} \right] + O \left( \frac{1}{\epsilon X^4}, \frac{Y}{\epsilon X^3}, \frac{Y^2}{\epsilon X^2} \right) \quad \text{(E.20)}
\end{align*}
\]
Provided that $\epsilon X' \cdot Y \ll 1$, the leading order terms in (E.20) give $kX = A/\epsilon X'$, or, equivalently, $\epsilon XX' = A/k$, which can be integrated to yield

$$X(\epsilon t) = \pm \left[ \frac{2A(t - t_0)}{k} \right]^{1/2}.$$  \hspace{1cm} (E.21)

The condition of slow time dependence of $X$ requires $(t - t_0) \sim \epsilon^{-1}$, which implies $X \sim \epsilon^{-1/2}$, consistent with our assumption that $X \gg 1$. Now for $X$ given by (E.21), the expression $(X''/\epsilon X'^4 - 3X''/\epsilon X'^5)$ on the right-hand side of (E.20) vanishes, and $AX''/\epsilon X'^3 = -k$, which enables us to simplify (E.20), after multiplying through $\epsilon X'$, to

$$(\epsilon X')^2 + (\epsilon X')Y \left( \ddot{y} + \dot{y} + A \int y(s)ds \right) + Y^2 \frac{1}{2} Ay^2 = O(\epsilon^{3/2}, \epsilon Y, \epsilon^{1/2} Y^2).$$ \hspace{1cm} (E.22)

It can now be seen from (E.22) that the natural choice of $Y$, and indeed the only choice consistent with our assumptions, is $Y = \epsilon X'$, which sets all the terms on the left-hand side of (E.22) at the same order. We thus arrive at

$$1 + \dot{y} + \dot{y} + A \int y(s)ds + \frac{1}{2} Ay^2 = O(\epsilon^{1/2}), \text{ and } Y = \epsilon X' = \left[ \frac{A}{2k(t - t_0)} \right]^{1/2}.$$ \hspace{1cm} (E.23)

Differentiating (E.23) with respect to time and neglecting higher order terms, we obtain

$$\ddot{y} + \dot{y} + Ay + Ay \dot{y} = 0.$$ \hspace{1cm} (E.24)

Note that if a solution to (E.24) is periodic with period $P$, it necessarily satisfies $\int_{t}^{t+P} y(s)ds = 0$, as can be immediately obtained by subtracting (E.23) evaluated at $t + P$ and $t$.

It is the existence and stability of a periodic solution to (E.24) that determines whether an unbounded solution exists for a given $A$ and $k$: provided such periodic solution exists and is stable, there are initial conditions on $x, \dot{x}, I_1, I_2$ that will ensure that $x(t)$ will have the asymptotic form given by (E.15). From (E.21), it then necessarily follows that $|x(t)| \to \infty$ as $t \to \infty$. Conversely, if the periodic solution to (E.24) is unstable, the unbounded solution will not be observed. Since (E.24) is independent of $k$, the existence and stability of the periodic solution depends only on $A$. It will be shown that for $A > A_C \approx 86.64$ stable periodic solution exists, while for $A < A_C$ it does not. As $A$ approaches $A_C$ from below, we see large deviations of $x$ from 0, with $x(t)$ closely following the initial stages of the unbounded solution,
Table E.1: Maximum value of $|x(t)|$ for selected values of $k$ and $A$ below the critical value $A_C$. A rapid increase of the foray distance is evident as $A \to A_C$ for all $k$.

<table>
<thead>
<tr>
<th>$k \setminus A$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>83</th>
<th>85</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>589</td>
<td>1165</td>
<td>2869</td>
<td>5524</td>
<td>9252</td>
<td>14354</td>
<td>21146</td>
<td>30396</td>
<td>33668</td>
<td>36135</td>
</tr>
<tr>
<td>0.01</td>
<td>67.6</td>
<td>129</td>
<td>304</td>
<td>573</td>
<td>956</td>
<td>1480</td>
<td>2159</td>
<td>3114</td>
<td>3436</td>
<td>3727</td>
</tr>
<tr>
<td>0.1</td>
<td>19.5</td>
<td>31.1</td>
<td>44.7</td>
<td>72.7</td>
<td>109</td>
<td>165</td>
<td>232</td>
<td>333</td>
<td>369</td>
<td>404</td>
</tr>
<tr>
<td>1</td>
<td>12.0</td>
<td>11.4</td>
<td>15.6</td>
<td>21.3</td>
<td>25.9</td>
<td>30.8</td>
<td>38.6</td>
<td>47.6</td>
<td>52.7</td>
<td>57.9</td>
</tr>
<tr>
<td>10</td>
<td>5.46</td>
<td>6.14</td>
<td>6.86</td>
<td>7.60</td>
<td>7.73</td>
<td>11.3</td>
<td>12.9</td>
<td>14.2</td>
<td>16.4</td>
<td>16.7</td>
</tr>
</tbody>
</table>

presumably because the higher order terms in the expansion (E.15) have a stabilizing effect. Nevertheless, as $|z|$ increases the higher order terms become progressively less important until the inherent instability of $y(t)$ causes a rapid collapse towards the origin. The typical magnitude of these excursions in $x$ is shown in Table E.1 for various values of $A$ and $k$.

Figure E-6: The position $x(t)$ as a function of time for $A = 80$ and $k = 10$, for initial conditions $x(0) = I_1(0) = I_2(0) = 0$ and $\mathcal{I}(0) = 5$. The walker slowly drifts away from the origin while oscillating rapidly, before it snaps back to the vicinity of the origin and the process repeats.

We now focus on the case $A \gtrsim A_C$. Since $A_C \approx 86$, we will regard $A$ as a large parameter. Rescaling time by writing $t = T\tau$, we have $T^{-3}y_{\tau\tau\tau} + T^{-2}y_{\tau\tau} + Ay + AT^{-1}yy_\tau = 0$. Considering the leading order balance, the only self-consistent choice
of \( T \) is \( T = A^{-1/2} \), which gives

\[
y_{rrr} + yy_r + A^{-1/2} (y_{rr} + y) = 0 \quad \text{where} \quad y(\tau) = y(t A^{1/2}) \tag{E.25}
\]

Figure E-7: The limit cycle for the system (E.25) together with a part of an unbounded trajectory starting at \((y, y_r, y_{rr}) = (5, 0, -7)\) in the \((y, y_r, y_{rr})\) space, shown from two different angles.

E.5.1 The large wave amplitude limit \( A \to \infty \)

For large \( A \), the periodic solution of (E.25) will be close to the periodic solution of

\[
y_{rrr} + yy_r = 0 , \tag{E.26}
\]

for which the integral \( \int y(s)ds \) over one period vanishes. The period of \( y(\tau) \) will be denoted by \( p = PA^{1/2} \). Note that we now have to enforce this vanishing average condition, since by dropping the smaller two terms in going from (E.25) to (E.26), this condition is no longer automatically satisfied by every periodic solution. Equation (E.26) can be integrated once to give

\[
y_{rr} + \frac{1}{2} y^2 = \frac{1}{2} \lambda . \tag{E.27}
\]
The constant $\lambda$ has to be non-negative for a periodic solution to exist, since $0 = \int y_{rr}(s)ds = \frac{1}{2} \int \lambda - y^2(s)ds \leq \frac{1}{2} \int \lambda ds = \frac{1}{2} \rho \lambda$, where the integral is taken over one period of $z$. Therefore we can write $\lambda = F^2$:

$$y_{rr} + \frac{1}{2} (y^2 - F^2) = 0 . \quad (E.28)$$

For each choice of constant $F$, equation (E.28) describes a conservative system, as can be seen by multiplying (E.28) by $2y_r$ and integrating once more to give

$$y_r^2 + \frac{1}{3} y^3 - F^2 y = E . \quad (E.29)$$

Thus $E$ is conserved in time and can be thought of as energy, and the level sets of $E$ coincide with the trajectories of $y$ in the $y - y_r$ phase plane. The system has two fixed points at $y = \pm F$, with $y = -F$ being a saddle point and $y = F$ being a center. Therefore $E = -\frac{3}{2} F^3$ corresponds to a constant solution, while $E = \frac{3}{2} F^3$ corresponds to a homoclinic orbit; periodic solutions thus occur for $-\frac{3}{2} F^3 < E < \frac{3}{2} F^3$. The requirement of a zero time average of $y$ selects a single value of $E$ for each $F$, since the time average is a monotonically decreasing function of $E$. This value was found numerically to be $E_0 = 0.66314 F^3$. Since it is very close to the value corresponding to the homoclinic orbit, the two orbits lie very close to each other, as illustrated in Fig. E-8.

**E.5.2 Finite wave amplitude $A$**

The fact that the zero time-average trajectory lies close to the homoclinic orbit means that for $A \to \infty$ the intersection of the limit cycle in the $(y, y_r, y_{rr})$ space with the $y_r = 0$ plane (the Poincaré section) will lie close to the locus of the homoclinic intersections, which are given by $(2F, 0, -\frac{3}{2} F^2)$ according to (E.28). For a finite $A$, the image of the limit cycle in the Poincaré section $y_r = 0$ will thus lie close to the parabola $y_{rr} = -\frac{3}{8} y^2$. This property helps us to plot the Poincaré section of the stable manifold of the system with the $y_r = 0$ plane, as is done in Fig. E-9. Note that, had we plotted the section in normal $y - y_{rr}$ plane, the inherent thin profile of the manifold would hide any internal structure. Using instead $y_{rr} + \frac{3}{8} y^2$ for the vertical axis reveals the branching structure of the manifold for different values of $A$ (Fig. E-9). We see that as $A$ is decreased, the cross-sectional area of the manifold, together with the number of its branches, decreases until only two thin branches remain. When $A$ is decreased below $A_C$ the stable manifold disappears completely
Figure E-8: The trajectories in the $y-y_r$ plane for the equation (E.28) with $F = 1$ are marked by dashed lines. The two critical points are a center at $(1, 0)$ and a saddle at $(-1, 0)$. The periodic solution with zero time average lies very close to the homoclinic trajectory, and is indicated by a solid line.
In order to determine the value of $A_C$ with significant precision, we solved the equation (E.25) with $A$ slowly decreasing in time. Every time the solution passed through the $y > 0, y_r = 0$ half-plane, we recorded the intersection and the current value of $A$. The results are shown in Fig. E-10, with each point representing one such intersection. As $A$ is decreased, the limit cycle undergoes a period-doubling cascade and becomes a strange attractor; with further reduction of $A$ it eventually becomes unstable, which was manifest by a sudden exponential growth in $y(t)$. We repeated this process several times with increasing precision and thus obtained the value $A_C = 86.641 \pm 0.001$. 

Figure E-9: The intersection of the stable manifold with the $y_r = 0$ plane for different values of $A$: (a) $A=1000$, (b) $A=300$, (c) $A=200$, (d) $A=120$, (e) $A=87$, (f) $A=86$. The number of passages through the $y_r = 0, y > 0$ half-plane before divergence to infinity is shown for points outside the stable manifold. A reduction in the volume of the manifold with decreasing $A$ is evident, together with its disappearance at $A = 86$. 

(Fig. E-9e).
Figure E-10: The $y$-component of the intersection of the limit cycle with the $y_r = 0$ plane as a function of $A$. As $A$ is decreased progressively, the limit cycle undergoes a period-doubling cascade, and below $A = 87.23$ becomes a strange attractor, with windows of periodicity. The strange attractor becomes unstable at $A = 86.641 \pm 0.001$. 
E.6 The probability distribution function

We have investigated the dependence of the probability distribution $f(x)$ of $x(t)$ on the three system parameters $Me, A$ and $k$. Firstly, the distribution was found to quickly converge to a limiting value as the memory was increased. In Fig. E-11, we plot the distribution function for $A = 0.25$ and $k = 0.1$ and several values of memory ranging from $Me = 32$ to $Me = 10^6$. As we see, the distribution function for $Me = 256$ already lies very close to the high memory limit; thus, we expect the following statements and results for the high memory limit to be directly applicable to both the high and mid-memory regime. The profile of the distribution function is closely tied to the behaviour of the solution and thus each of the 4 dynamical states identified previously has a characteristic profile of $f(x)$. For the ground state one sees two sharp peaks at $x = \pm \pi/2$, with $f(\pm \pi/2)$ being nearly 0.5. As we enter the chaotic ground state regime, the peaks get wider, with secondary peaks emerging. This trend is seen in Fig. E-12, where we plot the distribution function deduced for two values of $A$ and a range of $k$ between 0.001 and 100. As we cross into the region of fully chaotic motion, $f(x)$ becomes either gradually (Fig. E-12a) or abruptly (Fig. E-12b) gaussian, with most of its weight centered around the origin. Further decrease of $k$ leads to a flattening and spreading of the distribution. For certain values of $A$ (Fig. E-12a) this trend continued all the way down to $k = 0.001$; for others (Fig. E-12b) we observed the development of a minimum of $f(x)$ at $x = 0$, which gradually separates...
the distribution function into two nearly disconnected parts. Below a certain value of \( k \), the drop remains locked in one of the two regions, and only one of the two branches of the distribution function is then visible.

Figure E-12: The logarithm of the probability distribution function \( f(x) \) as a function of \( x \) (vertical axis) and \( k \) (horizontal axis) for two values of \( A \): (a) 1.58 and (b) 39.8. The horizontal scale is logarithmic, while the vertical scale indicates \( x^{1/3} \), in order to capture the profile of the distribution function both at small and large \( x \). In (a) the transition from the ground state to the chaotic ground state is clearly visible near \( \log k = 1 \), while the transition to a chaotic region around \( \log k = 0.2 \) is more gradual. In (b) the transition to fully chaotic motion arises at \( \log k = 1.2 \); at \( \log k = -0.8 \) the distribution function becomes asymmetric.

More work is needed to understand the nature of the transition from a symmetric to asymmetric distribution function and the mechanism behind this phenomenon. For now, our work as summarized in Fig. E-3, suggests that the asymmetric distributions appear in two separate regions. One lies near the critical value \( A_C \) and the drop’s movement there is thus driven by the tendency to follow the unstable solution until eventual collapse towards the origin. The other region comprises small values of \( A \) and \( k \), and it is there where least is known about the solution.

Several important questions are raised by this study. Is the probability distribution unique up to a mirror image around the origin? If not, what is the region of uniqueness and how can we rationalize it? Is it possible to rationalize the spatial extent of the distribution function, given \( A \) and \( k \)? And if there are multiple possible distribution functions, would they show the kind of quantization of the potential energy that has
so far eluded us? Until now, all analytic headway was made in the regions of unstable solutions and the ground states, where the drop behaviour is very regular.

Our investigation produced several results relevant to the 2-dimensional walking drop system studied experimentally. First, we showed that the mean square velocity of the drop is independent of the central force and thus equal to its value in force-free unbounded space. It would be worth checking whether this also holds in two dimensions. Further, we verified the prevalence of the ground state, in which the drop is bound to the smallest value of potential energy. This state corresponds to the 2-dimensional state where the drop orbits the origin along a circle with diameter corresponding to the first minimum of the Bessel function. Similarly to our 1-dimensional system, this ground circular orbit is the most commonly observed state, however, higher level circular orbits exist. It remains to be seen whether these higher energy states have any 1-dimensional analogues. Finally, we have observed probability distribution functions of the chaotic states resembling the profiles of the first and second eigenmodes of the quantum-mechanical simple harmonic oscillator. It seems that higher eigenmodes are not attainable in our system, which raises the question of what crucial feature is missing in our model that is required for these eigenmodes to be observed.
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