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Abstract. Early in the lifecycle of a system development, systems engineers must execute 
trade studies to allocate resources between different research and development efforts that are 
developing technologies to be deployed into the system, and they must prepare risk 
management plans for the selected technologies. We have been developing a statistical model 
for schedule and cost uncertainty based on a small number of inputs that are quite objective 
and are already integrated with technology readiness assessment. An algorithm that 
transforms Technical Maturity (TM) scores from Department of Energy projects into a 
Technology Readiness Level (TRL) score was created, allowing us to add data from a US 
Department of Energy to an existing set of data from NASA. We statistically tested whether 
the two samples (i.e. the DoE and NASA datasets) were randomly drawn from the same 
population and concluded that the transition times for developing aerospace and nuclear 
technologies are very similar. 

Introduction 
The research is part of the TRL-Based Modeling for Cost and Schedule Uncertainty 

project, which is being executed by the Massachusetts Institute of Technology under 
sponsorship the US Naval Postgraduate School. The project’s goal is to provide a simple, yet 
powerful, forecasting method that is applicable to all acquisitions of advanced technology in 
DoD and other US federal agencies. It aims to develop a statistical model for schedule and 
cost uncertainty based on a small number of inputs that are quite objective and already 
integrated with technology readiness assessment, making them more likely to be used by 
program managers. The model would help allocate resources between different technologies, 
and better manage the cost and schedule risk of the developing technologies. 

We selected Technology Readiness Level (TRL) as the principal model input parameter, 
because it is commonly used for technology readiness assessment. TRL is a discrete scale 
used by major US agencies, such as NASA, DoD, and DoE, and many of the world's major 
technology-intensive companies to assess the maturity of technologies (materials, 
components, devices, etc.) that are being developed for incorporation into a system. A low 
TRL (1-2) indicates a technology that is still at a basic research level, while a high TRL (8-9) 
indicates a technology has been incorporated into a system that is in use. Table 1 indicates the 
formal definitions of the TRL levels used by DoE (US Department of Energy, 2009) and 
NASA (Mankins, 1995): 
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Table 1: Definition of Technology Readiness Levels for DoE and NASA 

TRL DoE TRL Definition NASA TRL Definition 
1 Basic principles observed and reported in white 

papers, industry literature, lab reports, etc. 
Scientific research without well-defined 
application. 

Basic principles observed and reported 

2 Technology concept and application formulated. 
Issues related to performance identified. Issues 
related to technology concept have been 
identified. Paper studies indicate potentially 
viable system operation. 

Technology concept and/or application 
formulated 

3 Proof-of concept: Analytical and experimental 
critical function and/or characteristic proven in 
laboratory. Technology or component tested at 
laboratory- scale to identify/screen potential 
viability in anticipated service. 

Analytical and experimental critical function 
and/or characteristic proof-of-concept 

4 Technology or Component is tested at 
bench-scale to demonstrate technical feasibility 
and functionality. For analytical modeling, use 
generally recognized benchmarked computational 
methods and traceable material properties. 

Component and/or breadboard validation in 
laboratory environment 

5 Component demonstrated at experimental scale in 
relevant environment. Components have been 
defined, acceptable technologies identified and 
technology issues quantified for the relevant 
environment. Demonstration methods include 
analyses, verification, tests, and inspection. 

Component and/or breadboard validation in 
relevant environment 

6 Components have been integrated into a 
subsystem and demonstrated at a pilot-scale in a 
relevant environment. 

System/subsystem model or prototype 
demonstration in a relevant environment (ground 
or space) 
 

7 Subsystem integrated into a system for integrated 
engineering-scale demonstration in a relevant 
environment. 

System prototype demonstration in a space 
environment 

8 Integrated prototype of the system is 
demonstrated in its operational environment with 
the appropriate number and duration of tests and 
at the required levels of test rigor and quality 
assurance. Analyses, if used support extension of 
demonstration to all design conditions. Analysis 
methods verified. Technology issues resolved 
pending qualification (for nuclear application, if 
required). Demonstrated readiness for hot startup 

Actual system completed and “flight qualified” 
through test and demonstration (ground or space) 
 

9 The project is in final configuration tested and 
demonstrated in operational environment. 

Actual system “flight proven” through successful 
mission operations 

 
Although TRL is commonly used, it is not common for agencies and contractors to 

archive and make available data on the timeline to transition between TRLs. The aim of this 
paper is to develop an algorithm that transforms Technical Maturity (TM) scores that were 
collected on a Department of Energy project into Technology Readiness Level scores as 
shown in Figure 1. For a given technology, the algorithm takes some of the TM parameters, 
such as Process Maturity (PM) or Hardware Equipment Maturity (EQ), as inputs to generate 
a TRL score compatible with the DoE’s nuclear TRL scale. Being able to transform the 
Technical Maturity scores into Technology Readiness Level scores allows us to add data 
from the Department of Energy to the database used for the broader project. This would help 
increase the statistical significance of the model by providing a larger TRL data pool. 
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Presentation of the Data  
The NASA data source is a case study done by the Systems Analysis Branch at NASA’s 

Langley research center looking at typical times aeronautical technologies take to mature. 
The data was collected through interviews with NASA personnel. Table 2 shows the full 
NASA data set, which captures the transition times from one TRL to the next. The indicated 
transition times are in years. 

Table 2: TRL Data from NASA 

 
In general terms, the technical maturity of a technology can be viewed as a function of 

many different maturities, such as maturity of the requirements, processes, equipment, 
facilities, schedule, personnel, and safety.  Kenley and Creque (1999) showed that, out of a 
set of seven parameters, four were particularly relevant in determining an overall technical 
maturity score for technologies that were being developed by DoE laboratories to stabilize 
nuclear materials: process maturity (PM), hardware equipment maturity (EQ), facility 
readiness (FAC) and operational safety readiness (SAFT). The TM score was generated as a 
weighted average of the maturity scores that were assessed for each of the seven parameters. 
Table 3 summarizes the definitions of the four most relevant parameters identified by Kenley 
and Creque. A parameter score of 0 means that a technology is in use and meets all 
requirements; while a score of 10 means that it is still in a pre-conceptual phase.  The 
progression from concept to operational readiness is a typical complete cycle. However, steps 
can be skipped if evidence allows developers to do so. 

Kenley and Creque used DoE data from the 94-1 R&D plans (US Department of Energy, 
1995, 1996, 1997, and 1998), which were prepared by a Research Committee chartered by 
the Nuclear Materials Stabilization Task Group in order to fill gaps in the technology base 
needed to accomplish the stabilization of excess nuclear materials that were in the midst of 

DoE’s data set 
(TM) 

NASA’s data 
set 

(TRL) 

TRL database TRL schedule 
modeling 

Figure 1: Merging the DoE TM Data into the TRL Database 
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being produced for weapons and were no longer needed for this purpose when the Cold War 
concluded. After 1998, Kenley extracted updates to the data from other plans such as the 
2000-1 plan (US Department of Energy, 2002) and formal letters from DoE to the Defense 
Nuclear Facilities Safety Board. The DoE data set is shown in Table 4. 

Table 3: Scales for Determining Technical Maturity 
Level Hardware equipment 

maturity (EQ) 
Facility readiness (FAC) Safety readiness 

(SAFT) 
Process Maturity 

(PM) 
10 Equipment requirements not 

yet defined. 
None available. New facility 
required. 

New facility or 
facility restart 
required. 

No currently 
identified solutions 
meet requirements 

9 New design. Conceptual 
design completed. 

 NEPA process 
complete. 

Design concept 
/technology 
application 
formulated 

8 Experimental system. Cold 
demonstrated. 

  Cold feasibility 
demonstrated 

7  Facility available. Major 
modifications required (new 
glove boxes, seismic mods). 

Contractor 
Operational 
Readiness Review 
(ORR) complete. 

 

6 Experimental system. Hot 
demonstrated. 

  Hot feasibility 
demonstrated 

5 Commercially equipment 
available. Requires 
modification. 

Facility available. Moderate 
modifications required 
(modify glove boxes and 
equipment). 

Contractor Readiness 
Assessment (RA) 
complete. 

End-to-end design 
(flowsheet) complete 

4 Integrated end-to-end 
equipment designs 
completed. 

  Cold prototype 
demonstrated 
at-end-use site 

3 Cold prototype 
demonstrated. 

Facility available. Minor 
modifications required 
(existing glove boxes and 
minor equipment mods). 

DOE ORR complete 
(awaiting Secretary 
of Energy signature). 

 

2   DOE RA complete 
(awaiting Site 
Manager signature). 

Hot prototype 
demonstrated at 
end-use site 

1 Hot prototype demonstrated.    
0 Equipment in use processing 

the given material. 
Facility operating. No 
modifications required. 

Facility Authority to 
Proceed issued or 
within authorization 
basis. 

Process integrated 
into operations 
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Table 4: DoE Technical Maturity Data 

R&D Plan Technology TM Evaluation Date PM EQ FAC SAFT
Years to 

Go Date Operational
Bagless Transfer System - FB Sep-91 4 3 0 0 2.00 Sep-93
Calciner with Full Batch TGA Apr-94 6 0 0 5 3.76 Jan-98
Cementation Sep-92 2 0 3 9 0.08 Oct-92
Charcoal Treatment Sep-92 1 1 0 0 1.00 Sep-93
Digital Radiography Sep-91 2 0 2 5 1.54 Mar-93
Electrolytic Decontamination Sep-91 4 6 7 0 2.25 Dec-93
Electrolytic Decontamination Sep-92 4 3 7 9 1.25 Dec-93
HB Phase II Solution Conversion Aug-94 4 3 5 0 2.09 Sep-96
Nitric Acid Soluble Bags Sep-91 5 1 3 3 2.08 Oct-93
Pipe Component Sep-92 6 6 2 3 0.33 Jan-94
Polycube Pyrolysis Jul-94 4 0 0 0 3.67 Mar-98
Precipitation - Magnesium Hydroxide Sep-91 2 0 0 8 0.17 Nov-92
Precipitation - MgOH HAN Jan-95 0 0 0 0 1.71 Sep-96
Pretreatment of RFETS SS&C - SRS Sep-91 5 7 5 5 2.58 Apr-94
Pretreatment of RFETS SS&C - RFETS Sep-92 2 1 5 5 1.58 Apr-94
Pu238 Storage Container - SRS/LANL Sep-91 2 1 0 0 1.08 Oct-92
Pu239 Standard Container - RFETS Sep-92 5 0 3 9 4.12 Oct-96
PuSPS - Packaging - RFETS Sep-92 4 3 0 0 4.79 Jun-97
PuSPS - Packaging - LLNL Apr-94 5 0 3 5 2.83 Feb-97
Pyrochemical Salt Oxidation Sep-91 2 1 0 0 2.33 Jan-94
Scrub Alloy Processing Sep-91 6 1 3 9 5.56 Mar-97
SS&C Stabilization Sep-91 2 1 7 5 2.08 Oct-93
Thermal Stabilization - HAN Apr-94 2 1 3 9 3.19 Jun-97
Thermal Stabilization - RFETS Sep-91 2 4 3 9 1.37 Jan-93
Trapping of Uranium Hexafluoride Sep-91 6 1 3 9 1.17 Nov-92
Vertical Calciner Sep-91 8 8 5 7 4.00 Sep-95
Vertical Calciner Sep-93 0 0 0 10 0.00 Sep-95  

Developing the Correspondence between Technical Maturity and 
Technology Readiness Level for Nuclear Technologies 

Qualitative Evaluation. Table 5 shows the correspondence between the DoE TRL 
definitions and the PM and EQ scale definitions for technical maturity. The rows that are not 
highlighted indicate the cases where the definitions were analogous enough to establish a 
correspondence between the TRL and TM scales without quantitative analysis. For the 
highlighted rows, there was no clear qualitative correspondence between the definitions 
(hence the use of the quantitative statistical methods to evaluate different correspondence 
possibilities). 

The TRLs of the DoE technologies in Table 4 never exceed 7, because the technologies 
were operationally deployed as one-of-a-kind prototypes. Because of stringent safety 
requirements for nuclear operations, the prototypes were certified via a safety review prior to 
operations; however, the levels of performance-testing rigor and quality assurance that are 
typical of systems that are manufactured in large quantities were not necessary to allow the 
prototype to be used in operations and the TRL levels of 8 and 9 were not achieved. 
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Table 5: Correspondence between TRL, PM and EQ 
TM EQ PM TRL DoE TRL Definition 

10 
Equipment 
requirements not 
yet defined 

No currently 
identified solutions 
meet requirements 

1 
Basic principles observed and reported in white papers, 
industry literature, lab reports, etc. Scientific research 
without well-defined application. 

9 New design.  
Conceptual design 
completed. 

Design concept / 
technology 
application 
formulated 

2 

Technology concept and application formulated. Issues 
related to performance identified. Issues related to 
technology concept have been identified. Paper studies 
indicate potentially viable system operation. 

8 Experimental 
system. Cold 
demonstrated. 

Cold feasibility 
demonstrated 

3 

Proof-of concept: Analytical and experimental critical 
function and/or characteristic proven in laboratory. 
Technology or component tested at laboratory- scale to 
identify/screen potential viability in anticipated service. 

6 Experimental 
system.  Hot 
demonstrated. 

Hot feasibility 
demonstrated 

4 

Technology or Component is tested at bench-scale to 
demonstrate technical feasibility and functionality. For 
analytical modeling, use generally recognized 
benchmarked computational methods and traceable 
material properties. 

5 

Commercially 
equipment 
available. Requires 
modification. 

End-to-end design 
(flowsheet) 
complete 

 
  

4 Integrated 
end-to-end 
equipment designs 
completed. 

Cold Prototype 
demonstrated at 
end-use site                          

5 

Component demonstrated at experimental scale in 
relevant environment. Components have been defined, 
acceptable technologies identified and technology issues 
quantified for the relevant environment. Demonstration 
methods include analyses, verification, tests, and 
inspection. 

3 Cold prototype 
demonstrated      

2 
  

Hot prototype 
demonstrated at 
end-use site 

6 Components have been integrated into a subsystem and 
demonstrated at a pilot-scale in a relevant environment. 

1 Hot prototype 
demonstrated.      

0 
Equipment in use 
processing the 
given material. 

Process integrated 
into operations 

7 
Subsystem integrated into a system for integrated 
engineering-scale demonstration in a relevant 
environment. 

 
Methods to Establish the Correspondence between TRL and TM. Multiple methods were 
evaluated to establish the correspondence between TRL and technical maturity for TRL 4, 5, 
and 6. Some of the methods use only PM and EQ as inputs, others use all of the four of the 
relevant parameters PM, EQ, FAC, and SAFT). The definitions for FAC and SAFT are only 
remotely related to the definitions for TRL, whereas the definitions of PM and EQ were 
closely related to the definitions for TRL, and thus, were used alone in some methods. To 
generate a TRL score compatible with the DoE’s nuclear TRL scale from these inputs, we 
had two possible approaches: (1) generating first an overall TM score that would then be 
transformed into a TRL score and (2) transforming each of the parameters’ scores into TRL 
scores and then generating an overall TRL score from them.  We dropped the first approach 
of generating first an overall TM score that would then be transformed into a TRL score quite 
early in the research, as it clearly had lower results. 

In both cases, we used a correspondence table, such as Table 6. In Table 6, some TRL 
entries are yellow, and others are orange. The orange cells correspond to fixed values, 
because the definition of the corresponding TRL clearly matches a TM score definition 
(TRLs 1, 2, and 3 respectively closely matched the definitions of TM scores 10, 9, and 8 for 
parameters PM and EQ, while TRL 7 matched a TM of 0 for the reasons explained above, see 
Table 3). As for the yellow cells, the definitions were more flexible (the correspondence was 
less direct); therefore, those cells were used as input variables, allowing the mapping of the 
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TM values to the TRL values in the correspondence table to be changed in order to improve 
the results of the methods. 

Table 6: Example Correspondence Table for Mapping TM to TRL 

 
We first used multiple correspondence tables that individually map each TM parameter’s 

scores to TRL, as shown in Table 7. This multi-dimensional variation increased 
computational complexity while it did not significantly improve the statistical scores 
compared to using one correspondence table, such as Table 6, that maps all TM parameters to 
the same TRL. The TM scales definitions are somewhat coherent in that a PM of 4 indicates 
approximately the same level of relative advancement on a 0 to 10 scale as an EQ of 4, and 
suggests that PM and EQ should share a common correspondence table with the TRL scale. 
Using a common correspondence table allowed us to simplify the computations by 
dramatically decreasing the number of combinations. 

Table 7: Example Multiple Correspondence Table for Mapping TM to TRL 

PM TRL EQ TRL
10 1 10 1
9 2 9 2
8 3 8 3
7 4 7 4
6 4 6 4
5 4 5 5
4 5 4 5
3 5 3 5
2 5 2 6
1 6 1 6
0 7 0 7  

Once a correspondence is established for mapping TM to TRL for the DoE data, the times 
to transition from a given TRL (call it TRLbegin) to another given TRL (call it TRLend)  for the 
DoE data set is compared statistically to the times to transition from TRLbegin to TRLend  for 
the NASA data set. Every method has two forms for comparing transition times: a form 
where the transition times from one TRL score to another are not processed, the raw-data 
method, and a form where every data point undergoes a log transformation. The 
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log-transformation reduces the larger values and separates the smaller ones, making the 
distribution of the data more closely match a normal probability distribution. 

Methods Tested. Thirty-three methods were tested, and they can be grouped as shown in 
Table 8. 

Table 8: Methods Tested 

Approach 
Mapping 

Minimum and 
Maximum 

Weighted 
Arithmetic 

Mean 

Weighted 
Geometric 

Mean 

Weighted 
Harmonic 

Mean 

System 
Failure 

Approach 
Ceiling  3;8;13;16 20;23 26;29 31 
Floor  4;9;14;17 19;22 25;28 33 

Round  5;10;15;18 21;24 27;30 32 
Other 1;2;6;7;11;12     

 
The minimum methods were tried because we thought that taking the minimum value 

among the parameters’ score as the TRL score would make sense. These methods are 
conservative, they consider that to reach a TRL score, you need to have all the parameters at 
least equal to this score, even if some other parameters scores are higher. On the other hand, 
the maximum methods, by considering that the TRL score is equal to the best parameter 
score, are the less conservative ones. 

To try to balance the degree of conservatism, weighted averages were then introduced. 
But as the TRL scores are integers, the weighted averages needed to be transformed into 
integers. To do that, three methods were used: the ceiling of weighted average, which 
corresponds to the less conservative approach, the floor of weighted average which 
corresponds to the conservative approach and the rounded weighted average, which is in 
between. 
The weighted arithmetic mean gives more influence to the biggest values of the datasets, 
while the weighted geometric mean and even more the weighted harmonic mean reduce the 
influence of these values for the benefit of the smallest values. 

The system failure approach, which is part of reliability engineering, is especially well 
adapted for our research. Let p1,…,pn be the failure rates of different components of a system. 
If all the components are required to be operational so that the global system can run, then the 
global failure rate is  .  This approach has been applied to our case by 
replacing p1,…,pn by PM/7 and EQ/7 or PM/7, EQ/7, SAFT/7 and FAC/7 (the idea being, that 
the higher a parameter TM score is, the less mature the “component” is, and the higher the 
probability of failure is). The global failure rate is the TRL score divided by seven, in this 
case.  

The binary methods ensue from the observation that the SAFT and FAC scores are less 
relevant in technology maturity terms, and have a reduced spectrum of values.  These 
methods all use PM, EQ, FAC and SAFT. The difference is that binary scores are generated 
from SAFT and FAC scores, which can only be equal to two different values. To find the 
right way to generate the binary scores, the medians of the FAC and SAFT TM scores were 
determined. Then the scores below median were given the value 0, while the other scores 
were given the value of the TRL score corresponding to the median. 

Evaluation and Comparison of the Methods 
The comparison between the different methods was done using DecisionTools Suite’s 

StatTools and @RISK, which are add-ons to Microsoft Excel. These add-ons allowed us to 
perform statistical tests on the data from DoE projects processed by the methods used to 
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generate TRLs in comparison with the data from NASA projects. We looked at transitions 
from TRL 5 to TRL 7 (transition 5-7) and from TRL 6 to TRL 7 (transition 6-7). The choice 
not to look at TRL score 4 for the statistical tests was made because the definitions of PM and 
EQ do not match well with the DoE’s definition of TRL score 4. Indeed, in the nuclear 
projects, TRL 4 does not really exist, and could almost be included in TRL 5.  

 
Statistical Tests. As mentioned above the comparison between different methods is based on 
statistical tests. We are statistically testing whether the two samples (i.e. the DoE and NASA 
datasets) were randomly drawn from a same population. A classical way of doing this is by 
testing for the equality of means using the T-test. The same can be done with fewer 
assumptions by using nonparametric tests such as the Mann-Whitney test or the Fisher exact 
tests of equality of medians. 

For each test, the p-value was used as the sole comparison criterion: the higher the 
p-value, the more likely the two samples were drawn from a same population. This is 
different from the classical use of p-values in hypothesis testing where they are only used to 
reject the hypothesis that the sample are from the same population (the p-value is used to 
check if the hypothesis can be rejected by comparing it to the pre-chosen significance level).  

Hence if dataset A has a higher p-value than dataset B when compared to the NASA 
dataset, then NASA and dataset A are more likely to have been drawn from the same 
population than NASA and dataset B. Let us note however, that the p-value 0 to 1 scale is 
skewed, meaning that we get more information from smaller p-values by that indicate the two 
samples are surely not from the same population, while a high p-value only means that we 
cannot reject the hypothesis that they come from the same population. We mostly used an 
elimination process that rejects low p-values, or surely bad results, by simultaneously using 
the three statistical tests, and other auxiliary criteria (counts of the transitions to TRL 7 and 
TRL 8, counts of transitions 5-7 and 6-7, sensitivity analysis, and simultaneous non-rejection 
of 5-7 and 6-7 transitions). 

The screenshot in Figure 2 shows the duration for the TRL 5-7 and 6-7 transitions for 
both the DoE data (in red) , processed by the tested method, and NASA data (in purple). It 
also shows their means. Tests’ p-values for TRL transitions 5-7 and 6-7 can be seen in the 
tables under the corresponding points in the graph. 
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Figure 2: Screenshot Comparing Transition Times for the Two Populations 

Student’s T-test. The Student’s T-test assesses whether the means of two groups are 
statistically different from each other, that is to say it provides a two-population location test 
of the null hypothesis that the means of two normally distributed populations are equal. It 
needs to be handled with caution: for every case you need to make sure that 

1. There is no rejection of normality using the Lilliefors test for the DoE or NASA data 
sets (in Figure 2, the case where normality is rejected is indicated by a "NO" in the 
Lil-test table) 

2. There is equality of variances using the Fisher’s test, (in Figure 2, the F-test table has 
the p-value for evaluating the equality of variances) 

Let us be more specific about this second point: there are two types of T-tests: the 
homoscedastic T-test and the heteroscedastic one. A sequence of random variables is 
homoscedastic if all random variables in the sequence have the same finite variance. 

It is better to use the homoscedastic T-test because it is more powerful. To know which 
test should be used, a Fisher’s test for the null hypothesis that two normal populations have 
the same variance is run: if the F-test p-values are small enough (less than 0.05), this means 
the variances are significantly different, and it is then advised to use the heteroscedastic 
T-test. 

When the heteroscedastic T-test is used instead of the homoscedastic one, we hope that 
(1) if the T-test p-value was very large, that it will stay large and not get in the red zone, and 
(2) if the T-test p-value very small, that it will not get very larger and stay in the red zone.  

The results of Student’s T-test are seen under the “T” cells  in Figure 2 (on the left for 
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transition 5-7 and on the right for transition 6-7).  When condition 1 is not respected, or 
condition 2 gives mixed results, then move on to the adjacent Mann-Whitney test. 

Mann-Whitney. The Mann–Whitney test is the nonparametric analog of the Student’s T-test, 
and is based on ranks. It assesses whether two independent samples of observations have 
equally large values. It is more robust to outliers than Student's T-test, making it more widely 
applicable than the T-test. Unlike the parametric t-test, this non-parametric test makes no 
assumptions about the distribution of the data (e.g., normality). It will give results similar to 
the T-test, and should be considered when the pre-conditions for the T-test are not met.  

Selection 
Our criteria to select the methods allowed us to progressively eliminate the methods. 

Figure 3 summarizes the results of the process to down-select methods. 
 

 
Figure 3: Down-selecting To Find the Best Method 

Throughout this method elimination process, the principle of parsimony was used: when 
two methods had similar results, we always went for the method using the least inputs. 

First of all, the methods that gave the most TRL scores of 7 and 8 were rejected. Indeed, 
these TRL scores cannot be reached for the DoE technologies considered, because the 
maximum TRL score of 7 was defined as the boundary condition of all TM parameters being 
0 when the technology became operational, and the data that we are comparing is the 
transition times prior to becoming operational. We chose to eliminate the methods giving 
more than three TRL scores of 7 or 8. 

Second, the methods which gave the least TRL scores of 5 and 6 were rejected, because 
having few such scores decreases the significance of the tests undergone by the methods, 
which rely on transitions 5-7 and 6-7. We chose to eliminate the methods giving less than 16 
TRL scores of 5 or 6. 

Then we calculated the geometric mean of the 5-7 and 6-7 transitions test results for each 
of the three tests, and rejected the methods that gave the lowest geometric means. This 
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allowed us to take both transitions into account during the elimination process. Once we had 
kept only the methods with the highest geometric mean scores, we eliminated the methods 
that had low scores for one of the transitions.  

These different rejections led to five log methods and five raw-data methods. An 
interesting observation is that they were actually, with one exception, the same methods in 
their log and raw-data forms. This comes from the fact that two out of the three tests that 
were used were non-parametric tests based on rank, and the non-parametric tests were used 
instead of the T-test whenever normality was violated. 

Finally, to choose the best method out of these ten methods, a sensitivity analysis was run 
with @RISK. By introducing variation to the control parameters’ weightings (normal 
distribution with 0.1 standard deviation), but also to the TM-TRL correspondence scale (a 
special algorithm was developed to randomly move the position of the 4-5 and the 5-6 
transitions in the scale), we generated distributions of the test results summarized in Table 9 
and Table 10. 
Table 9: Sensitivity Analysis Results for Raw-data (Non-Log) Method 

 
Table 10: Sensitivity Analysis Results for Log Method 

 
 
The 5% and 95% values are the boundaries of the range where 90% of the values belong. 

The higher the 5% value is, the better (or less sensitive) the method. The “normalized mode” 
value is equal to the value obtained without the sensitivity analysis divided by the difference 
between the 95% and 5% values. The higher it is, the better. The 5% values or the normalized 
modes values that were significantly higher (better) with a method are highlighted in orange, 
and those that are significantly lower (worse) are highlighted in green in Table 9 and Table 
10.  

Three methods stood out as the best: M18 Raw-data, which is the method using rounded 
weighted averages with PM, EQ, FAC and binary SAFT, and M25 in its Log and Raw-data 
forms. M25 uses the floor of weighted harmonic mean with PM and EQ.  

The results from the three methods were significantly different and M25 uses only two 
inputs; therefore, we chose M25 as the best method. Between log and raw-data form for M25, 
the differences were not significant, so we chose the raw-data form, which is easier to use. 
The resulting correspondence tables for M25 to map PM and EQ to TRL are shown in Figure 
4. The TRLs obtained according to the observed combinations of PM and EQ are displayed in 
Table 11. 
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PM TRL EQ TRL

10 1 10 1
9 2 9 2
8 3 8 3
7 4 7 4
6 4 6 4
5 4 5 4
4 5 4 5
3 5 3 5
2 5 2 5
1 6 1 6
0 7 0 7  

Figure 4: Correspondence Table for M25 
 
Table 11: Result of Applying M25 Correspondence Tables to Observed Data Points 

10 9 8 7 6 5 4 3 2 1 0
10
9
8 3
7
6 4 4 5
5 4 4 5
4 4 5 5
3
2 5 5 5
1 6
0 6

PM

EQ

 

Conclusion 
With the appropriate mapping, we observe that DoE’s and NASA’s transition times are 

very similar. It leads us to think that statistically we find the same timelines for the 
acquisition of advanced technologies across the different agencies. The statistical tests’ 
p-values for the chosen method are especially good as shown in Figure 5. 

  
Figure 5: P-values for Chosen Method 

Table 12 shows the transition times in years for DoE’s dataset with the TRLs calculated 
using the chosen methods. Note that transition times covering more than one cell indicates 
that no observed data was reported for a transition from TRL to TRL+1, but that the 
transition time from TRL to TRL+2 or to TRL+3 was reported. 
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Table 12: Observed Transition Times Based on TRLs Derived Using Chosen Method 
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4.12 4.79 2.83 2.33 3.56 1.081.33 3.67 1.17 2.58 1.58 1.081.543.76 1.25 2.09 1.082 0.08  
 
The research developed statistical models for schedule uncertainty estimation that use 

Technology Readiness Levels as the only user-provided inputs with the goal of providing a 
simple, yet powerful, method that is applicable to all acquisitions of advanced technology in 
DoD and other federal agencies. 

 Data-driven models that can be applied easily and effectively can play a major role in 
identifying key technical areas that are associated with cost and schedule uncertainties. 
Current approaches to modeling uncertainty in cost and schedule require multiple inputs that 
can be quite subjective and are not integrated with technology readiness assessments that 
usually are performed separately as part of the technical risk management effort. A modeling 
method that uses fewer inputs that are less subjective and integrated with technology 
readiness assessment will be more likely to be used by program managers. This will provide 
more a credible analysis that enhances evaluation of alternatives, identifies risk areas, and 
ultimately provides benefits that derive from the program managers’ ability to intervene 
earlier in the life cycle either to select technologies that are aligned to cost and schedule 
constraints, or to produce more realistic plans for expenditures and schedules that aligned to 
the maturity of technologies that promise increased performance.  

 We evaluated data previously collected on DOE and NASA projects, and compared 
NASA and DOE data on the times to transition from TRL 5 (component demonstration in a 
relevant environment) and TRL 6 (subsystem demonstration in a relevant environment) to 
TRL 7 (system prototype demonstration in a relevant environment). Statistically speaking, 
research and development timelines for nuclear materials processing technologies based on 
chemical engineering R&D approaches and techniques are the same as for flight technologies 
that use aerospace engineering R&D approaches and techniques.  This supports our thesis 
that the approach and even the data and models can be used across the spectrum of industries 
and agencies that are engaged in R&D of advanced technologies.  
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