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ABSTRACT

In the active and passive microwave remote sensing of earth terrain, scattering effects due to medium inhomogeneities and surface roughness play a dominant role in the determination of brightness temperatures and radar backscattering coefficients. The volume scattering effects are accounted for by modelling earth terrain either as a random medium or as a homogeneous medium containing discrete scatterers. The rough surface effects are studied with models of random and periodic rough surfaces. In order to more realistically model earth terrain, a composite model which accounts for volume and rough surface scattering is developed.

The volume scattering effects due to medium inhomogeneities are studied by characterizing earth terrain with a layered random medium model. The radiative transfer theory is used to calculate the backscattering and bistatic scattering coefficients from a two-layer random medium. Radiative transfer equations are solved numerically using the Fourier series expansion and the Gaussian quadrature method. In order to explain the scattering and emission characteristics of earth terrain which exhibit the effects of layered structure, the results are generalized to the case of multi-layered random medium. The complexity of the problem is kept at the same level as the two-layer cases by deriving effective boundary conditions which incorporate all the properties of the medium below that boundary.

The rough surface effects are studied with the models of random and periodic rough surfaces. The scattering and emission characteristics of randomly rough surface is studied by deriving bistatic scattering coefficients for the reflected and the transmitted waves with the Kirchhoff approach and the small perturbation method. The geometrical optics solution modified to incorporate the shadowing effect is used to study energy conservation and to derive the upper and lower bounds for the emissivities. The small perturbation method is modified with the use of a cumulant technique which is shown to have wider regions of validity. Active remote sensing of plowed fields is studied with the model of a randomly perturbed quasiperiodic surface and the Kirchhoff approach. The narrow-band Gaussian random variation around the spatial
frequency of the sinusoidal variation is used to introduce the quasiperiodicity. It is shown that there is a large difference between the cases where the incident wave vector is parallel or perpendicular to the row direction. When the incident wave vector is perpendicular to the row direction, the maximum value of the backscattering cross section does not necessarily occur at normal incidence. The scattering pattern is interpreted as a convolution of the scattering patterns for the sinusoidal and the random rough surfaces.

The composite model comprising an inhomogeneous layer over a homogeneous halfspace with rough boundaries is developed to study the scattering and emission characteristics of earth terrain. The radiative transfer theory is used. The random medium and discrete scatterer models are used to incorporate the volume scattering effects. To model rough top and bottom interfaces, the bistatic scattering coefficients for a randomly rough surface obtained using a combination of Kirchhoff theory and geometrical optics approach are used. Rough surface effects are incorporated into the radiative transfer theory by modifying the boundary conditions. Because the bistatic scattering coefficients for the rough surface violate energy conservation there is ambiguity in the emissivity. However, two alternate formulations are used to calculate the emissivity. By calculating the bistatic scattering coefficients of the scattering layer with rough top and bottom interfaces and integrating over the upper hemisphere an upper limit for the emissivity is obtained by invoking the principle of reciprocity. A lower limit for the emissivity is obtained by directly calculating thermal microwave emission and assuming that the same medium is at a uniform temperature. It is shown that the backscattering cross section for the angles of incidence near nadir is dominated by the rough surface effects whereas the large angle of incidence behavior is dominated by the volume scattering effects. The rough surface also causes the angular behavior of thermal emission to become flatter and displays smaller differences between horizontal and vertical polarizations due to more coupling of intensities at the boundaries.
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CHAPTER 1

Introduction

The remote sensing of the earth and the elements of its environment at microwave frequencies have been found to contain many practical applications. The primary advantage inherent in remote sensing at microwave frequencies over optical and infrared frequencies is in its all-weather, day-and-night operational capabilities. Active and passive microwave remote sensing with both radar and radiometer have been investigated in areas of snow and ice covered land or water [Rouse, 1969; Waite and McDonald, 1969; Johnson and Farmer, 1971; Meier and Edgerton, 1971; Gloersen et al., 1973; Ketchum and Tooma, 1973; Elachi et al., 1976; Kunzi et al., 1976; Parashar et al., 1977; Ulaby et al., 1977; Zwally, 1977; Hofer and Schanda, 1978; Hofer and Good, 1979; Rango et al., 1979], vegetation canopy [Ulaby, 1975; Ulaby et al., 1975; Bush and Ulaby, 1976, 1978], cloud and rainfall [Grody, 1976; Tsang et al., 1977], and soil moisture studies [Dickey et al., 1974; Schmugge et al., 1974; Ulaby and Batlivala, 1976a,b; Njoku and Kong, 1977; Newton and Rouse, 1980; Wang et al., 1980; Jackson and Schmugge, 1981; Njoku and O’Neill, 1981; Wang et al., 1983]. While extensive effort has been concentrated in the measurement and collection of voluminous experimental data, theoretical models that are useful in interpreting these data have not been satisfactorily developed, especially where combinations of absorption, scattering, layering and rough surface are important factors. Although past theoretical emphasis
has been largely concentrated on rough surface scattering, recent theoretical models have been proposed to account for volume scattering effects.

The scattering of electromagnetic waves from a randomly rough surface has been studied extensively for many years. Two basic analytical approaches have been the Kirchhoff approach (KA) [Beckmann and Spizzichino, 1963; Kodis, 1966; Stogryn, 1967; Sancer, 1969; Smith, 1967; Sung and Holzer, 1976; Tsang and Kong, 1980a] and the small perturbation method (SPM) [Rice, 1963; Valenzuela, 1967, 1968]. The KA approximates the surface fields using the tangent plane approximation. Under the tangent plane approximation, the fields at any point of the surface are approximated by the fields that would be present on the tangent plane at that point. Thus, the tangent plane approximation requires a large radius of curvature relative to the incident wavelength at every point on the surface. The SPM assumes that the surface variations are much smaller than the incident wavelength and the slopes of the rough surface are relatively small. The bistatic scattering coefficients for the reflected and transmitted waves have been derived using both the KA and SPM.

The Kirchhoff approximated diffraction integral for a dielectric rough surface is still difficult to evaluate analytically and further approximations are usually made. The integrands which depend on the local surface slopes can be expanded in slope terms about zero slope, and then can be integrated by parts discarding the edge effect [Leader, 1971; Tsang and Newton, 1982]. The integrals can then be evaluated by keeping only a few terms of the expansion. In the high frequency limit, the geometrical optics solution can be obtained using the method of stationary phase. The geometrical optics solution is independent of frequency and states that the scattered intensity is proportional to the probability of the occurrence of the slopes which will specularly reflect or transmit the incident wave into the direction of observation [Barrick, 1968].
The scattering of electromagnetic waves from a slightly rough surface can be studied using a perturbation method. In the SPM due to Rice [1963], it is assumed that the surface variations are much smaller than the incident wavelength and the slopes of the rough surface are relatively small. The Rayleigh hypothesis is used to express the reflected and transmitted fields into upward and downward going waves. The field amplitudes are determined from the boundary conditions and the divergence relations. The extended boundary condition (EBC) method may also be used with the perturbation method to solve for the scattered fields [Agarwal, 1977; Nieto-Vesperinas, 1982]. In the EBC method, the surface currents on the rough surface are first calculated. The scattered fields then can be calculated from the diffraction integral by making use of the calculated surface fields. Both of the perturbation methods yield the same expansions for the scattered fields, because the expansions of the amplitudes of the scattered fields are unique within their circles of convergence [Maradudin, 1983]. The SPM has been used to calculate the scattered fields up to the second-order. The zeroth-order solutions are just reflected and transmitted fields from a flat surface. The first-order solution gives the lowest-order incoherent transmitted and reflected intensities. However, the first-order solution does not give the depolarization effect in the backscattering direction. The second-order solution gives the lowest-order correction due to the rough surface to the coherent reflection and transmission coefficients. Also, the depolarization of the backscattering power is illustrated with the second-order solution.

Scattering of electromagnetic waves from a periodic rough surface is of interest in the remote sensing of plowed vegetation fields with row structures. The variations of the radar scattering coefficients and the radiometric brightness temperatures due to change in the look direction relative to the row direction are observed to be significant [Wang
et al., 1980; Ulaby et al., 1981]. The extended boundary condition (EBC) method has been used to solve for the scattered fields from periodic surfaces [Waterman, 1975; Chuang and Kong, 1981, 1982]. The method is based on Green’s theorem relating the amplitudes of the incident plane waves to the Fourier components of the fields on the periodic surface, which in turn gives the amplitudes of the diffracted Floquet waves. Thus the amplitudes of the diffracted Floquet waves can be solved in terms of the amplitudes of the incident plane waves directly by a transition matrix. After obtaining the scattered field amplitudes the emissivity of the periodic surface can be calculated using the principles of reciprocity and energy conservation. Because of the exact nature of the theory, the reciprocity relation and the energy conservation have been shown to hold exactly and the unambiguous emissivity of the periodic rough surface has been obtained [Kong et al., 1984].

Scattering of electromagnetic waves from a randomly perturbed sinusoidal surface is of interest in the active remote sensing of plowed fields. The variation of the radar scattering coefficients due to the change in the look direction relative to the row direction have been well documented [Batlivala and Ulaby, 1976; Ulaby and Bare, 1979; Fenner et al., 1980]. In the past, the problem of electromagnetic wave scattering from periodic or random rough surface has been extensively studied. The problem of scattering by randomly perturbed periodic surface has been studied by assuming that the periodic surface causes a tilting effect [Ulaby et al., 1982]. In this approach the scattering coefficients of the random rough surfaces obtained using the Kirchhoff approximation or small perturbation method is averaged over the change in local incidence angle due to the periodic surface. This approach has also been used to solve the scattering from a composite random rough surface with small and large scale variations [Semenov, 1966; Wu and Fung, 1972].
In the active and passive microwave remote sensing of earth terrain, the scattering effects due to medium inhomogeneities and rough interfaces play a dominant role in the determination of brightness temperatures and radar backscattering coefficients. The effects of volume scattering have been treated with two theoretical models for the terrain media: (1) the random medium model where scattering effects can be accounted for by introducing a randomly fluctuating part in the permittivities, and (2) the discrete scatterer model where discrete scatterers are imbedded in a homogeneous background medium.

In the theoretical developments for passive remote sensing the effect of volume scattering due to medium inhomogeneity was first accounted for by Gurvich et al. [1973]. They derived expressions for the brightness temperature of a halfspace random medium with a laminar structure, assuming uniform temperature distribution. Tsang and Kong [1975] solved the problem of thermal microwave emission from a halfspace random medium with a laminar structure and nonuniform temperature distribution using the radiative transfer theory. England [1974] first examined thermal microwave emission from a uniform low-loss dielectric medium containing randomly distributed isotropic scatterers, with a radiative transfer approach. He [1975] then considered the more general case of a scattering layer over a homogeneous halfspace, using the radiative transfer theory and a Rayleigh scattering model. Tsang and Kong [1977a] derived a more general result than that of England for both the halfspace and two-layer case, using a Mie scattering model. With the Born approximation, Tsang and Kong [1976a] obtained the emissivity of a halfspace random medium with a three-dimensional variation.

In active remote sensing, Stogryn [1974] first calculated the bistatic scattering coefficients for a random medium with a spherical correlation function using a pertur-
bation approach. Leader [1975] studied scattering from Rayleigh scatterers imbedded in a dielectric slab using the matrix doubling method. Using the Born approximation, Tsang and Kong [1976a] studied scattering of electromagnetic waves by a halfspace random medium. They [1978] also developed the radiative transfer theory to calculate the bistatic scattering coefficients from a halfspace random medium. An iterative approach is used to obtain results to the second order, in order to exhibit depolarization of backscattered power. Using the first-order renormalization method, Fung and Fung [1977] obtained the bistatic scattering coefficients from a vegetation-like halfspace random medium. Fung [1979] then extended the result to the case of a vegetation-like layer over a homogeneous halfspace. Zuniga and Kong [1980] studied the scattering from a slab of random medium using the Born approximation. Then, Zuniga et al. [1980] extended the result to the second order in albedo to show the depolarization effect in the backscattering direction.

The radiative transfer theory has been useful in the interpretation of remote sensing data [Kong et al., 1979]. Even though it deals only with the intensities of the field quantities and neglects their coherent nature, it accounts for the multiple scattering and obeys energy conservation. The modified radiative transfer (MRT) theory [Tsang and Kong, 1976c; Zuniga and Kong, 1980, 1981] which takes into account the partial coherent effects due to the boundaries has been derived for the cases when the interference effects become important [Blinn et al., 1972]. The MRT equations have been developed for a two-layer random medium with laminar structure by applying the nonlinear approximation to Dyson's equation and the ladder approximation to the Bethe-Salpeter equation [Tsang and Kong, 1976c]. Then, the MRT equations for electromagnetic wave propagation in a two-layer medium with three-dimensional permittivity fluctuations are derived [Zuniga and Kong, 1980, 1981]. The MRT equa-
tions are then solved with the first order renormalization approximation to obtain the backscattering cross sections.

In the microwave remote sensing of earth terrain, the multi-layered models have shown to be more realistic in the interpretation of the data. In the passive remote sensing the radiative transfer theory has been used to study thermal microwave emission from a multi-layered random medium with laminar structures [Djermakoye and Kong, 1979]. The propagation matrix formulism is applied to obtain closed-form solutions. For the inhomogeneous slab random medium with non-uniform scattering, absorption and a temperature profile in the vertical direction, the method of invariant imbedding has been used [Tsang and Kong, 1977b]. The boundary value problem of the radiative transfer equations is converted to an initial value problem starting at zero slab thickness. Thermal microwave emission from a three-layer random medium with three-dimensional variations has also been studied using the radiative transfer theory [Tsang and Kong, 1980b]. The quadrature method is used and the results are found to be useful in the interpretation of snow data exhibiting diurnal change [Hofer and Shanda, 1978; Stiles and Ulaby, 1980]. In the active remote sensing, the scattering from multi-layered random medium has been solved using the Born approximation and the propagation matrix formulism [Zuniga et al., 1979]. The radiative transfer theory also has been applied to scattering from multi-layer of Rayleigh scatterers where the iterative approach is used to obtain solutions to first-order [Shin, 1980; Karam and Fung, 1982].

Most of the previous work on volume scattering all assumed planar boundaries, and the effect of rough surface scattering was neglected. However, in order to understand in a more meaningful way the problems of radar backscattering and thermal microwave emission from natural terrains, a composite model that can account for
both the volume and surface scattering effects must be studied. Recently, the Rayleigh scattering model has been used with the radiative transfer equations to study the combined volume and rough surface scattering effects [Fung and Chen, 1981a,b; Fung and Eom, 1981].

In Chapters 2 and 3, the scattering and emission from random rough surface are studied. The scattering of electromagnetic waves from a randomly rough surface has been studied extensively for many years. Two basic analytical approaches have been the Kirchhoff approach (KA) and the small perturbation method (SPM). The KA approximates the surface fields using the tangent plane approximation. Under the tangent plane approximation, the fields at any point of the surface are approximated by the fields that would be present on the tangent plane at that point. The SPM assumes that the surface variations are much smaller than the incident wavelength and the slopes of the rough surface are relatively small. The bistatic scattering coefficients derived under the KA and SPM are reviewed and summarized in Chapters 2 and 3, respectively. The bistatic scattering coefficients for the transmitted fields are also derived using KA and SPM in order to study the energy conservation of the various approximations. The emissivity of the random rough surface are calculated by integrating the bistatic scattering coefficients over the upper hemisphere. The geometrical optics solutions are modified using the shadowing functions. The upper and lower limit of the emissivity are obtained using the modified geometrical optics solutions.

In Chapter 4, the cumulant technique is used to modify the SPM solutions. The resulting modified SPM solution are shown to have a wider region of validity than the conventional SPM results and to agree with the KA results for all values of the variance of the surface heights in the limit of large correlation lengths. The bistatic scattering coefficients for the reflected waves are calculated. The emissivities are also calculated by
integrating over the upper hemisphere the reflected coherent and incoherent scattering coefficients.

In Chapter 5, the Kirchhoff approximation is used to study the scattering of electromagnetic waves from a randomly perturbed quasiperiodic surface. In order to more realistically model the plowed fields we characterize the rough surface as a composite surface with a Gaussian random variation, a sinusoidal variation and a narrow-band Gaussian random variation around the same spatial frequency. Introduction of the narrow-band random variation causes the surface to be quasi-periodic. The physical optics integral obtained with the Kirchhoff approximation is evaluated to obtain the coherent and incoherent bistatic coefficients. In the geometrical optics limit, the stationary phase method is used to further simplify the results. In this limit it is shown that the bistatic scattering coefficients are proportional to the probability of the occurrence of the slopes which will specularly reflect the incident wave into the observation direction. The theoretical results are illustrated for the various cases by plotting the backscattering cross sections as a function of the angle of incidence with the incident wave vector either parallel or perpendicular to the row direction. The appearances of peaks are explained in terms of the scattering patterns for sinusoidal surfaces.

In Chapter 6, the problem of thermal microwave emission from a multi-layered random medium on top of homogeneous halfspace is solved using the radiative transfer theory. The brightness temperatures are calculated using a numerical approach. The radiative transfer equations are solved using a quadrature method where the integrals are replaced by the summation over the discrete quadrature angles. The resulting system of first-order differential equations are solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. The effective boundary conditions are derived in terms of the effective reflection matrices and the effective source vectors.
to reduce the complexity of the problem to that of a two-layer problem. The effective reflection matrices and the effective source vectors are solved recursively by considering only one layer at a time. The numerical solutions are illustrated by plotting brightness temperatures as functions of frequency and observation angle for multi-layered cases.

In Chapter 7, the problem of scattering from a multi-layer random medium is solved using the radiative transfer theory. Using all four Stokes parameters, the bistatic scattering coefficients of two-layer random medium are first calculated using a numerical approach which provides a valid solution for both small and large albedos. A Fourier-series expansion in the azimuthal direction is used to eliminate the azimuthal $\phi$-dependence from the radiative transfer equations. Then, the set of equations without the $\phi$-dependence is solved using the method of Gaussian quadrature. The integrals in the radiative transfer equations are replaced by a Gaussian quadrature and the resulting system of first-order differential equations is solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. The order of system of eigen-equations is reduced for more efficient computation by making use of the symmetry properties of the scattering function matrix. Then in Chapter 8, the results are generalized to the case of scattering from multi-layered random medium. The effective boundary conditions are derived in terms of the effective reflection matrices to reduce the complexity of the problem to that of a two-layer problem. The effective reflection matrices are solved recursively by considering only one layer at a time. The numerical results are illustrated by plotting backscattering cross sections and the bistatic scattering coefficients as functions of frequency, incident angle, and the scattering angles.

In Chapter 9, the radiative transfer theory is used to solve the problem of thermal microwave emission from a scattering layer overlying a homogeneous halfspace with rough interfaces at the top and bottom boundaries. Mie scattering phase func-
tion is used for volume scattering, and the bistatic scattering coefficients of a Gaussian random surface, obtained using a combination of the Kirchhoff approximation and a geometrical optics approach, is used for rough surface scattering. The rough surface effects are incorporated into the radiative transfer equations by modifying the boundary conditions satisfied by the intensities at the top and bottom interfaces. The radiative transfer equations are solved numerically, using the Gaussian quadrature method. Because the bistatic coefficients of the rough surface violate energy conservation there is ambiguity in the emissivity. However, using two alternate formulations, the upper and lower limits of the emissivity are calculated. By calculating the bistatic coefficients of a scattering layer with rough top and bottom interfaces and integrating over the scattering angles in the upper hemisphere we can obtain an upper limit for the emissivity by invoking the principle of reciprocity. A lower limit for the emissivity is obtained by directly calculating thermal microwave emission and assuming that the same medium is at a uniform temperature. The theoretical results are illustrated by plotting the brightness temperatures as functions of observation angles and polarizations.

In Chapter 10, the problem of scattering from a two-layer random medium with rough boundaries is solved using the radiative transfer theory. The rough surface effects are incorporated into the radiative transfer equations by modifying the boundary conditions. The reflected and transmitted bistatic scattering coefficients derived with the randomly rough surface models are used to derived the boundary conditions satisfied by the intensities at the top and bottom interfaces. The radiative transfer equations are solved numerically using the Fourier-series expansion and the Gaussian quadrature method. The order of system of eigen-equations is reduced for more efficient computation by making use of the symmetry properties of the scattering function matrix. The theoretical results are illustrated by plotting the backscattering cross sections as
functions of frequency and incident angle.

In Chapter 11, various theoretical models developed in this thesis for microwave remote sensing of earth terrain are summarized and the recommendations for future studies are made.
CHAPTER 2

Scattering and Emission by Random Rough Surfaces -
Kirchhoff Approximation

The scattering of electromagnetic waves from a random rough surface is studied using the Kirchhoff approximation. The tangent plane approximation is used to approximate the surface fields. The bistatic scattering coefficients for the reflected and transmitted waves are derived. The integrands which depend on the local surface slopes are expanded in slope terms and the integrals are evaluated by keeping only a few terms of the expansion. In the high frequency limit, the geometrical optics solution is obtained using the method of stationary phase. The geometrical optics solution is independent of frequency and states that the scattered intensity is proportional to the probability of the occurrence of the slopes which will specularly reflect or transmit the incident wave into the direction of observation. The bistatic scattering coefficients are modified to incorporate the shadowing effects. The sum of reflected and transmitted intensities is shown to be always less than the incident intensity and this is used to derive the upper and lower bounds for the correct emissivity of the rough surface in the geometrical optics limit.
2.1 Introduction

The scattering of electromagnetic waves from a randomly rough surface has been studied extensively for many years. Two basic analytical approaches have been the Kirchhoff approach (KA) [Beckmann and Spizzichino, 1963; Semenov, 1965; Kodis, 1966; Stogryn, 1967; Barrick, 1968; Fung and Chan, 1969; Sancer, 1969; Lynch and Wagner, 1970; Leader, 1971; Sung and Holzer, 1976; Sung and Ekerhardt, 1978; Tsang and Kong, 1980a,b; Bass and Fuks, 1979; Ulaby et al., 1981] and the small perturbation method (SPM) [Rice, 1963; Valenzuela, 1967, 1968; Agarwal, 1977; Nieto-Vesperina, 1982]. The KA approximates the surface fields using the tangent plane approximation. Under the tangent plane approximation, the fields at any point of the surface are approximated by the fields that would be present on the tangent plane at that point. Thus, the tangent plane approximation requires a large radius of curvature relative to the incident wavelength at every point on the surface. The SPM assumes that the surface variations are much smaller than the incident wavelength and the slopes of the rough surface are relatively small.

In this chapter we derive the bistatic scattering coefficients for the reflected and transmitted waves using the KA. The Kirchhoff approximated diffraction integral for a dielectric rough surface is still difficult to evaluate analytically and further approximations are usually made. The integrands which depend on the local surface slopes can be expanded in slope terms about zero slopes, and then can be integrated by part discarding the edge effect. The integrals can then be evaluated by keeping only a few terms of the expansion. In the high frequency limit, the geometrical optics solution can be obtained using the method of stationary phase. The geometrical optics solution is independent of frequency and states that the scattered intensity is proportional to the
probability of the occurrence of the slopes which will specularly reflect or transmit the incident wave into the direction of observation. The bistatic scattering coefficients are modified to incorporate the shadowing effects. The sum of reflected and transmitted intensities is then shown to be always less than the incident intensity. This used to derive the upper and lower bounds for the correct emissivity of the rough surface in the geometrical optics limit.
2.2 Formulation

Consider a plane wave incident upon a random rough surface [Fig. 2.1]. The electric field of the incident wave is given by

$$\vec{E}_i = \hat{\epsilon}_i \vec{E}_i e^{i\vec{k}_i \cdot \vec{r}}$$

(1)

where $\vec{k}_i$ denotes the incident wave vector and $\hat{\epsilon}_i$ the polarization of the electric field vector. The rough surface is characterized by a random height distribution $z = f(\vec{r}_\perp)$ where $f(\vec{r}_\perp)$ is a Gaussian random variable with zero mean, $\langle f(\vec{r}_\perp) \rangle = 0$. The scattered and the transmitted fields are given by the diffraction integral. From Huygens’ principle, which expresses the field at an observation point in terms of fields at the boundary surface, the following expressions are obtained for the scattered fields in region 0 and the transmitted fields in region 1 [Kong, 1975].

$$\vec{E}_s(\vec{r}) = \int_{S'} dS' \left\{ i\omega \mu \vec{G}(\vec{r}, \vec{r}') \cdot [\hat{n}_t \times \vec{H}(\vec{r}')] - \nabla \times \vec{G}(\vec{r}, \vec{r}') \cdot [\hat{n}_t \times \vec{E}(\vec{r}')] \right\}$$

(2a)

$$\vec{E}_t(\vec{r}) = \int_{S'} dS' \left\{ i\omega \mu \vec{G}_1(\vec{r}, \vec{r}') \cdot [\hat{n}_d \times \vec{H}(\vec{r}')] - \nabla \times \vec{G}_1(\vec{r}, \vec{r}') \cdot [\hat{n}_d \times \vec{E}(\vec{r}')] \right\}$$

(2b)

where $S'$ denotes the rough surface on which the surface integration is to be carried out, $\hat{n}$ and $\hat{n}_d$ are the unit vectors normal to the rough surface and pointing into the reflected and transmitted regions, respectively [Fig. 2]. The dyadic Green’s function for homogenous space of the region 0 and 1, $\vec{G}(\vec{r}, \vec{r}')$ and $\vec{G}_1(\vec{r}, \vec{r}')$, are

$$\vec{G}(\vec{r}, \vec{r}') = \left[ \frac{\nabla \nabla - \hat{\epsilon} \hat{\epsilon}}{\kappa^2} \right] \frac{e^{i\vec{k}_i \cdot \vec{r} - \vec{r}'}}{4\pi |\vec{r} - \vec{r}'|}$$

(3a)
and

\[ \overline{G}_1(\vec{r}, \vec{r}') = \left[ \frac{1}{\vec{I} - \frac{\nabla^2}{k_1^2}} \right] \frac{e^{ik_1 \vec{r} - \vec{r}'}}{4\pi |\vec{r} - \vec{r}'|} \]  

where \( k = \omega \sqrt{\mu_\omega} \) and \( k_1 = \omega \sqrt{\mu_{\omega_1}} \). If the observation point is in the far field region, then the dyadic Green's functions simplify to

\[ \overline{G}(\vec{r}, \vec{r}') \approx (\vec{I} - \vec{\hat{k}}_0 \vec{\hat{k}}_1) \frac{e^{ik_0 \vec{r} - \vec{r}'}}{4\pi r} e^{-i\vec{k}_1 \vec{r}'}, \]  

\[ \overline{G}_1(\vec{r}, \vec{r}') \approx (\vec{I} - \vec{\hat{k}}_1 \vec{\hat{k}}_1) \frac{e^{ik_1 \vec{r} - \vec{r}'}}{4\pi r} e^{-i\vec{k}_1 \vec{r}'}, \]  

where \( \vec{\hat{k}}_0 \) and \( \vec{\hat{k}}_1 \) denotes the scattered and transmitted direction in region 0 and region 1, respectively.

Substituting (4) and (5) into the diffraction integral (2), we obtain, in the reflected direction \( \vec{\hat{k}}_0 \), and transmitted direction \( \vec{\hat{k}}_1 \),

\[ \overline{E}_r(\vec{r}) = \frac{ik e^{ik \vec{r}}}{4\pi} (\vec{I} - \vec{\hat{k}}_0 \vec{\hat{k}}_1) \cdot \int_{S'} dS' \left\{ \vec{\hat{k}}_0 \times [\vec{\hat{n}} \times \overline{E}(\vec{r}')] + \eta [\vec{\hat{n}} \times \overline{H}(\vec{r}')] \right\} e^{-i\vec{k}_1 \vec{r}'} \]  

\[ \overline{E}_t(\vec{r}) = \frac{ik_1 e^{ik_1 \vec{r}}}{4\pi} (\vec{I} - \vec{\hat{k}}_1 \vec{\hat{k}}_1) \cdot \int_{S'} dS' \left\{ \vec{\hat{k}}_1 \times [\vec{\hat{n}}_1 \times \overline{E}(\vec{r}')] + \eta_1 [\vec{\hat{n}}_1 \times \overline{H}(\vec{r}')] \right\} e^{-i\vec{k}_1 \vec{r}'} \]  

where \( \eta \) and \( \eta_1 \) are the wave impedances in the regions 0 and 1, respectively.
2.3 Tangent Plane Approximation

In the Kirchhoff approach, an approximate expression for the surface fields is obtained under the tangent plane approximation. Under the tangent plane approximation, the fields at any point of the surface are approximated by the fields that would be present on the tangent plane at that point. Thus, the tangent plane approximation requires a large radius of curvature relative to the incident wavelength at every point on the surface [Beckman and Spizzichino, 1963].

First we form an orthonormal system \((\hat{p}_i, \hat{q}_i, \hat{k}_i)\) at the point \(\vec{r}'\), with

\[
\hat{q}_i = \frac{\hat{k}_i \times \hat{n}}{|\hat{k}_i \times \hat{n}|},
\]

\[
\hat{p}_i = \hat{q}_i \times \hat{k}_i,
\]

where, \(\hat{n}(\vec{r}') = -\hat{n}_0(\vec{r}')\), is the normal to the surface at the point \(\vec{r}'\) pointing into the region 0. The unit vectors \(\hat{q}_i\) and \(\hat{p}_i\) are the local perpendicular and parallel polarization vectors at the point \(\vec{r}'\). In applying the tangent plane approximation, we solve the boundary value problem for the TE and TM polarization of an wave incident onto an infinite planar interface taking the tangent plane to be the interface. We decompose the incident field into locally perpendicular and parallel polarization fields.

The perpendicular component of the incident field is

\[
(\hat{e}_i \cdot \hat{q}_i) \hat{q}_i E_0 e^{i\vec{k} \cdot \vec{r}'},
\]

so that the local reflected field is

\[
(\hat{e}_i \cdot \hat{q}_i) \hat{q}_i E_0 R e^{i\vec{k} \cdot \vec{r}'},
\]
where $R_h$ is the local Fresnel reflection coefficient

$$R_h = \frac{k \cos \theta_{ii} - \sqrt{k_r^2 - k^2 \sin^2 \theta_{ii}}}{k \cos \theta_{ii} + \sqrt{k_r^2 - k^2 \sin^2 \theta_{ii}}}$$

(9a)

with $\theta_{ii}$ as the local angle of incidence at the point $\vec{r}'$. The magnetic fields associated with the above are

$$\frac{1}{\eta} \hat{k} \times (\hat{\epsilon}_i \cdot \hat{q}_i) \hat{q}_i E_r e^{i \vec{k} \cdot \vec{r}'}$$

and

$$\frac{1}{\eta} \hat{k} \times (\hat{\epsilon}_i \cdot \hat{q}_i) \hat{q}_i E_r e^{i \vec{k} \cdot \vec{r}'}$$

where $\hat{k}$, is the local reflected direction and is related to the incident direction by

$$\hat{k}_r = \hat{k}_i - 2 \hat{n} (\hat{n} \cdot \hat{k}_i)$$

Hence the tangential electric field of this perpendicular component is

$$\hat{n} \times \vec{E} = (\hat{n} \times \hat{q}_i) (\hat{\epsilon}_i \cdot \hat{q}_i) (1 - R_h) E_r e^{i \vec{k} \cdot \vec{r}'}$$

and the associated magnetic field is

$$\hat{n} \times \vec{H} = \frac{1}{\eta} (\hat{\epsilon}_i \cdot \hat{q}_i) \hat{n} \times [(\hat{k}_i \times \hat{q}_i) + R_h (\hat{k}_r \times \hat{q}_i)] E_r e^{i \vec{k} \cdot \vec{r}'}$$

$$= -(1 - R_h) (\hat{n} \cdot \hat{k}_i) \frac{\hat{\epsilon}_i \cdot \hat{q}_i}{\eta} \hat{q}_i E_r e^{i \vec{k} \cdot \vec{r}'}$$

where we have made use of the relations $\hat{n} \cdot \hat{q}_i = 0$ and $\hat{n} \cdot \hat{k}_r = -\hat{n} \cdot \hat{k}_i$. The calculations can be repeated for local parallel polarized component with local reflection coefficient for vertical polarization.

$$R_v = \frac{\epsilon \sqrt{k_r^2 - k^2 \sin^2 \theta_{ii}}}{\epsilon \sqrt{k_r^2 - k^2 \sin^2 \theta_{ii}}}$$

(9b)
Summing up the local parallel and perpendicular polarized components, we obtain

\[ \hat{n} \times \vec{E}(\vec{r}') = E_x \left\{ (\hat{\epsilon} \cdot \hat{q}_i)(\hat{n} \times \hat{q}_i)(1 + R_n) + (\hat{\epsilon} \cdot \hat{p}_i)(\hat{n} \cdot \hat{k}_i)\hat{q}_i(1 - R_n) \right\} e^{i\vec{k} \cdot \vec{r}'} \]  
\( (10a) \)

\[ \hat{n} \times \vec{H}(\vec{r}') = \frac{E_x}{\eta} \left\{ -(\hat{\epsilon} \cdot \hat{q}_i)(\hat{n} \cdot \hat{k}_i)\hat{q}_i(1 - R_n) + (\hat{\epsilon} \cdot \hat{p}_i)(\hat{n} \times \hat{q}_i)(1 + R_n) \right\} e^{i\vec{k} \cdot \vec{r}'} \]  
\( (10b) \)

The local angle of incidence can be calculated from the formula

\[ \cos \theta_{\|} = -\hat{n} \cdot \hat{k}_i \]  
\( (11) \)

The normal vector at the point \( \vec{r}' \) is given by

\[ \hat{n}(\vec{r}') = \frac{-\alpha \hat{z} - \beta \hat{y} + \hat{z}}{\sqrt{1 + \alpha^2 + \beta^2}} \]  
\( (12) \)

where \( \alpha \) and \( \beta \) are the local slopes in the \( x \) and \( y \) directions.

\[ \alpha = \frac{\partial f(x', y')}{\partial x'} \]  
\( (13a) \)

\[ \beta = \frac{\partial f(x', y')}{\partial y'} \]  
\( (13b) \)

Substituting (10) into (6), we obtain, after some algebraic manipulations,

\[ \vec{E}_s(\vec{r}) = \frac{i k e^{ikr}}{4\pi r} E_x(\vec{l} - \hat{k}_s \hat{k}_s) \cdot \int_{\Omega} d\vec{r}'_A \vec{F}(\alpha, \beta) e^{i(\vec{k}, -\vec{k}) \cdot \vec{r}'} \]  
\( (14a) \)

\[ \vec{E}_t(\vec{r}) = -\frac{i k e^{ikr}}{4\pi r} E_x(\vec{l} - \hat{k}_t \hat{k}_t) \cdot \int_{\Omega} d\vec{r}'_A \vec{N}(\alpha, \beta) e^{i(\vec{k}, -\vec{k}) \cdot \vec{r}'} \]  
\( (14b) \)
where

\[
\bar{F}(\alpha, \beta) = (1 - \alpha^2 - \beta^2)^{1/2} \left\{ - (\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{n} \cdot \hat{k}_i)\hat{\varphi}_i (1 - R_h) + (\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{n} \times \hat{\varphi}_i)(1 + R_i) \\
- (\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{k}_i \times (\hat{n} \times \hat{\varphi}_i))(1 + R_k) + (\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{k}_i \times \hat{\varphi}_i)(1 - R_i) \right\} 
\]  

(15a)

\[
\bar{N}(\alpha, \beta) = (1 - \alpha^2 - \beta^2)^{1/2} \left\{ - \frac{n_1}{\eta}(\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{n} \cdot \hat{k}_i)\hat{\varphi}_i (1 - R_h) - \frac{n_1}{\eta}(\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{n} \times \hat{\varphi}_i)(1 + R_i) \\
+ (\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{k}_i \times (\hat{n} \times \hat{\varphi}_i))(1 + R_k) + (\hat{\varepsilon}_i \cdot \hat{\varphi}_i)(\hat{k}_i \times \hat{\varphi}_i)(1 - R_i) \right\} 
\]  

(15b)

The orthonormal systems for the incident, reflected and transmitted fields are given respectively by \((\hat{\varphi}_i, \hat{k}_i, \hat{n}_i), (\hat{\varphi}_r, \hat{k}_r, \hat{n}_r)\) and \((\hat{\varphi}_t, \hat{k}_t, \hat{n}_t)\) with

\[
\hat{k}_i = \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi - \hat{z} \cos \theta, 
\]  

(16a)

\[
\hat{n}_i = -\hat{x} \sin \phi + \hat{y} \cos \phi, 
\]  

(16b)

\[
\hat{\varphi}_i = -\hat{x} \cos \theta \cos \phi + \hat{y} \cos \theta \sin \phi - \hat{z} \sin \theta, 
\]  

(16c)

\[
\hat{k}_r = \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi + \hat{z} \cos \theta, 
\]  

(17a)

\[
\hat{n}_r = -\hat{x} \sin \phi - \hat{y} \cos \phi, 
\]  

(17b)

\[
\hat{\varphi}_r = \hat{x} \cos \theta \cos \phi - \hat{y} \cos \theta \sin \phi - \hat{z} \sin \theta, 
\]  

(17c)

\[
\hat{k}_t = \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi - \hat{z} \cos \theta, 
\]  

(18a)

\[
\hat{n}_t = -\hat{x} \sin \phi + \hat{y} \cos \phi, 
\]  

(18b)

\[
\hat{\varphi}_t = -\hat{x} \cos \theta \cos \phi - \hat{y} \cos \theta \sin \phi - \hat{z} \sin \theta. 
\]  

(18c)
We note that except for the phase factors, the expressions in the integrands of the diffraction integral, (14), are not explicit functions of \( r' \). They are explicit functions of the slopes \( \alpha \) and \( \beta \) which are functions of \( r' \). The tangent plane approximated diffraction integrals, as expressed in (14), do not take into account the effects of shadowing and multiple scattering.

At this point the question of shadowing comes in naturally. When the direction of incidence is not normal to the \( z - y \) plane, some points on the rough surface will not be illuminated directly [Fig. 2.2]. For some points [point 1, Fig. 2.2] the local angle of incidence \( \theta_i \) is not defined since

\[
\cos \theta_i = -\hat{n} \cdot \hat{k} < 0
\]  

(19)

All the points on the rough surface with such local slopes will not be illuminated directly. Some other points [point 2, Fig. 2] are not directly illuminated, even though the local angle of incidence is well defined, because of the height of rough surface at that point relative to the heights of the surrounding points. However, even without the complication due to shadowing the diffraction integrals for the scattered fields are difficult to evaluate analytically. This is because the local reflection coefficients \( R_\sigma \) and \( R_\parallel \) are functions of the surface slopes. One solution would be to evaluate the integrals numerically for a given realization of the random rough surface. Then, the shadowing effect can be incorporated directly during the numerical integration. In the limiting case of a perfectly conducting random rough surface, the local reflection coefficients \( R_\sigma \) and \( R_\parallel \) are 1 and -1, respectively, and do not depend on the local surface slopes. Then, by neglecting the shadowing effect so that at all the points of the rough surface, \( \hat{n} \times \vec{E} = 0 \) and \( \hat{n} \times \vec{H} = 2\hat{n} \times \vec{H} \), (even at the points with slopes such that they cannot be directly illuminated), the diffraction integrals can be cast into a well-defined integral.
For the dielectric random rough surface, various approximations have been applied to the Kirchhoff approximated diffraction integrals. The integrands which depend on the local surface slopes can be expanded in slope terms about zero slopes, and, then integrated by parts discarding the edge effect [Leader, 1971]. Usually only a few terms of the expansion are kept. In the high frequency limit the geometrical optics solution can be obtained from (14) with the stationary phase method. The geometrical optics solution is independent of frequency and states that the scattered intensity is proportional to the probability of the occurrence of the slopes which will specularly reflect or transmit the incident wave into the direction of observation [Barrick, 1968].

In the calculation of the reflected fields, the expression for the diffraction integral, (14a), contains the total field (incident and reflected) on the surface. The scattered field in region 0 evaluated from (14a) are the same whether one uses the total field or the reflected field on the surface of rough interface. However, when the integrand $\tilde{F}(\alpha, \beta)$ is approximated the results using total or reflected surface fields may not give the same result [Holzer and Sung, 1978]. For the case when shadowing is present, using the total field or the reflected field on the illuminated region, while assuming no incident wave for the shadowed region, corresponds to different approximations and the results obtained for the scattered fields are different. The geometrical optics solution is independent of whether total or reflected field is used since the integrand $\tilde{F}(\alpha, \beta)$ is evaluated at the stationary phase points $\alpha_*$ and $\beta_*$. 
2.4 Coherent and Incoherent Scattering Coefficients

The scattered intensities from a random rough surface can in general be decomposed into coherent and incoherent components. Coherent components only contribute in the specular reflected or transmitted directions while incoherent components contribute in all directions. In the limiting case of flat surface the scattered intensity consists of only the specularly reflected and transmitted coherent intensities. In the other limiting case of a very rough surface, the coherent components almost vanish and intensities are incoherently scattered. In this section we solve for the coherent and incoherent scattered intensities by further approximating the integrands in the Kirchhoff approximated diffraction integrals.

One commonly used approximation is to expand the integrands \( F(\alpha, \beta) \) and \( N(\alpha, \beta) \) in slope terms about the zero slopes and to keep only the lowest few terms [Leader, 1971]. Expanding \( F \) and \( N \) we obtain

\[
\begin{align*}
F(\alpha, \beta) &= F(0, 0) + \alpha \frac{\partial F}{\partial \alpha} \bigg|_{\alpha, \beta = 0} + \beta \frac{\partial F}{\partial \beta} \bigg|_{\alpha, \beta = 0} + \cdots \quad (20a) \\
N(\alpha, \beta) &= N(0, 0) + \alpha \frac{\partial N}{\partial \alpha} \bigg|_{\alpha, \beta = 0} + \beta \frac{\partial N}{\partial \beta} \bigg|_{\alpha, \beta = 0} + \cdots \quad (20b)
\end{align*}
\]

where \( F(0, 0) \) is \( F(\alpha, \beta) \) evaluated at \( \alpha = \beta = 0 \), etc. For angle of incidence near normal and for surfaces with small mean square surface slope, the Fresnel reflection coefficients only vary slightly with the change of local angle of incidence. Thus, we shall keep only the first terms in (20) in our subsequent calculations. Thus, from (14), we have

\[
E_* = \frac{ik e^{ikr}}{4\pi r} E_*(\hat{r} - \hat{k} \cdot \hat{k}_s) \ F(0, 0) \ I \quad (21a)
\]
\[ \bar{E}_r = \frac{ik_r e^{ik_r r}}{r} E_n (\bar{\mathbf{I}} - \mathbf{k}_r) \cdot \mathbf{N} (0, 0) I_r \]  

(21b)

where the integrals \( I \) and \( I_t \) are given by

\[
I = \int_A e^{i(k_r - \bar{k}_r) \cdot \mathbf{r}} d^2 r' 
\]

(22a)

\[
I_t = \int_A e^{i(k_r - \bar{k}_r) \cdot \mathbf{r}} d^2 r' 
\]

(22b)

The scattered fields are now separated into a mean field and a fluctuating part of the field

\[ \bar{E}_s (\bar{r}) = \bar{E}_{sm} (\bar{r}) + \bar{E}_+ (\bar{r}) \]  

(23a)

\[ \bar{E}_t (\bar{r}) = \bar{E}_{tm} (\bar{r}) + \bar{E}_t (\bar{r}) \]  

(23b)

with

\[ \langle \bar{E}_s (\bar{r}) \rangle = \langle \bar{E}_t (\bar{r}) \rangle = 0 \]  

(24)

and

\[ \langle \bar{E}_s (\bar{r}) \rangle = \bar{E}_{sm} (\bar{r}) \]  

(25a)

\[ \langle \bar{E}_t (\bar{r}) \rangle = \bar{E}_{tm} (\bar{r}) \]  

(25b)

The total scattered intensity is then a sum of coherent and incoherent intensities

\[ \langle |\bar{E}_s (\bar{r})|^2 \rangle = |E_{sm}|^2 + \langle |\bar{E}_+ (\bar{r})|^2 \rangle \]  

(26a)

\[ \langle |\bar{E}_t (\bar{r})|^2 \rangle = |E_{tm}|^2 - \langle |\bar{E}_t (\bar{r})|^2 \rangle \]  

(26b)
In view of (21) and (22), we have

\[ |\bar{E}_{nm}(\bar{r})|^2 = \frac{k^2 |E_{nm}|^2}{16\pi^2 r^2} \left[ (\hat{e} \cdot \bar{F}(0,0))^2 - (\hat{h} \cdot \bar{F}(0,0))^2 \right] |I|^2 \]  

(27a)

\[ |\bar{E}_s(\bar{r})|^2 = \frac{k^2 |E_s|^2}{16\pi^2 r^2} \left[ (\hat{e} \cdot \bar{F}(0,0))^2 - (\hat{h} \cdot \bar{F}(0,0))^2 \right] D_I \]  

(27b)

\[ |\bar{E}_{tm}(\bar{r})|^2 = \frac{k^2 |E_{tm}|^2}{16\pi^2 r^2} \left[ (\hat{e} \cdot \bar{N}(0,0))^2 + (\hat{h} \cdot \bar{N}(0,0))^2 \right] |(I_t)|^2 \]  

(28a)

\[ |\bar{E}_{ts}(\bar{r})|^2 = \frac{k^2 |E_{ts}|^2}{16\pi^2 r^2} \left[ (\hat{e} \cdot \bar{N}(0,0))^2 + (\hat{h} \cdot \bar{N}(0,0))^2 \right] D_{I_t} \]  

(28b)

where

\[ D_I = \langle |I|^2 \rangle - |\langle I \rangle|^2 \]  

(29a)

\[ D_{I_t} = \langle |I_t|^2 \rangle - |\langle I_t \rangle|^2 \]  

(29b)

At this point, we need to further specify the height distribution \( f(\bar{r}_\perp) \). The rough surface is assumed to be a Gaussian process. The probability for \( f(\bar{r}_\perp) \) is independent of the position \( \bar{r}_\perp \) on the rough surface and has a Gaussian distribution

\[ p(f(\bar{r}_\perp)) = \frac{1}{\sqrt{2\pi}\sigma} e^{-f^2/2\sigma^2} \]  

(30)

where \( \sigma \) is the standard deviation of the surface height. For two points on the surface, \( \bar{r}_{\perp 1} \) and \( \bar{r}_{\perp 2} \), the joint probability density [Davenport and Root, 1958] is

\[ p(f_1(\bar{r}_{\perp 1}), f_2(\bar{r}_{\perp 2})) = \frac{1}{2\pi\sigma^2 \sqrt{1 - C^2}} \exp \left[ -\frac{f_1^2 - 2Cf_1f_2 + f_2^2}{2\sigma^2(1 - C^2)} \right] \]  

(31)
where $C$ is the correlation coefficient between the two points and is a function of $\tilde{r}_{1}$ and $\tilde{r}_{2}$. For a statistically homogeneous isotropic surface, it is only a function of $\rho = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$.

\[
\langle f(\tilde{r}_{1})f(\tilde{r}_{2}) \rangle = \sigma^2 C(\rho) \tag{32}
\]

\[
C(0) = 1 \tag{33a}
\]

\[
C(\infty) = 0 \tag{33b}
\]

\[
|C(\rho)| \leq 1 \tag{33c}
\]

It can now easily be shown that

\[
\langle e^{\nu f(\tilde{r})} \rangle = \int_{-\infty}^{\infty} df \, p(f) \, e^{\nu f} = \exp \left[ -\frac{1}{2} \sigma^2 \nu^2 \right] \tag{34}
\]

where $\langle \rangle$ denotes the ensemble average. Similarly,

\[
\langle e^{\nu(f_1(\tilde{r}) - f_2(\tilde{r}))} \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} df_1 \, df_2 \, p(f_1, f_2) \, e^{\nu(f_1 - f_2)} = \exp \left[ -\sigma^2 \nu^2 \left( 1 - C(\rho) \right) \right] \tag{35}
\]

The expressions for $\langle |I|^2 \rangle$, $D_I \langle |I_t|^2 \rangle$ and $D_{I_t}$ can now be derived in terms of the statistical moments of the height distribution.

The integral $I$ is given by

\[
I = \int_A e^{i\tilde{k}_1 \cdot \tilde{r}_1} e^{i\tilde{k}_2 \cdot \tilde{r}_2} d\tilde{r}_1 \tag{36}
\]
where

$$\overline{k}_{il} = \overline{k}_i - \overline{k}_s = k_{dx}\hat{x} + k_{dy}\hat{y} + k_{dz}\hat{z}$$  \hspace{1cm} (37)$$

The ensemble average of $I$ is given by

$$\langle I \rangle = \int_{A} e^{i\overline{k}_{il} \vec{r}_{il}'} (e^{i\overline{k}_{is} \vec{r}_{is}'} - 1) d\vec{r}_{il}'$$  \hspace{1cm} (38)$$

In view of (34), we obtain, after carrying out the $d\vec{r}_{il}'$ integration.

$$\langle I \rangle = 4L_xL_y \exp \left[ -\frac{1}{2} k^2_\perp \sigma^2 \right] \text{sinc} (k_{dx}L_x) \text{sinc} (k_{dy}L_y)$$  \hspace{1cm} (39)$$

where $\text{sinc} x = \sin x/x$, $2L_x$ and $2L_y$ are the lengths of rough surface in the $x$ and $y$ directions, respectively so that

$$A_{\perp} = 4L_xL_y$$  \hspace{1cm} (40)$$

Therefore,

$$|\langle I \rangle|^2 = 16L^2_xL^2_y \exp \left[ -k^2_\perp \sigma^2 \right] \text{sinc}^2 (k_{dx}L_x) \text{sinc}^2 (k_{dy}L_y)$$  \hspace{1cm} (41)$$

By allowing $L_x$ and $L_y$ to approach infinity in the above expression, we obtain

$$|\langle I \rangle|^2 = 4\pi^2 A_{\perp} \exp \left[ -k^2_\perp \sigma^2 \right] \delta (k_{dx}) \delta (k_{dy})$$  \hspace{1cm} (42)$$

where $\delta$ is the Dirac delta function and we made use of the following identity:

$$\lim_{L_x,L_y \to \infty} \frac{L_xL_y}{\pi^2} \text{sinc}^2 (k_{dx}L_x) \text{sinc}^2 (k_{dy}L_y) = \delta (k_{dx}) \delta (k_{dy})$$  \hspace{1cm} (43)$$
The integral for \( \langle II' \rangle \) is given by

\[
\langle II' \rangle = \int_A \, d\bar{r}_- \int_A \, d\bar{r}_+ \, e^{i(\bar{r}_- - \bar{r}_+)} \, e^{i k_{d\psi'}(f(\bar{r}_-) - f(\bar{r}_+))}
\]  

(44)

Using (35) and making the usual change of variables of the difference and half the sum of coordinates, we obtain

\[
\langle II' \rangle = \int_{-2L}^{2L} \, dx \int_{-2L}^{2L} \, dy \, (2L_x - |x|)(2L_y - |y|) \exp(ik_{d\psi}x + i k_{d\psi}y) \exp(-\frac{\sigma^2}{2} k_{d\psi}^2 (1 - C(\rho))).
\]  

(45)

The correlation function \( C(\rho) \) is assumed to have a gaussian form [Barrick, 1970]

\[
C(\rho) = e^{-\rho^2/\ell^2}
\]  

(46)

where \( \ell \) is the correlation length for the random variable \( f(\bar{r}_-) \) in the transverse plane.

The expression for the standard deviation of the integral \( I \) can now be evaluated in closed form. We first note that \( \langle |I| \rangle^2 \) can be also be expressed as

\[
\langle |I| \rangle^2 = \int_{-2L}^{2L} \, dx \int_{-2L}^{2L} \, dy \, (2L_x - |x|)(2L_y - |y|) \exp(ik_{d\psi}x + i k_{d\psi}y) \exp(-\sigma^2 k_{d\psi}^2)
\]  

(47)

Combining (45) and (47) and in view of (46), we note that the contribution of the integral of \( \langle II' \rangle - \langle |I| \rangle^2 \) come from \( |x| \) and \( |y| \) of the same order of \( \ell \) and the integrand is practically zero for \( \rho = (x^2 + y^2)^{1/2} \) larger than a few \( \ell \)'s. Assuming the illuminated rough surface contains many correlation lengths \( L_x, L_y \gg \ell \), we obtain

\[
D_I = \langle II' \rangle - \langle |I| \rangle^2
\]

\[
= A_x \int_{-\infty}^{\infty} \, dx \int_{-\infty}^{\infty} \, dy \, \{ \exp(-\sigma^2 k_{d\psi}^2 (1 - C(\rho))) - \exp(-\sigma^2 k_{d\psi}^2) \} \exp(ik_{d\psi}x + i k_{d\psi}y)
\]  

(48)
Converting the integral in (48) to cylindrical coordinates and carrying out the integral in $d\phi$ gives a Bessel function in the integrand. We further make a power series expansion

$$\exp\left(-\sigma^2 k_{dz}^2 (1 - C(\rho))\right) - \exp\left(-\sigma^2 k_{dz}^2 \right) = \exp\left(-\sigma^2 k_{dz}^2 \right) \left\{ \sum_{m=1}^{\infty} \frac{(\sigma^2 k_{dz}^2)^m}{m!} \exp\left(-\frac{m \rho^2}{l^2}\right) \right\}$$

and make use of the integral identity

$$\int_0^{\infty} d\rho \rho J_n(k_{rz}\rho) e^{-m \rho^2/l^2} = \frac{l^2}{2m} \exp\left(-\frac{k_{rz}l^2}{4m}\right)$$

Using (49)-(50) in (48), we obtain [Gradshteyn and Ryzhik, 1965]

$$D_f = \langle II^* \rangle - \langle |I|^2 \rangle^2$$

$$= \pi A_z \sum_{m=1}^{\infty} \frac{(k_{dz}^2 \sigma^2)^m}{m! m} l^2 \exp\left(-\frac{(k_{dz}^2 + k_{dy}^2)l^2}{4m}\right) \exp\left(-\sigma^2 k_{dz}^2 \right)$$

In a similar manner, the expressions for $\langle |I|^2 \rangle$ and $D_i$, may be derived. They are

$$\langle |I|^2 \rangle = 4\pi^2 A_z \exp\left[-\sigma^2 k_{dz}^2 \right] \delta(k_{dz}) \delta(k_{dy})$$

and

$$D_i = \pi A_z \sum_{m=1}^{\infty} \frac{(k_{dz}^2 \sigma^2)^m}{m! m} l^2 \exp\left(-\frac{(k_{dz}^2 + k_{dy}^2)l^2}{4m}\right) \exp\left(-\sigma^2 k_{dz}^2 \right)$$

where

$$\vec{k}_{zd} = \vec{k}_i - \vec{k}_r = k_{dz}\hat{z} + k_{dy}\hat{y} + k_{dx}\hat{x}$$

The bistatic scattering coefficients for the reflected intensities are defined as

$$\gamma_{\alpha\beta}(\hat{k}_r, \hat{k}_i) = \frac{4\pi r^2(S_r)_{\alpha\beta}}{A_z \cos \theta_i(S_i)_{\alpha\beta}} \quad (a, b = v, h)$$
where subscript $a$ represents the polarization of the incident wave, subscript $b$ the polarization of the scattered wave, $S_a$ the Poynting power density of the incident wave, $S_b$ the Poynting power density of the scattered wave, $A$ the area of the rough surface projected to the $x-y$ plane, and $\theta$, the incident angle. From (21), we calculate the vertically and horizontally polarized coherent and incoherent scattered intensities for the cases of vertically and horizontally polarized incident fields according to (27). Let

$$\bar{F}(0,0) = \bar{F}(0,0)|_{\chi_\nu = \nu}$$ (56)

$\bar{F}(0,0)$ can be calculated by setting $\alpha = \beta = 0$ in (12) and (15a). Next we take the dot product with $\hat{e}_\nu$ and $\hat{h}_\nu$.

$$\hat{h}_\nu \cdot \bar{F}_h(0,0) = |(1 - R_{h,\nu}) \cos \theta_i - (1 + R_{h,\nu}) \cos \theta_s| \cos(\phi_s - \phi_i)$$ (57a)

$$\hat{e}_\nu \cdot \bar{F}_h(0,0) = |(1 - R_{h,\nu}) \cos \theta_i \cos \theta_s - (1 + R_{h,\nu})| \sin(\phi_s - \phi_i)$$ (57b)

$$\hat{h}_\nu \cdot \bar{F}_v(0,0) = |(1 - R_{v,\nu}) - (1 - R_{v,\nu}) \cos \theta_i \cos \theta_s| \sin(\phi_s - \phi_i)$$ (57c)

$$\hat{e}_\nu \cdot \bar{F}_v(0,0) = |-(1 + R_{v,\nu}) \cos \theta_i + (1 - R_{v,\nu}) \cos \theta_s| \cos(\phi_s - \phi_i)$$ (57d)

The $R_{h,\nu}$ and $R_{v,\nu}$ of the above equations are respectively the Fresnel reflection coefficients of a smooth surface for vertically and horizontally polarized incident waves, and are equal to the expressions in (9a) and (9b) with $\theta_i$ replaced by $\theta_s$.

In view of (27), the bistatic scattering coefficients $\gamma_{\nu,\nu}$ can be decomposed into a coherent part $\gamma_{\nu,\nu}^c$ and an incoherent part $\gamma_{\nu,\nu}^i$.

$$\gamma_{\nu,\nu}(\hat{k}_\nu, \hat{k}_\nu) = \gamma_{\nu,\nu}^c(\hat{k}_\nu, \hat{k}_\nu) + \gamma_{\nu,\nu}^i(\hat{k}_\nu, \hat{k}_\nu)$$ (58)
where

\[ \gamma_{\nu,\nu}^{\nu} (\hat{k}_r, \hat{k}_i) = \frac{k^2}{4\pi A_{\nu} \cos \eta_1} \langle \hat{a}_r \cdot \hat{F}_k(0,0) \rangle^2 |I|^2 \]  

(59a)

\[ \gamma_{\nu,1}^{\nu} (\hat{k}_r, \hat{k}_i) = \frac{k^2}{4\pi A_{\nu} \cos \eta_1} \langle \hat{a}_r \cdot \hat{F}_k(0,0) \rangle^2 D_f \]  

(59b)

The coherent scattered wave only exists in the specular direction. Thus, using (42) and (57), and since

\[ \delta(k_{\nu,\nu}) \delta(k_{1,\nu}) = \delta(\theta - \theta) \delta(\phi - \phi) / (k^2 \sin \theta \cos \theta) \]

we find that

\[ \gamma_{\nu,\nu}^{\nu} (\hat{k}_r, \hat{k}_i) = \begin{cases} \frac{4\pi k^2 A_{\nu}^2}{\sin \eta_1} \exp(-4k^2 \sigma^2 \cos \theta \cos \phi) \delta(\theta - \theta) \delta(\phi - \phi) & \text{if } a = b \\ 0 & \text{if } a \neq b \end{cases} \]  

(60)

By the same token, we define the bistatic scattering coefficients for the transmitted intensities to be,

\[ \gamma_{\nu,\nu}^{\nu} (\hat{k}_r, \hat{k}_i) = \frac{4\pi k^2 (S_{\nu})}{A_{\nu} \cos \theta_1 (S_{\nu})_n} \]  

(61)

where \( S_{\nu} \) is the Poynting power density of the transmitted wave. Following exactly the same procedure we obtain

\[ \gamma_{\nu,\nu}^{\nu} (\hat{k}_r, \hat{k}_i) = \gamma_{\nu,\nu}^{\nu} (\hat{k}_r, \hat{k}_i) + \gamma_{\nu,1}^{\nu} (\hat{k}_r, \hat{k}_i) \]  

(62)

where

\[ \gamma_{\nu,\nu}^{\nu} (\hat{k}_r, \hat{k}_i) = \frac{k^2}{4\pi A_{\nu} \cos \eta_1} \langle \hat{a}_r \cdot \hat{N}_k(0,0) \rangle^2 |I|^2 \]  

(63a)

\[ \gamma_{\nu,1}^{\nu} (\hat{k}_r, \hat{k}_i) = \frac{k^2}{4\pi A_{\nu} \cos \eta_1} \langle \hat{a}_r \cdot \hat{N}_k(0,0) \rangle^2 D_f \]  

(63b)
with
\[ N_{t}(0, 0) = N(0, 0)_{t} = \varepsilon_{t}. \] (64)

and
\[ \hat{h}_{t} \cdot \overline{N}_{h}(0, 0) = \left[ \frac{\eta}{\eta} (1 - R_{h..}) \cos \theta_{t} - (1 - R_{h..}) \cos \theta_{t} \right] \cos (\varphi_{t} - \phi_{t}) \] (65a)
\[ \hat{v}_{t} \cdot \overline{N}_{v}(0, 0) = \left[ -\frac{\eta}{\eta} (1 - R_{v..}) \cos \theta_{t} \cos \theta_{t} - (1 + R_{v..}) \right] \sin (\varphi_{t} - \phi_{t}) \] (65b)
\[ \hat{h}_{t} \cdot \overline{N}_{n}(0, 0) = \left[ \frac{\eta}{\eta} (1 + R_{v..}) \cos \theta_{t} + (1 - R_{v..}) \cos \theta_{t} \right] \sin (\varphi_{t} - \phi_{t}) \] (65c)
\[ \hat{v}_{t} \cdot \overline{N}_{n}(0, 0) = \left[ \frac{\eta}{\eta} (1 + R_{v..}) \cos \theta_{t} + (1 - R_{v..}) \cos \theta_{t} \right] \cos (\varphi_{t} - \phi_{t}) \] (65d)

Again, the coherent component only exists in the specular transmission direction, and we find

\[ \gamma'_{r..}(\hat{k}_{t}, \hat{k}_{i}) = 4 \pi \frac{\eta_{1} \cos \theta_{1} \sin \theta_{1}^{2}}{\eta_{1} \cos \theta_{i}} \exp \left[ -\left( k_{1} \cos \theta_{1} - k \cos \theta_{i} \right)^{2} \sigma_{1}^{2} \right] \delta (\varphi_{t} - \varphi_{i}) \delta (\phi_{t} - \phi_{i}) \] (66a)
\[ \gamma'_{r..}(\hat{k}_{i}, \hat{k}_{i}) = 4 \pi \frac{\eta_{1} \cos \theta_{1} \sin \theta_{1}^{2}}{\eta_{1} \cos \theta_{i}} \exp \left[ -\left( k_{1} \cos \theta_{1} - k \cos \theta_{i} \right)^{2} \sigma_{1}^{2} \right] \delta (\varphi_{t} - \varphi_{i}) \delta (\phi_{t} - \phi_{i}) \] (66b)

and
\[ \gamma_{r..}(\hat{k}_{t}, \hat{k}_{i}) = 0 \quad \text{for } a \neq h \] (66)

where \( \theta_{1} \) is related to \( \theta_{i} \) by the Snell's law

\[ k_{1} \sin \theta_{1} = k \sin \theta_{i} \] (67)

We note that the coherent component is only nonzero in the specular direction. Also as \( k \sigma \) increases, the coherent component diminishes exponentially.
2.5 Geometrical Optics Solution

Under the geometric optics limit as $\kappa \to \infty$, the asymptotic solution to the Kirchhoff approximated diffraction integrals can be derived using the method of stationary phase. The coherent component of the scattered fields will vanish in this limit and only incoherent component will remain. The bistatic scattering coefficients for the reflected and transmitted fields are derived and shown to be proportional to the probability of the occurrence of the slopes which will specularly reflected or transmit the incident wave into the observation direction. The bistatic scattering coefficients satisfy reciprocity but violates energy conservation. This is due to the neglect of the effects of multiple scattering and shadowing. The scattering coefficients are modified to incorporate the shadowing effects. The sum of reflected and transmitted intensities are then shown to be always less than the incident intensity since only the single scattering solution is used. However, this will be made use of in the next section to derive the upper and lower bounds for the correct emissivity of a rough surface in the geometrical optics limit.
Stationary Phase Method

The diffraction integrals are evaluated using the method of stationary phase. The reflected fields are first calculated. From (14), the exponential phase factor is

\[ \psi = \tilde{k}_{d} \cdot r' = k_{d,z} z' + k_{i,y} y' - k_{i,z} f(x', y') \] (68)

To determine the stationary phase point, we set

\[ \frac{\partial \psi}{\partial x'} = 0 = k_{d,z} + k_{i,z} \alpha_{n} \] (69)

so that at the stationary phase point

\[ \alpha_{n} = -\frac{k_{d,z}}{k_{i,z}} \] (70)

Similarly by differentiating the phase term \( \psi \) with respect to \( y' \) we get

\[ \beta_{n} = -\frac{k_{i,y}}{k_{i,z}} \] (71)

Thus, the slopes \( \alpha \) and \( \beta \) assume values of \( \alpha_{n} \) and \( \beta_{n} \) at the stationary phase point. The slopes \( \alpha_{n} \) and \( \beta_{n} \) are such that the incident and scattered wave direction form a specular reflection. This can be seen from the fact that from (12) we have

\[ \hat{n}(\alpha_{n}, \beta_{n}) = \frac{(\tilde{k}_{i} - \tilde{k}_{f})}{\tilde{k}_{d}} \] (72)
Replacing the surface slopes $\alpha$ and $\beta$ by $\alpha_*$ and $\beta_*$, we obtain, from (14),

$$\bar{E}_*(\mathbf{r}) = \frac{ik e^{ikr}}{4\pi r} E_*(\mathbf{r} - \mathbf{k}_* \mathbf{r}) \cdot \bar{\Phi}(\alpha_*, \beta_*) \int_A d\mathbf{r}' e^{i\mathbf{k}_* \mathbf{r}'}.$$  \tag{73}$$

The scattered intensity is

$$\langle |\bar{E}_*|^2 \rangle = \frac{k^2 |E_0|^2}{16\pi^2 r^2} |(\mathbf{r} - \mathbf{k}_* \mathbf{r}) \cdot \bar{\Phi}(\alpha_*, \beta_*)|^2 \langle II' \rangle$$  \tag{74}$$

where

$$\langle II' \rangle = \int_A d\mathbf{r} \int_A d\mathbf{r}' e^{i\mathbf{k}_* \mathbf{r}'} \delta(x' - x) \delta(y' - y) e^{i\mathbf{k}_* \mathbf{r}'} \langle f(\mathbf{r}) f(\mathbf{r}') \rangle.$$  \tag{75}$$

The above integral can be solved by the method of asymptotics. For large $k$, contributions of the integral come from regions where $(x', y')$ is close to $(x, y)$. Expanding $f(x', y')$ about $(x, y)$,

$$f(x', y') = f(x, y) + \alpha(x' - x) + \beta(y' - y)$$

$$+ \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{n! m!} \frac{\partial^{m+n} f}{\partial x^m \partial y^n} (x' - x)^m (y' - y)^n$$  \tag{76}$$

and replacing the integration variables by

$$u = k(x - x')$$  \tag{77a}$$

$$v = k(y - y')$$  \tag{77b}$$

we obtain

$$\langle II' \rangle = \frac{1}{k^2 A_*} \int \int dudv \exp \left[ iu(q_x + \alpha q_z) + iv(q_y + \beta q_z) + O\left(\frac{1}{k}\right) \right]$$

$$= \frac{4\pi^2 A_*}{k^2} \delta(q_x + \alpha q_z) \delta(q_y + \beta q_z).$$  \tag{78}$$
where
\[ q = \frac{k_i}{k} \]  \hspace{1cm} (79)

Therefore,
\[ \langle \lim_{k \to \infty} II' \rangle = \frac{4\pi^2 A_{\infty}}{k^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d\alpha d\beta \, \epsilon(q, \alpha q) \epsilon(q, \beta q) p(\alpha, \beta) \]  \hspace{1cm} (80)

where \( p(\alpha, \beta) \) is the probability density function for the slopes at the surface. Thus,
\[ \langle \lim_{k \to \infty} II' \rangle = \frac{4\pi^2 A_{\infty}}{k^2} \frac{k_{d_\alpha}}{k_{d_\beta}} \, p(-\frac{k_{d_\alpha}}{k_{d_\beta}}, -\frac{k_{d_\beta}}{k_{d_\alpha}}) \]  \hspace{1cm} (81)

For the gaussian random rough surface
\[ p(\alpha, \beta) = \frac{1}{2\pi\sigma^2[C''(0)]} \exp \left[ -\frac{\alpha^2 + \beta^2}{2\sigma^2[C''(0)]} \right] \]  \hspace{1cm} (82)

where \( \sigma \) is the standard deviation of the height of rough surface and \( C''(0) \) is the double derivative of the correlation function at \( \rho = 0 \). Thus, \( \sigma[C''(0)] \) is the mean square surface slope \( \sigma^2 \) and for the gaussian correlation function with correlation length \( l \)
\[ \sigma^2 = \sigma[C''(0)] = 2\frac{\sigma^2}{l^2} \]  \hspace{1cm} (83)

Hence
\[ \langle II' \rangle = \frac{2\pi A_{\infty}}{k_{d_\alpha}^2 \sigma^2[C''(0)]} \exp \left[ -\frac{k_{d_\alpha}^2 + k_{d_\beta}^2}{2k_{d_\alpha}^2 \sigma^2[C''(0)]} \right] \]  \hspace{1cm} (84)

Another way to evaluate \( \langle II' \rangle \) is to perform the ensemble average first, and then to approximate the integral. From (45) and (75)
\[ \langle II' \rangle = \int_{-2L_x}^{2L_x} dx \int_{-2L_y}^{2L_y} dy (2L_x - |x|)(2L_y - |y|) \epsilon^2 \epsilon^2 \exp [-k_{d_\alpha}^2 \sigma^2 (1 - C(\rho))] \]  \hspace{1cm} (85)
Since $k_0^2 \sigma^2 \gg 1$, most of the contribution comes from around the origin. Thus expanding the integrand about the origin we have $1 - C(\rho) \approx \rho^2 C''(0)/2$ and substituting into (84), the integral can be evaluated readily by making use of the integral identity

$$\int_0^\infty d\rho \rho J_1(k_0 \rho) \exp(-\alpha \rho^2) = \frac{1}{2\alpha} \exp \left( - \frac{k_0^2}{4\alpha} \right)$$

(86)

The final result for $\langle II' \rangle$ is the same as (84).

For an incident field with polarization $\hat{b}_i$, the scattered intensity for polarization $\hat{a}_s$ is given by

$$\langle |I_s(\mathbf{r})|^2 \rangle = \frac{k^2 |E_i(\mathbf{r})|^2}{16\pi^2 r^2} \left| \hat{a}_s \cdot \mathbf{\Pi}_{a_s}(\alpha, \beta, \gamma) \right|^2 \langle II' \rangle$$

(87)

where

$$\mathbf{\Pi}_{a_s}(\alpha, \beta, \gamma) = \mathbf{\Pi}(\alpha, \beta, \gamma)|_{\gamma = k_0}$$

(88)

and using (15a), we find that

$$\left| \hat{a}_s \cdot \mathbf{\Pi}_{a_s}(\alpha, \beta, \gamma) \right|^2 = \frac{k_0^4}{k^2 |\hat{k}_s \times \hat{k}_i|^4} f_{ha}$$

(89)

with

$$f_{uu} = \left| (\hat{\mathbf{r}} \cdot \hat{k}_i)(\hat{\mathbf{r}} \cdot \hat{k}_s) R_h - (\hat{\mathbf{r}} \cdot \hat{\mathbf{k}}_i)(\hat{\mathbf{r}} \cdot \hat{\mathbf{k}}_s) R_v \right|^2$$

(90a)

$$f_{uv} = \left| (\hat{\mathbf{r}} \cdot \hat{k}_i)(\hat{\mathbf{r}} \cdot \hat{k}_s) R_h - (\hat{\mathbf{r}} \cdot \hat{\mathbf{k}}_i)(\hat{\mathbf{r}} \cdot \hat{\mathbf{k}}_s) R_v \right|^2$$

(90b)

$$f_{uh} = \left| (\hat{\mathbf{r}} \cdot \hat{k}_i)(\hat{\mathbf{r}} \cdot \hat{k}_s) R_h - (\hat{\mathbf{r}} \cdot \hat{k}_i)(\hat{\mathbf{r}} \cdot \hat{k}_s) R_v \right|^2$$

(90c)

$$f_{hh} = \left| (\hat{\mathbf{r}} \cdot \hat{k}_i)(\hat{\mathbf{r}} \cdot \hat{k}_s) R_h + (\hat{\mathbf{r}} \cdot \hat{k}_i)(\hat{\mathbf{r}} \cdot \hat{k}_s) R_v \right|^2$$

(90d)
and \( R, \) and \( R_h \) are evaluated at

\[
\hat{\kappa} = \frac{k_{ix}/k_{dx} + k_{iy}/k_{dy} + k_{iz}/k_{dz}}{\sqrt{k_{ix}^2/k_{dx}^2 + k_{iy}^2/k_{dy}^2 + k_{iz}^2/k_{dz}^2 + 1}} \tag{91}
\]

Then, the bistatic scattering coefficients for the reflected intensities are, in view of (55) and (84)

\[
\gamma_{u1}(\hat{k}_x, \hat{k}_i) = \frac{|\hat{k}_i|^4}{\cos \theta_1(\hat{k}_i \times \hat{k}_x)} \frac{1}{2\sigma^2|C''(0)|} \exp \left[ -\frac{k_{ix}^2 + k_{iy}^2}{2k_{i1}^2 \sigma^2|C''(0)|} \right] f_{ul}. \tag{92}
\]

We note that, from (90), the geometrical optics solution does not depend on whether the total or scattered field is used in the diffraction integral because \( \mathcal{F}(\alpha, \beta) \) is evaluated at the stationary phase point [Holzer and Sung, 1978].

In the backscattering direction \( \hat{k}_x = -\hat{k}_i. \) The backscattering cross sections are defined to be

\[
\sigma_{ul}(\hat{k}_i) = \cos \theta_1 \gamma_{u1}(\hat{k}_i, \hat{k}_i) \tag{93}
\]

From (92), we obtain

\[
\sigma_{hh}(\theta_i) = \sigma_{vv}(\theta_i) = \frac{|R|^2}{\cos^4 \theta_i 2\sigma^2|C''(0)|} \exp \left[ -\frac{\tan^2 \theta_i}{2\sigma^2|C''(0)|} \right] \tag{94}
\]

\[
\sigma_{vh}^+ (\theta_i) = \sigma_{h v}^+ (\theta_i) = 0 \tag{95}
\]

where \( R \) is the reflection coefficient at normal incidence. We note from (95) that there is no depolarization in the backscattering direction.

The bistatic scattering coefficients for the transmitted waves can be derived in a similar manner. The stationary phase method is used to evaluate the diffraction integral for the transmitted fields. The stationary phase points are given by

\[
\alpha_{il} = -\frac{k_{il}}{k_{i1}} \tag{96a}
\]
\[ \beta_\nu = -\frac{k_{t,d\nu}}{k_{t,d\nu}} \]  

(96b)

where \( \alpha_\nu \) and \( \beta_\nu \) are the values that the slopes \( \alpha \) and \( \beta \) assume at the stationary phase point. We note that at the stationary phase point

\[ \hat{n} = \frac{k_{t,d\nu}/k_{t,d\nu}}{\sqrt{k_{t,d\nu}^2/k_{t,d\nu}^2 + k_{t,d\nu}^2/k_{t,d\nu}^2 + 1}} \]  

(97)

and it can be shown

\[ \kappa_i - (\bar{k}_i \cdot \hat{n})\hat{n} = \bar{k}_i - (\bar{k}_i \cdot \hat{n})\hat{n} \]  

(98)

which is a statement of Snell's law that the tangential components of the wave vectors \( \bar{k}_i \) and \( \bar{k}_s \) must be equal. Thus, the slopes \( \alpha_\nu \) and \( \beta_\nu \) are such that incident and transmitted wave directions form a specular transmission.

The transmitted field is obtained from (14) by replacing \( \alpha \) and \( \beta \) by \( \alpha_\nu \) and \( \beta_\nu \).

\[ \bar{E}_t(\bar{r}) = -\frac{i\hbar e^{ik_\nu r}}{4\pi r} E_n(\bar{I} - k_\nu \bar{k}_i) \cdot \overline{N(\alpha_\nu, \beta_\nu)} \int_A d\bar{r}' e^{i\hbar \nu r'} \]  

(99)

The transmitted intensity is

\[ \langle |E_t|^2 \rangle = \frac{k_\nu^2|E_n|^2}{16\pi^2 r^2} \left| (\bar{I} - k_\nu \bar{k}_i) \cdot \overline{N(\alpha_\nu, \beta_\nu)} \right|^2 \langle I_t I_t^* \rangle \]  

(100)

where

\[ \langle I_t I_t^* \rangle = \int_A d\bar{r}_- \int_{A_-} d\bar{r}_+ e^{i\hbar \nu (\bar{r}_- - \bar{r}_+)} e^{i\hbar \nu (\bar{r}_+ - \bar{r}_-) - (\bar{r}_+ - \bar{r}_-)} \]  

(101)

Again the above integral is solved by the method of asymptotics to yield

\[ \langle I_t I_t^* \rangle = \frac{2\pi A_\nu}{k_{t,d\nu}^2 c^2 |C''(0)|} \exp \left[ -\frac{k_{t,d\nu}^2 + k_{t,d\nu}^2}{2k_{t,d\nu}^2 c^2 |C''(0)|} \right] \]  

(102)
The bistatic scattering coefficients for the transmitted intensities are, in view (61)

\[
\gamma'_{tt}(\hat{k}_t, \hat{k}_t) = \frac{2k_1^2|\hat{k}_{t,m}|^2(\hat{n} \cdot \hat{k}_t)^2}{\cos \theta_{\hat{k}_t \times \hat{k}_t} |\hat{k}_t|^4 k_{t,m}^4} \frac{1}{\eta} \frac{1}{\sigma^2(C_m(0))} \exp \left[ - \frac{k_{t,m}^2 - k_{t,m}^2}{2k_1^2 \sigma^2(C_m(0))} \right] W_{tt}.
\]

with

\[
W_{tt} = \left| (\hat{k}_t \cdot \hat{n})((\hat{k}_t \cdot \hat{n}) - (1 + R_h) + (\hat{k}_t \cdot \hat{n}) \eta \frac{1}{\eta} (1 - R_h) \right|^2 \quad (104a)
\]
\[
W_{ht} = \left| -((\hat{n} \cdot \hat{k}_t)(\hat{n} \cdot \hat{k}_t) - (1 + R_h) + (\hat{n} \cdot \hat{k}_t)(\hat{n} \cdot \hat{k}_t) \eta \frac{1}{\eta} (1 - R_h) \right|^2 \quad (104b)
\]
\[
W_{eh} = \left| (\hat{k}_t \cdot \hat{n})((\hat{k}_t \cdot \hat{n}) - (1 + R_h) - (\hat{k}_t \cdot \hat{n}) \eta \frac{1}{\eta} (1 - R_h) \right|^2 \quad (104c)
\]
\[
W_{hh} = \left| (\hat{n} \cdot \hat{k}_t)((\hat{n} \cdot \hat{k}_t)(1 + R_h) + (\hat{n} \cdot \hat{k}_t)(\hat{n} \cdot \hat{k}_t) \eta \frac{1}{\eta} (1 - R_h) \right|^2 \quad (104d)
\]

The reflection coefficients \( R_h \) and \( R_t \) are to be taken at the stationary phase point so that

\[
R_h = \frac{k(\hat{n} \cdot \hat{k}_t) - k_1(\hat{n} \cdot \hat{k}_t)}{k(\hat{n} \cdot \hat{k}_t) + k_1(\hat{n} \cdot \hat{k}_t)} \quad (105a)
\]
\[
R_t = \frac{k_1(\hat{n} \cdot \hat{k}_t) - k(\hat{n} \cdot \hat{k}_t)}{k_1(\hat{n} \cdot \hat{k}_t) + k(\hat{n} \cdot \hat{k}_t)} \quad (105b)
\]
Specular Surface Limit

In the limit $\sigma^2 C''(0) \to 0$, which means that the variance of the slope goes to zero, a specular surface is obtained. In such a limit

$$\lim_{\sigma^2 C''(0) \to 0} \frac{1}{2\sigma^2 C''(0)} \exp \left[-\frac{k_{dx}^2 - k_{dz}^2}{2k_{dz}^2 \sigma^2 C''(0)} \right] = \pi \delta \left( \frac{k_{dx}}{k_{dz}}, \frac{k_{dy}}{k_{dz}} \right)$$

(106)

In terms of angular variable $\theta, \phi$

$$\delta \left( \frac{k_{dx}}{k_{dz}}, \frac{k_{dy}}{k_{dz}} \right) = 4 \frac{\cos \theta_i}{\sin \theta_i} \delta (\theta - \theta_i) \delta (\phi - \phi_i)$$

(107)

which implies that it is nonvanishing only at $\theta = \theta_i$ and $\phi = \phi_i$. Then, the bistatic scattering coefficients for the reflected intensities simplify to

$$\gamma_{\nu \nu}^r (\hat{k}_r, \hat{k}_i) = \frac{4\pi}{\sin \theta_i} |R_{\nu \nu}|^2 \delta (\theta - \theta_i) \delta (\phi - \phi_i)$$

(108a)

$$\gamma_{\phi \phi}^r (\hat{k}_r, \hat{k}_i) = \frac{4\pi}{\sin \theta_i} |R_{\phi \phi}|^2 \delta (\theta - \theta_i) \delta (\phi - \phi_i)$$

(108b)

$$\gamma_{h \phi}^r (\hat{k}_r, \hat{k}_i) = \gamma_{\phi h}^r (\hat{k}_r, \hat{k}_i) = 0$$

(108c)

where $R_{\nu \nu}$ and $R_{\phi \phi}$ are the Fresnel reflection coefficients of a flat surface. In a similar manner, the bistatic scattering coefficients for the transmitted intensities simplify to

$$\gamma_{\nu \nu}^t (\hat{k}_r, \hat{k}_i) = \frac{4\pi}{\sin \theta_i} (1 - |R_{\nu \nu}|^2) \delta (\theta - \theta_i) \delta (\phi - \phi_i)$$

(109a)

$$\gamma_{h \phi}^t (\hat{k}_r, \hat{k}_i) = \frac{4\pi}{\sin \theta_i} (1 - |R_{\phi \phi}|^2) \delta (\theta - \theta_i) \delta (\phi - \phi_i)$$

(109b)
\[ \gamma'_{in}(\hat{k}_r, \hat{k}_i) = \gamma'_{in}(\hat{k}_r, \hat{k}_i) = 0 \]  

(109c)

where

\[ \theta_{\text{in}} = \sin^{-1} \left( \frac{k}{k_i} \sin \theta_i \right) \]  

(110)

Therefore, all the scattered intensities are scattered into the specular reflection and transmission directions of a flat surface.

The bistatic scattering coefficients obtained in this section are single scattering solutions which neglect the multiple scattering and shadowing effects. In this present form, they satisfy the principle of reciprocity but violate the energy conservation. In the next section we will investigate the reciprocity and energy conservation relations. Then the bistatic coefficients are modified to incorporate the shadowing effects and later used to study the emissivity of a rough surface in the geometrical optics limit.
Reciprocity and Conservation of Energy

We note that a reciprocity relation exists for the bistatic transmission and reflection coefficients obtained in (92) and (103). Consider two media 1 and 2 with indices of refraction $n_1$ and $n_2$ and with wave numbers $k_1$ and $k_2$. The two media are separated by a rough surface. Then the bistatic transmission coefficient $\gamma_{t1}^{12}(\hat{k}_2, \hat{k}_1)$ signifies a wave incident from angle $(\theta_1, \phi_1)$ with polarization $b$ onto angle $(\theta_2, \phi_2)$ in medium 2 with polarization $a$. This is obtained from (103) by substituting $(\theta_1, \phi_1) = (\theta_2, \phi_2)$, $(\theta_1, \phi_1) = (\theta_2, \phi_2)$, $k_i = k_2$, and $k = k_1$. Similarly $\gamma_{r1}^{12}(\hat{k}_1, \hat{k}_2)$ is for an incident wave from medium 2 and can be obtained by substituting in (103) $(\theta_1, \phi_1) = (\theta_2, \phi_2)$, $(\theta_1, \phi_1) = (\theta_2, \phi_2)$, $k_i = k_1$ and $k = k_2$. The following reciprocity relation is seen to hold for the bistatic transmission coefficients.

$$n_1^2 \cos \theta_1 \gamma_{t1}^{12}(\hat{k}_2, \hat{k}_1) = n_2^2 \cos \theta_2 \gamma_{t1}^{12}(\hat{k}_1, \hat{k}_2)$$

(111)

For the bistatic reflection coefficients, we similarly obtain the following reciprocity relations

$$\cos \theta_2 \gamma_{r1}^{1+}(\hat{k}_1, \hat{k}_2) = \cos \theta_1 \gamma_{r1}^{1+}(\hat{k}_2, \hat{k}_1)$$

(112)

and

$$\cos \theta_1 \gamma_{r1}^{2+}(\hat{k}_1, \hat{k}_2) = \cos \theta_2 \gamma_{r1}^{2+}(\hat{k}_2, \hat{k}_1)$$

(113)

where $\gamma_{r1}^{1+}(\hat{k}_1, \hat{k}_2)$ and $\gamma_{r1}^{2+}(\hat{k}_1, \hat{k}_2)$ are the bistatic reflection coefficients in media 1 and 2 between an incident wave with polarization $b$ and a scattered wave with polarization $a$.

In the definition for the bistatic scattering coefficients we note that $S_\cdot A_\cdot \cos \theta_i$ is the power intercepted by the surface area normal to the direction of the incident wave. The total power reflected back is $r^2 S$, integrated over the upper hemisphere. Similarly,
the total transmitted power is $r^2 S$, integrated over the lower hemisphere. We define
the reflectivity
\[
\tau_v(\theta_i) = \frac{1}{4\pi} \sum_{\alpha} \int_{\alpha}^{\pi/2} d\sigma_i \sin \sigma_i \int_{\alpha}^{2\pi} d\phi_i \gamma_{\alpha}^v(\hat{k}_i, \hat{k}_i)
\]
and the transmissivity
\[
t_v(\theta_i) = \frac{1}{4\pi} \sum_{\alpha} \int_{\alpha}^{\pi/2} d\sigma_i \sin \sigma_i \int_{\alpha}^{2\pi} d\phi_i \gamma_{\alpha}^t(\hat{k}_i, \hat{k}_i)
\]
where the summation $\alpha$ is over both the vertical and horizontal polarizations.

Making use of (90)-(92), we find the reflectivities for the vertical and horizontal polarizations to be
\[
r_v(\theta_i) = \int_{\alpha}^{\pi/2} d\sigma_i \sin \sigma_i \int_{\alpha}^{2\pi} d\phi_i \frac{1}{2\pi\sigma^2(C''(0))} \exp \left[ -\frac{k_{2d}^2 + k_{du}^2}{2k_{1d}^2\sigma^2(C''(0))} \right]
\]
\[
\times \frac{|\hat{k}_d|^{4}}{4\cos \theta_i |\hat{k}_i \times \hat{k}_d|^2 k_{1d}^4} \left[ (\hat{\nu}_i \cdot \hat{k}_s)^2 R_{h}^2 + (\hat{\nu}_i \cdot \hat{k}_s)^2 |R_{h}|^2 \right] \tag{115a}
\]
\[
r_h(\theta_i) = \int_{\alpha}^{\pi/2} d\sigma_i \sin \sigma_i \int_{\alpha}^{2\pi} d\phi_i \frac{1}{2\pi\sigma^2(C''(0))} \exp \left[ -\frac{k_{2d}^2 + k_{du}^2}{2k_{1d}^2\sigma^2(C''(0))} \right]
\]
\[
\times \frac{|\hat{k}_d|^{4}}{4\cos \theta_i |\hat{k}_i \times \hat{k}_d|^2 k_{1d}^4} \left[ (\hat{\nu}_i \cdot \hat{k}_s)^2 R_{h}^2 + (\hat{\nu}_i \cdot \hat{k}_s)^2 |R_{h}|^2 \right] \tag{115b}
\]
where we made use of the fact that
\[
|\hat{k}_i \times \hat{k}_s|^2 = (\hat{\nu}_i \cdot \hat{k}_s)^2 + (\hat{\nu}_i \cdot \hat{k}_s)^2 = (\hat{\nu}_i \cdot \hat{k}_s)^2 + (\hat{\nu}_i \cdot \hat{k}_s)^2 \tag{116}
\]
Similarly, making use of (104)-(106), the transmissivities for the vertical and horizontal polarizations are found to be
\[
t_v(\theta_i) = \int_{\alpha}^{\pi/2} d\sigma_i \sin \sigma_i \int_{\alpha}^{2\pi} d\phi_i \frac{1}{2\pi\sigma^2(C''(0))} \exp \left[ -\frac{k_{2d}^2 + k_{du}^2}{2k_{1d}^2\sigma^2(C''(0))} \right]
\]
\[
\times \frac{k_{1d}^2 |\hat{k}_d|^{2} (\hat{n}_i \cdot \hat{k}_i)(\hat{n}_i \cdot \hat{k}_i)}{\cos \theta_i |\hat{k}_i \times \hat{k}_d|^2 k_{1d}^4} \left[ (\hat{\nu}_i \cdot \hat{k}_s)^2 (1 - |R_{h}|^2) + (\hat{\nu}_i \cdot \hat{k}_s)^2 (1 - |R_{h}|^2) \right] \tag{117a}
\]
where we made use of

\[ |\hat{k}_i \times \hat{k}_r|^2 = (\hat{n}_i \cdot \hat{k}_r)^2 + (\hat{r}_i \cdot \hat{k}_r)^2 = (\hat{n}_i \cdot \hat{k}_r)^2 + (\hat{r}_i \cdot \hat{k}_r)^2 \]  

\[ |1 + R_h|^2 = (1 - |R_r|^2) \frac{(\hat{n} \cdot \hat{k}_r)}{n_t (\hat{n} \cdot \hat{k}_r)} \]  

\[ \frac{|1 + R_r|^2}{n_t^2} = (1 - |R_r|^2) \frac{(\hat{n} \cdot \hat{k}_r)}{n_t (\hat{n} \cdot \hat{k}_r)} \]  

with

\[ n_t = \frac{k_t}{k} \]

Conservation of energy relations should also exist for the reflectivity and transmissivity functions. However, as pointed out before, because shadowing and multiple scattering effects are ignored, conservation of energy is only approximately satisfied [Lynch and Wagner, 1970]. To investigate the violation of the conservation of energy, we define

\[ \Delta_h(\hat{\theta}_i) = 1 - r_h(\hat{\theta}_i) - t_h(\hat{\theta}_i) \]  

\[ \Delta_r(\hat{\theta}_i) = 1 - r_r(\hat{\theta}_i) - t_r(\hat{\theta}_i) \]

In Fig. 2.3, \( \Delta_h(\hat{\theta}_i) \) and \( \Delta_r(\hat{\theta}_i) \) are plotted as a function of incident angle. We see that energy loss becomes severe as incident angle increases. However, as incident angle is further increased, the trend reverses and the sum of reflected and transmitted energy
becomes greater than unity. Near the normal angle of incidence there is little shadowing and most of the rough surface is illuminated. Therefore, since we only have the single scattering solution there is loss of energy. At higher angle of incidence, the multiple scattering solutions are still left out. However, the shadowing effect dominates and the single scattering solution is blowing up as incident angle is increased. In the next section we modify the bistatic scattering coefficients to include the effect of shadowing and show that in doing so the sum of reflected and transmitted energy is always less than unity.
Shadowing Effect

The bistatic scattering coefficients are now modified to account for the shadowing effect. The modified scattering coefficients satisfy reciprocity but still do not conserve energy since multiple scattering effects are neglected. The sum of reflected and transmitted energy is shown to be always less than unity. The modified bistatic scattering coefficients will be used in the next section to derive the upper and lower bound for the correct emissivity of the rough surface.

The bistatic reflection coefficients are first considered. The diffraction integral for the reflected field, (14), is modified with the addition of an illumination function $L(\hat{k}, \hat{k}_r, \vec{r})$, as follows:

$$\bar{E}_r(\vec{r}) = \frac{\text{i}ke^{i\text{kr}}}{4\pi} \bar{E}_r(\vec{r}) \cdot \int_{\mathcal{A}} \text{d}^2\vec{r}' \bar{F}(\alpha, \beta) L(\hat{k}, \hat{k}_r, \vec{r}') e^{i\text{kr}'\vec{r}}$$

(122)

where $L(\hat{k}, \hat{k}_r, \vec{r}) = 1$ if a ray having a direction $\hat{k}$, is not intersected by the surface and illuminates the point $\vec{r}'$ and if the line drawn from the point $\vec{r}'$ in the direction $\hat{k}$, does not strike the surface, and $L(\hat{k}, \hat{k}_r, \vec{r}) = 0$ otherwise [Sancer, 1969]. The above integral is evaluated by the method of stationary phase. The scattered intensity is, from (74),

$$\langle |\bar{E}_r|^2 \rangle = \frac{k^2|E_0|^2}{16\pi^2\Omega^2} \left| \vec{r} - \hat{k}_r \right|^2 \bar{F}(\alpha, \beta)^* \langle I I' \rangle$$

(123)

where $\langle I I' \rangle$ is now modified to include shadowing

$$\langle I I' \rangle = \left( \int_{\mathcal{A}} \text{d}^2\vec{r}_- \int_{\mathcal{A}} \text{d}^2\vec{r}'_+ e^{i\bar{K}_{\perp}} e^{-i\bar{K}'_{\perp}} L(\hat{k}, \hat{k}_r, \vec{r}_-) L(\hat{k}, \hat{k}_r, \vec{r}'_+) e^{i\text{kr}'_- (\vec{r}_- - \vec{r}'_+)} \right)$$

(124)
The above integral is solved by the method of asymptotics as in (76)-(82). We also note that as \( k \to \infty \),

\[
\lim_{k \to \infty} L(\hat{k}, \hat{k}, \hat{r}_z) L(\hat{k}, \hat{k}, \hat{r}_z') = L(\hat{k}, \hat{k}, \hat{r}_z) \frac{u}{k}, \frac{v}{k} = L^2(\hat{k}, \hat{k}, \hat{r}_z) \quad (125)
\]

Hence we obtain the following expression analogous to (81).

\[
\lim_{k \to \infty} II^* = \frac{A, A \pi^2}{k_{dz}^2} \int dL p(\alpha, \beta, L) \left| \begin{array}{c}
\int_{r_z = -\frac{1}{4k_z}}^{L} \int_{r_z = -\frac{1}{4k_z}}^{L} L^2(\hat{k}, \hat{k}, \hat{r}_z) \\
\end{array} \right| (126)
\]

where \( p(\alpha, \beta, L) \) is the joint probability density function for \( \alpha, \beta \) and \( L \). Since the process is homogeneous the result above is independent of \( \hat{r} \). Representing in terms of the conditional probability density

\[
p(\alpha, \beta, L) = p(\alpha, \beta) p(L | \alpha, \beta) \quad (127)
\]

where

\[
p(L | \alpha, \beta) = P_L(\hat{k}, \hat{k} | \alpha, \beta) \delta (L - 1) + \left[ 1 - P_L(\hat{k}, \hat{k} | \alpha, \beta) \right] \delta (L) \quad (128)
\]

with \( P_L(\hat{k}, \hat{k} | \alpha, \beta) \) the probability that a point will be illuminated by rays having the directions \( \hat{k} \), and \( -\hat{k} \), given the value of the slope at the point. Thus, using (82)

\[
\langle II^* \rangle = \frac{A, A \pi^2}{k_{dz}^2} \frac{1}{2 \pi \sigma^2 \langle \sigma^2 \rangle [\theta(0)]} \exp \left\{ \frac{k_{dz}^2 + k_{dz}^2}{2 \kappa_{dz}^2 \sigma^2 \langle \sigma^2 \rangle [\theta(0)]} \right\} P_L \left( \hat{k}, \hat{k}, -\frac{k_{dz}}{k_{dz}}, -\frac{k_{dz}}{k_{dz}} \right) \quad (129)
\]

The bistatic reflection coefficients are modified to

\[
\gamma_{ik}^m(\hat{k}, \hat{k}_i) = \gamma_{ik}^m(\hat{k}, \hat{k}_i) P_L \left( \hat{k}, \hat{k}_i, -\frac{k_{dz}}{k_{dz}}, -\frac{k_{dz}}{k_{dz}} \right) \quad (130)
\]
There have been many works on incorporating the shadowing effect into the bistatic scattering coefficients (Beckman, 1965; Wagner, 1967; Smith, 1967a, b; Sancer, 1969).

We use the shadowing function derived by Smith and Sancer to modify the bistatic scattering coefficients.

\[ P_L \left( \hat{k}_t, \hat{k}_s \mid \frac{k_{dz}}{k_{dz}} - \frac{k_{dy}}{k_{dz}} \right) = S(\theta_s, \theta_i) \]  

(131)

where

\[ S(\hat{k}_s, \hat{k}_t) = \begin{cases} \frac{1}{1 + \Lambda(\mu_s)} & \phi_s = \phi_i + \pi, \theta_s \geq \theta_i \\ \frac{1}{1 + \Lambda(\mu_s)} & \phi_s = \phi_i + \pi, \theta_s \geq \theta_i \\ \frac{1}{1 + \Lambda(\mu_s) + \Lambda(\mu_i)} & \text{otherwise} \end{cases} \]  

(132)

and

\[ \mu = \cot \theta \]  

(133)

\[ \Lambda(\mu) = \frac{1}{2} \left[ \sqrt{\frac{2}{\pi \mu}} e^{-\mu^2/2\sigma^2} - \text{erfc} \left( \frac{\mu}{\sqrt{2}\sigma} \right) \right] \]  

(134)

\( \sigma^2 \) is the mean square surface slope

\[ \sigma^2 = \sigma^2 |C''(0)| \]  

(135)

and erfc is the complementary error function. The bistatic transmission coefficients can be modified in a similar fashion. Thus

\[ \gamma''_{ab}(\hat{k}_t, \hat{k}_s) = \gamma'_{ab}(\hat{k}_t, \hat{k}_s) S_t(\theta_t, \theta_i) \]  

(136)

where

\[ S_t(\theta_t, \theta_i) = \frac{1}{1 + \Lambda(\mu_t) + \Lambda(\mu_i)} \]  

(137)
The modified reflectivity and transmissivity functions $r''(\theta_i)$ and $t''(\theta_i)$ are obtained from (114) by substituting in the modified bistatic scattering coefficients into the equation. The energy conservation is again studied by plotting $\Delta_r$ and $\Delta_t$. In Fig. 2.4, we can see that the sum of reflected and transmitted energy are always less than unity.
Emissivities

The emissivity of a rough surface can be calculated from the bistatic reflection coefficients. It is defined to be [Peake, 1959]

\[ \epsilon_a(\theta, \phi_i) = 1 - \frac{1}{4\pi} \sum_{h=x, y, z} \int_{-\pi}^{\pi/2} d\theta \sin \theta \int_{0}^{2\pi} d\phi \gamma_{h, a}(\theta, \phi, \phi_i) \]  

(138)

The coherent and incoherent bistatic reflection coefficients derived from the Kirchhoff approximated diffraction integrals in (59) are used to calculate the emissivity of the rough surface. In terms of the coherent and incoherent reflectivity functions, the emissivity is given by

\[ \epsilon_c(\theta_i) = 1 - r_{c, c}(\theta_i) - r_{c, i}(\theta_i) \]  

(139)

where, for \( \alpha = c \) or \( i \)

\[ r_{\alpha, \alpha}(\theta_i) = \frac{1}{4\pi} \sum_{h=x, y, z} \int_{-\pi}^{\pi/2} d\theta \sin \theta \int_{0}^{2\pi} d\phi \gamma_{\alpha, h, \alpha}(\theta, \phi, \phi_i) \]  

(140)

In the above equation the dependence on the azimuthal angle of incidence \( \phi_i \) is dropped since the rough surface is isotropic and the results are independent of \( \phi_i \). After substituting in the explicit expressions for the bistatic scattering coefficients and carrying out the angular integration, we obtain

\[ r_{c, c}(\theta_i) = R_{c, c}^{-2} \exp \left[ -4k^2\sigma^2 \cos^2 \theta_i \right] \]  

(141)

\[ r_{c, i}(\theta_i) = \frac{k^2l^2}{8\cos \theta_i} \int_{-\pi/2}^{\pi/2} d\theta \sin \theta \exp \left[ -\sigma^2k^2l^2 \right] \sum_{n=1}^{\infty} \frac{(k\sigma \cos \theta_i + \cos \theta_i)^{2m}}{m!m} e^{-y_m} \]

\[ \times \left\{ (1 - R_{c, c}) - (1 - R_{c, i}) \cos \theta_i \cos \theta_i \left[ 2I_1(z_m) \right] x_m \right. \]

\[ + \left. \left( 1 + R_{c, c} \cos \theta_i + (1 - R_{c, i}) \cos \theta_i \right) \left( I_1(z_m) - \frac{I_1(z_m)}{x_m} \right) \right\} \]  

(142)
where $a = v, h$ and

$$y_m = \frac{k^2 l^2 (\sin^2 \hat{\theta}_i + \sin^2 \hat{\theta}_s)}{4m}$$  \hspace{1cm} (143)$$

$$x_m = \frac{k^2 l^2 \sin \hat{\theta}_i \sin \hat{\theta}_s}{2m}$$  \hspace{1cm} (144)

and $I_0$ and $I_1$ are the zeroth and first-order modified Bessel functions. We note that if the reflected field is used instead of the total field in the diffraction integral, then, for $a = v$ or $h$

$$r_a(\hat{\theta}_i) = |R_{ax}|^2 \frac{k^2 l^2}{8 \cos \hat{\theta}_i} \int_{-\pi/2}^{\pi/2} d\hat{\theta}_s \sin \hat{\theta}_s \exp \left[-\sigma^2 k_{4z}^2 \right] \sum_{m=1}^{\infty} \frac{(k \sigma (\cos \hat{\theta}_s - \cos \hat{\theta}_i))^2}{m! m} \exp \left[-y_m \right] \times \left\{ (1 + \cos \hat{\theta}_i \cos \hat{\theta}_s)^2 \frac{I_1(x_m)}{x_m} + (\cos \hat{\theta}_s + \cos \hat{\theta}_i)^2 \left( I_1(x_m) - \frac{I_1(x_m)}{x_m} \right) \right\}$$  \hspace{1cm} (145)

The difference between the incoherent reflectivities obtained using the total or the reflected field in the diffraction integral is due to the approximation made on the integrand $\bar{F}(\alpha, \beta)$. If the next order term in the expansion of $\bar{F}(\alpha, \beta)$ in slope terms about the zero slopes are kept in (20b) while neglecting the shadowing effect, then the results obtained using the total and the reflected field can be shown to be the same. Note that in neglecting the shadowing effect, we are applying the tangent plane approximation even to the points on the rough surface that cannot be directly illuminated. The above model has some success in matching brightness temperature measurements from soils with rough surfaces [Tsang and Newton, 1982; Schmugge, 1983]. The model with coherent reflectivity alone is discussed in Choudhury et al. [1979].

The emissivity may also be calculated in terms of the bistatic transmission coefficients from medium 1 to medium 0, in view of (113)

$$e_a(\hat{\theta}_i, \phi_i) = \frac{1}{4\pi} \sum_{l=v, h} \int_{-\pi/2}^{\pi/2} d\hat{\theta}_s \sin \hat{\theta}_s \int_{0}^{2\pi} d\phi_1 \gamma_{l,h}^{t, i}(\hat{\theta}_i, \phi_i; \hat{\theta}_s, \phi_1) \frac{n_1^2 \cos \hat{\theta}_s}{n_0^2 \cos \hat{\theta}_i}$$  \hspace{1cm} (146)
The emissivities calculated using (138) and (146) are only the same if the bistatic scattering coefficients satisfy the principles of reciprocity and energy conservation. Thus we are obtaining the approximated solution for the emissivity using (138), since the scattering coefficients that we made use of satisfy the reciprocity relation and energy conservation only approximately at best.

The emissivity of a random rough surface in the high frequency limit can be calculated using the bistatic scattering coefficients derived in the geometrical optics limit. The modified scattering coefficients, given by (130) and (136), which incorporate the shadowing effect are used. As stated before, a well defined emissivity of a medium depends on (1) the satisfaction of reciprocity relations, and (2) the satisfaction of conservation of energy by bistatic scattering coefficients. The modified scattering coefficients satisfy the reciprocity but violate the energy conservation since only the single scattering solution is used. Thus there is ambiguity and the results obtained using (138) and (146) are not the same. However, the sum of reflected and transmitted intensity is shown to be always less than unity and this fact can be made use of to derive the upper and lower limits of the correct emissivity.

The emissivity calculated using (138) represents the upper limit of the correct solution since the bistatic reflection coefficients are obtained using only the single scattering solution. If the higher-order scattering effects are included, the net reflected intensity will be higher and the emissivity will always be lower. Thus, in view of (141) and (145), the upper bound solution for the emissivity is given by

\[ e'^{\kappa}_m(\hat{\mathbf{s}}_1) = 1 - r_m^{\kappa}(\hat{\mathbf{s}}_1) \]

(147)

where \( m \) denotes modified reflectivity with incorporation of shadowing effects according to (130). The emissivity calculated using (146) represents the lower limit of the correct
solution. If the higher-order scattering effects at the rough boundary are included, the bistatic transmission coefficients will always increase. Consequently, more thermal emission from the medium $1$ will be transmitted, and the emissivity will always increase. Using the reciprocity relations satisfied by the bistatic transmission coefficients, (111), the lower bound solution for the emissivity is given by in view of (141),

$$
\epsilon^l_{1}(\sigma_i) = t^m_{1}^{m}(\sigma_i) \tag{148}
$$

Therefore, the two solutions given by (147) and (148) represent the upper and lower limits of the correct solution, and the ambiguity is due to the violation of energy conservation.
Figure 2.1 Geometrical configuration of the problem.
Figure 2.2  The shadowed area on the rough surface.
Figure 2.3   Energy conservation for the geometrical optics solution.
Figure 2.4  Energy conservation for the modified geometrical optics solution.
The scattering of electromagnetic waves from a slightly rough surface is studied using a perturbation method. The extended boundary condition method is used with the perturbation method to solve for the scattered and transmitted fields to the second order. The zeroth-order solutions are just the reflected and transmitted fields of a flat surface. The first-order solutions give the lowest-order incoherent reflected and transmitted intensities. The second-order solution gives the lowest-order correction to the coherent reflection and transmission coefficients and the depolarization in the backscattered power.
3.1 Introduction

The scattering of electromagnetic waves from a slightly rough surface can be studied using a perturbation method. In the small perturbation method (SPM) due to Rice [1963], it is assumed that the surface variations are much smaller than the incident wavelength and the slopes of the rough surface are relatively small. The SPM makes use of Rayleigh hypothesis to express the reflected and transmitted fields into upward and downward going waves, respectively. The field amplitudes are then determined from the boundary conditions and the divergence relations. The extended boundary condition (EBC) method may also be used with the perturbation method to solve for the scattered fields [Agarwal, 1977; Nieto-Vesperina, 1982]. In the EBC method, the surface currents on the rough surface are first calculated. The scattered fields then can be calculated from the diffraction integral by making use of the calculated surface fields. Both perturbation methods yield the same expansions for the scattered fields, because the expansions of the amplitudes of the scattered fields are unique within their circles of convergence [Maradudin, 1983].

In this chapter we derive the bistatic scattering coefficients for the reflected and transmitted waves using the SPM. The EBC method is used to formulate the problem. Even though the Rayleigh method is simpler in the sense that the scattered fields amplitudes are obtained directly, the EBC method is conceptually consistent with the previous chapter on scattering from random rough surface with the Kirchhoff approach. The SPM is used to calculate the scattered fields up to the second-order. The zeroth-order solutions are just the reflected and transmitted fields of a flat surface. The first-order solutions give the lowest-order incoherent transmitted and reflected intensities. However, the first-order solution does not give the depolarization effect in the
backscattering direction. The second-order solution gives the lowest-order correction to the coherent reflection and transmission coefficients and the depolarization in the backscattering power.
3.2 Formulation

Consider a plane wave in free space with electric field $\mathbf{E}_0 = \hat{\mathbf{e}}_1 E \exp(i k_0 \mathbf{r})$ incident upon a slightly rough surface of a medium with permittivity $\varepsilon_1$. The rough surface is characterized by a random height distribution $z = f(r_\perp)$ where $f(r_\perp)$ is a random variable with zero mean. Let $f_{\text{min}}$ and $f_{\text{max}}$ be the minimum and maximum values of the surface profile $f(r_\perp)$. From Huygens' principle, the total field $\mathbf{E}(r)$ in free space and the transmitted field $\mathbf{E}_1(r)$ in the dielectric medium satisfy

$$\mathbf{E}_0(r) - \int_{S'} dS' \left\{ i \omega \mu_0 \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{n} \times \mathbf{H}(\mathbf{r}') + \nabla \times \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}') \cdot [\mathbf{n} \times \mathbf{E}(\mathbf{r}')] \right\}$$

$$= \begin{cases} \mathbf{E}(r) & z > f(r_\perp) \\ 0 & z < f(r_\perp) \end{cases} \quad (1a)$$

$$= \begin{cases} \mathbf{E}_1(r) & z > f(r_\perp) \\ 0 & z < f(r_\perp) \end{cases} \quad (1b)$$

$$\int_{S'} dS' \left\{ i \omega \mu_1 \overline{\mathbf{G}}_1(\mathbf{r}, \mathbf{r}') \cdot [\mathbf{n}_d \times \mathbf{H}_1(\mathbf{r}')] + \nabla \times \overline{\mathbf{G}}_1(\mathbf{r}, \mathbf{r}') \cdot [\mathbf{n}_d \times \mathbf{E}_1(\mathbf{r}')] \right\}$$

$$= \begin{cases} 0 & z > f(r_\perp) \\ \mathbf{E}_1(r) & z < f(r_\perp) \end{cases} \quad (2a)$$

$$= \begin{cases} 0 & z > f(r_\perp) \\ \mathbf{E}_1(r) & z < f(r_\perp) \end{cases} \quad (2b)$$

where $S'$ denotes the rough surface in which the surface integration is to be carried out, $\mathbf{n}$ and $\mathbf{n}_d$ are the unit vectors normal to the rough surface and pointing into the free space and the dielectric medium, respectively, and $\overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}')$ and $\overline{\mathbf{G}}_1(\mathbf{r}, \mathbf{r}')$ are respectively the dyadic Green's functions for free space and homogeneous dielectric of region 1. We make use of the integral representation of dyadic Green's function [Appendix A].

Since tangential fields are continuous, we can define surface field unknowns

$$dS' \eta \mathbf{n} \times \overline{\mathbf{H}}(\mathbf{r}') = dS_\perp' \overline{\mathbf{a}}(\mathbf{r}_\perp') = dS' \frac{\eta}{\eta_1} \mathbf{n}_1 \mathbf{n} \times \overline{\mathbf{H}}_1(\mathbf{r}') \quad (3a)$$
Evaluating (1b) for \( z < f_{\text{min}} \), and (2a) for \( z > f_{\text{max}} \), we obtain

\[
\begin{align*}
\bar{E}_1(\vec{r}) &= \frac{1}{8\pi^2} \left\{ \int \frac{dk_{\perp}}{k_{\perp}} e^{\imath \vec{k}_{\perp} \cdot \vec{r}_{\perp}} e^{-ik_{\parallel}z} k_{\parallel} \int d\vec{r}'_{\perp} e^{-i\vec{k}_{\perp} \cdot \vec{r}'_{\perp}} e^{i\vec{k}_{\parallel} \cdot \vec{f}(\vec{r}'_{\perp})} \right. \\
&\times \left\{ \left[ \mathcal{E}(k_{\parallel}) \mathcal{E}(k_{\parallel}) + \mathcal{H}(k_{\parallel}) \mathcal{H}(k_{\parallel}) \right] \vec{a}(\vec{r}_{\perp}) \right. \\
&\left. + \left[ -\mathcal{H}(k_{\parallel}) \mathcal{E}(k_{\parallel}) + \mathcal{E}(k_{\parallel}) \mathcal{H}(k_{\parallel}) \right] \vec{b}(\vec{r}_{\perp}) \right\} \\
0 &= \frac{1}{8\pi^2} \left\{ \int \frac{dk_{\perp}}{k_{\perp}} e^{\imath \vec{k}_{\perp} \cdot \vec{r}_{\perp}} e^{ik_{\parallel}z} \frac{k_1}{k_{1z}} \int d\vec{r}'_{\perp} e^{-i\vec{k}_{\perp} \cdot \vec{r}'_{\perp}} e^{-ik_{1z}f(\vec{r}'_{\perp})} \right. \\
&\times \left\{ \left[ \mathcal{E}_1(k_{1z}) \mathcal{E}_1(k_{1z}) + \mathcal{H}_1(k_{1z}) \mathcal{H}_1(k_{1z}) \right] \vec{a}(\vec{r}_{\perp}) \right. \\
&\left. + \left[ -\mathcal{H}_1(k_{1z}) \mathcal{E}_1(k_{1z}) + \mathcal{E}_1(k_{1z}) \mathcal{H}_1(k_{1z}) \right] \vec{b}(\vec{r}_{\perp}) \right\}
\end{align*}
\]

where \( f_{\text{min}} \) and \( f_{\text{max}} \) are the minimum and maximum values of the surface profile \( f(\vec{r}_{\perp}) \).

The above equations are the extended boundary conditions, which can be used to solve for the surface fields along with the following equations which are results of (3a) and (3b)

\[
\begin{align*}
\hat{n}(\vec{r}_{\perp}) \cdot \vec{a}(\vec{r}_{\perp}) &= 0 \\
\hat{n}(\vec{r}_{\perp}) \cdot \vec{b}(\vec{r}_{\perp}) &= 0
\end{align*}
\]

The unit normal vector to the rough surface \( \hat{n}(\vec{r}_{\perp}) \) is given by

\[
\hat{n} = \frac{-\frac{\partial f(\vec{r}_{\perp})}{\partial x'} - \frac{\partial f(\vec{r}_{\perp})}{\partial y'} + \mathcal{E}}{\sqrt{1 + \left( \frac{\partial f}{\partial x'} \right)^2 + \left( \frac{\partial f}{\partial y'} \right)^2}}
\]
Thus, (5) can be rewritten as

\[ a_z(\vec{r}_\perp') = \left( z \frac{\partial f(\vec{r}_\perp')}{\partial x'} + y \frac{\partial f(\vec{r}_\perp')}{\partial y'} \right) \cdot \vec{a}_\perp(\vec{r}_\perp') \]  

\[ b_z(\vec{r}_\perp') = \left( z \frac{\partial f(\vec{r}_\perp')}{\partial x'} + y \frac{\partial f(\vec{r}_\perp')}{\partial y'} \right) \cdot \vec{b}_\perp(\vec{r}_\perp') \]  

with \( a_z \) and \( b_z \) as the \( z \) components of \( \vec{a} \) and \( \vec{b} \) respectively.

Once the surface fields are obtained, then the scattered field in free space and the transmitted field in medium 1 can be derived from the diffraction integrals. Thus, evaluating (1a) and (2b) for \( z > f_{\text{max}} \) and \( z < f_{\text{min}} \) respectively, we obtain

\[ \vec{E}_s(\vec{r}) = -\frac{1}{8\pi^2} \int d\vec{k}_\perp e^{i\vec{k}_\perp \cdot \vec{r}_\perp} e^{i\vec{k}_z \cdot z} \frac{k}{k_z} \int d\vec{r}_\perp' e^{-i\vec{k}_\perp \cdot \vec{r}_\perp'} e^{-i\vec{k}_z \cdot f(\vec{r}_\perp')} \times \left\{ \left[ \hat{\varepsilon}(k_z)\varepsilon(k_z) + \hat{\mu}(k_z)\mu(k_z) \right] \cdot \vec{a}(\vec{r}_\perp') + \left[ \hat{\mu}(k_z)\varepsilon(k_z) + \hat{\varepsilon}(k_z)\mu(k_z) \right] \cdot \vec{b}(\vec{r}_\perp') \right\} \]  

\[ \vec{E}_t(\vec{r}) = \frac{1}{8\pi^2} \int d\vec{k}_\perp e^{i\vec{k}_\perp \cdot \vec{r}_\perp} e^{i\vec{k}_z \cdot z} \frac{k_1}{k_{1z}} \int d\vec{r}_\perp' e^{-i\vec{k}_\perp \cdot \vec{r}_\perp'} e^{i\vec{k}_z \cdot f(\vec{r}_\perp')} \times \left\{ \frac{k}{k_1} \left[ \hat{\varepsilon}_1(\vec{k}_{1z})\varepsilon_1(\vec{k}_{1z}) + \hat{\mu}_1(\vec{k}_{1z})\mu_1(\vec{k}_{1z}) \right] \cdot \vec{a}(\vec{r}_\perp') + \left[ \hat{\mu}_1(\vec{k}_{1z})\varepsilon_1(\vec{k}_{1z}) + \hat{\varepsilon}_1(\vec{k}_{1z})\mu_1(\vec{k}_{1z}) \right] \cdot \vec{b}(\vec{r}_\perp') \right\} \]  

Therefore, the objective is to solve for the surface fields using (4) and (7), and then to solve for the scattered fields using (8).

The surface fields are calculated by making a perturbation expansion. We let

\[ \vec{a}(\vec{r}_\perp') = \sum_m \frac{\vec{a}_m^*(\vec{r}_\perp')}{m!} \]  

\[ \vec{b}(\vec{r}_\perp') = \sum_m \frac{\vec{b}_m^*(\vec{r}_\perp')}{m!} \]
where $\vec{a}''$ and $\vec{b}''$ are respectively the $m$-th order solution of $\vec{a}$ and $\vec{b}$. We also have

\begin{equation}
\epsilon^{\pm ik_z f(\vec{r}_z)} = \sum_m \frac{(\pm ik_z f(\vec{r}_z))^m}{m!}
\end{equation}

\begin{equation}
\epsilon^{\pm ik_{1z} f(\vec{r}_{1z})} = \sum_m \frac{(\pm ik_{1z} f(\vec{r}_{1z}))^m}{m!}
\end{equation}

The above expansions can be substituted into (4) to obtain the set of equations for the different order solutions with $f$ regarded as a small parameter. Also, from (7) and (9)

\begin{equation}
a_z^{(m+1)}(\vec{r}_1) = b_z^{(m+1)}(\vec{r}_1) = 0
\end{equation}

\begin{equation}
a_z^{(m+1)}(\vec{r}_1) = m \left( z \frac{\partial f(\vec{r}_1)}{\partial x'} + y \frac{\partial f(\vec{r}_1)}{\partial y'} \right) \tilde{a}_z^{(m-1)}(\vec{r}_1)
\end{equation}

\begin{equation}
b_z^{(m+1)}(\vec{r}_1) = m \left( z \frac{\partial f(\vec{r}_1)}{\partial x'} + y \frac{\partial f(\vec{r}_1)}{\partial y'} \right) \tilde{b}_z^{(m-1)}(\vec{r}_1)
\end{equation}

Thus, we are assuming

\begin{equation}
k_z f(\vec{r}_z), k_{1z} f(\vec{r}_{1z}), \frac{\partial f}{\partial x'}, \frac{\partial f}{\partial y'} \ll 1
\end{equation}

Substituting (9)-(10) into (4) and (7) and equating the same order terms we can calculate the surface fields to zeroth-order, first-order, etc. Then, from (8), the scattered fields can be obtained to different order. In the following sections we solve for the surface fields, and then the scattered field up to the second-order. The zeroth-order solution is just the reflected and transmitted fields of a flat surface. The first-order solution gives the lowest-order incoherent scattered intensities. However, the first-order solution does not give the depolarization effect in the backscattering direction. The second-order solution gives the lowest-order correction to the coherent reflection and transmission coefficients. Also, depolarization of the backscattered power is manifested.
3.3 Zeroth-Order Solution

The zeroth-order solution can be obtained by keeping only the lowest-order terms in the expansion of (7) and (8). We first define the orthonormal system $(f_i, \hat{q}_i, \hat{z}_i)$, which are given by

\[ \hat{q}_i = \hat{x} \frac{k_{wi}}{k_{ni}} - \hat{y} \frac{k_{ji}}{k_{ni}} = \hat{\epsilon}(k_{zi}) \]  

\[ \hat{f}_i = \hat{x} \frac{k_{ei}}{k_{ni}} + \hat{y} \frac{k_{wi}}{k_{ni}} \]  

\[ \hat{z}_i = \hat{z} \]  

where \( k_{zi}^2 = k_{xi}^2 + k_{yi}^2 \) and let

\[ \bar{a}(\bar{r}_\perp') = \hat{q}_i a_q(\bar{r}_\perp') + \hat{f}_i a_p(\bar{r}_\perp') + \hat{z}_i a_z(\bar{r}_\perp') \]  

\[ \bar{b}(\bar{r}_\perp') = \hat{q}_i b_q(\bar{r}_\perp') + \hat{f}_i b_p(\bar{r}_\perp') + \hat{z}_i b_z(\bar{r}_\perp') \]  

To solve for the zeroth-order solution, we note that

\[ \bar{E}_i(\bar{r}) = \hat{\epsilon}_i E_i e^{i\bar{k}_\perp \cdot \bar{r}_\perp - ik_{zi} \hat{z}} \]

\[ = \hat{\epsilon}_i \frac{1}{4\pi^2} E_i \int d\bar{k}_\perp e^{i\bar{k}_\perp \cdot \bar{r}_\perp - ik_{zi} \hat{z}} \int \frac{d\bar{r}_\perp'}{2k_{zi}} e^{i\bar{k}_\perp \cdot \bar{r}_\perp' - ik_{zi} \hat{z}} \bar{E}(\bar{r}_\perp') \]  

(16)

Using (16) in (4a), we note that the \( d\bar{r}_\perp' \) integration in (4a) must produce a Dirac delta function of the form \( \delta(\bar{k}_\perp - \bar{k}_\perp') \). Hence

\[ \hat{\epsilon}_i e^{i\bar{k}_\perp \cdot \bar{r}_\perp} = \frac{k}{2k_{zi}} \left\{ [\hat{\epsilon}(\bar{k}_{zi})\hat{\epsilon}(\bar{k}_{zi}) + \hat{h}(-\bar{k}_{zi})\hat{h}(-\bar{k}_{zi})] \cdot \bar{a}^{(i)}(\bar{r}_\perp') \right. \]

\[ + \left. [\hat{h}(\bar{k}_{zi})\hat{\epsilon}(\bar{k}_{zi}) + \hat{\epsilon}(-\bar{k}_{zi})\hat{h}(-\bar{k}_{zi})] \cdot \bar{b}^{(i)}(\bar{r}_\perp') \right\} \]  

(17a)
Hence from (4b), we have

\[
[l_1(k_{1z1}) l_1(k_{1z1}) - \hat{h}_1(k_{1z1}) \hat{h}_1(k_{1z1})] \cdot \overline{a}_1^{(1)}(\vec{r}_1) \frac{k}{k_1}
- \left[ -\hat{h}_1(k_{1z1}) \hat{e}_1(k_{1z1}) - \hat{e}_1(k_{1z1}) \hat{h}_1(k_{1z1}) \right] \cdot \vec{\tau}^{(1)}(\vec{r}_1) = 0
\]  

(17b)

Using (11) and (15) in (17) and noting that the dot products of \( \hat{e}_i \) and \( \hat{g}_i \) with \( \hat{e} \) and \( \hat{h} \) can be calculated from (14), (A4) and (A5), we have from (17a)

\[
\hat{e}_i \hat{e}_i(\vec{k}_1) \cdot \vec{r} = \frac{k}{2k_1} \left\{ \hat{e}_i(-k_{zi}) \left( a_y^{(1)}(\vec{r}') + \frac{k_{zi}}{k} b_{i,1}^{(1)}(\vec{r}_\perp) \right) + \hat{h}_i(-k_{zi}) \left( \frac{k_{zi}}{k} a_y^{(1)}(\vec{r}_\perp) - b_{i,1}^{(1)}(\vec{r}_\perp) \right) \right\}
\]  

(18a)

Using (17b), we have

\[
k a_y^{(1)}(\vec{r}') - k_{1z1} b_{i,1}^{(1)}(\vec{r}') = 0
\]  

(18b)

\[
k k_{1z1} a_y^{(1)}(\vec{r}') + b_{i,1}^{(1)}(\vec{r}') = 0
\]  

(18c)

Since (18a) contains two scalar equations, (18) provides four equations for the four unknowns \( a_y^{(1)}, b_y^{(1)}, b_{i,1}^{(1)}, \text{ and } b_{i,1}^{(1)} \). Solving them and substituting back into \( \overline{a}_1^{(1)}(\vec{r}_\perp) \) and \( \overline{b}_1^{(1)}(\vec{r}_\perp) \) gives

\[
\overline{a}_1^{(1)}(\vec{r}_\perp) = \overline{a}_1^{(1)}(\vec{k}_1) e^{i(k_{1} \cdot \vec{r}_\perp)}
\]  

(19a)

\[
\overline{b}_1^{(1)}(\vec{r}_\perp) = \overline{b}_1^{(1)}(\vec{k}_1) e^{i(k_{1} \cdot \vec{r}_\perp)}
\]  

(19b)

where

\[
\overline{a}_y^{(1)}(\vec{k}_1) = (\hat{e}_i(-k_{zi}) \cdot \hat{e}_i) \frac{k_{zi}}{k} (1 - R_{h,..})
\]  

(20a)

\[
\overline{a}_x^{(1)}(\vec{k}_1) = (\hat{h}_i(-k_{zi}) \cdot \hat{e}_i)(1 + R_{v,..})
\]  

(20b)

\[
\overline{b}_y^{(1)}(\vec{k}_1) = - (\hat{h}_i(-k_{zi}) \cdot \hat{e}_i) \frac{k_{zi}}{k} (1 - R_{v,..})
\]  

(20c)

\[
\overline{b}_x^{(1)}(\vec{k}_1) = (\hat{e}_i(-k_{zi}) \cdot \hat{e}_i)(1 + R_{h,..})
\]  

(20d)
and \( R_{h_r} \) and \( R_{v_r} \) are the Fresnel reflection coefficients for the TE and TM waves

\[
R_{h_r} = \frac{k_{z1} - k_{1z1}}{k_{z1} + k_{1z1}} \tag{21a}
\]

\[
R_{v_r} = \frac{\epsilon_{1}k_{z1} - \epsilon_{r}k_{1z1}}{\epsilon_{1}k_{z1} + \epsilon_{r}k_{1z1}} \tag{21b}
\]

The unit vectors \( \hat{e}(-k_{z1}) \) and \( \hat{h}(-k_{z1}) \) are related to the previously used unit vectors \( \hat{h}, \) and \( \hat{e}, \) as

\[
\hat{e}(-k_{z1}) = -\hat{h}, \tag{22a}
\]

\[
\hat{h}(-k_{z1}) = -\hat{e}. \tag{22b}
\]

Therefore, from (8), the reflected and transmitted fields are given by

\[
\bar{E}_r^{(i)} = \left\{ R_{h_r}(\hat{e}(-k_{z1}) \cdot \hat{e}_1))\hat{e}(k_{z1}) + R_{v_r}(\hat{h}(-k_{z1}) \cdot \hat{e}_1))\hat{h}(k_{z1}) \right\} E_r e^{ik_{z1}z} e^{ik_{1}z_1} \tag{23a}
\]

\[
\bar{E}_t^{(i)} = \left\{ (1 + R_{h_r})(\hat{e}(-k_{z1}) \cdot \hat{e}_1)\hat{e}_1(-k_{1z1}) + \frac{k}{k_1}(1 + R_{v_r})(\hat{h}(-k_{z1}) \cdot \hat{e}_1)\hat{h}_1(-k_{1z1}) \right\} E_r e^{i\hat{k}_{z1}z} e^{-ik_{1z1}z} \tag{23b}
\]

which are just the reflected and transmitted fields from a flat surface.
3.4 First-Order Solution

The first-order solution for the surface fields can be obtained by substituting (9)-(10) into (4), (7), (12) and equating first-order terms. From (12a) and (19a)

\[
a_z^{(1)}(\vec{r}') = \left( \frac{1}{2} \frac{\partial f(\vec{r}_+)}{\partial z'} + \tilde{y} \frac{\partial f(\vec{r}_+)}{\partial y'} \right) \cdot \tilde{a}_z^{(1)}(\vec{k}_-) e^{i\vec{k}_- \cdot \vec{r}_-} \tag{24}
\]

To simplify (24), we introduce the Fourier transforms

\[
F(\vec{k}_-) = \frac{1}{(2\pi)^2} \int d\vec{r}' f(\vec{r}_+) e^{-i\vec{k}_- \cdot \vec{r}_-} \tag{25}
\]

\[
\tilde{A}^{(1)}(\vec{k}_-) = \frac{1}{(2\pi)^2} \int d\vec{r}' \tilde{a}^{(1)}(\vec{r}_+) e^{-i\vec{k}_- \cdot \vec{r}_-} \tag{26a}
\]

\[
\tilde{B}^{(1)}(\vec{k}_-) = \frac{1}{(2\pi)^2} \int d\vec{r}' b^{(1)}(\vec{r}_+) e^{-i\vec{k}_- \cdot \vec{r}_-} \tag{26b}
\]

and multiply equation (24) by \( \exp[-i\vec{k}_- \cdot \vec{r}_-]/(2\pi)^2 \) and integrate over \( d\vec{r}_- \). We obtain, by expressing \( \partial f(\vec{r}_+)/\partial z' \) and \( \partial f(\vec{r}_+)/\partial y' \) in terms of \( F(\vec{k}_-) \),

\[
A_z^{(1)}(\vec{k}_-) = \left\{ \left( \frac{k_x k_{y_1} - k_y k_{x_1}}{k_{\mu_1}} \right) a_z^{(1)}(\vec{k}_-) + \left( \frac{k_x k_{y_1} + k_y k_{y_1}}{k_{\mu_1}} - k_{\mu_1} \right) a_z^{(1)}(\vec{k}_-) \right\} iF(\vec{k}_- - \vec{k}_+). \tag{27a}
\]

Similarly from (12b)

\[
B_z^{(1)}(\vec{k}_-) = \left\{ \left( \frac{k_x k_{x_1} - k_y k_{x_1}}{k_{\mu_1}} \right) b_z^{(1)}(\vec{k}_-) + \left( \frac{k_x k_{x_1} + k_y k_{y_1}}{k_{\mu_1}} - k_{\mu_1} \right) b_z^{(1)}(\vec{k}_-) \right\} iF(\vec{k}_- - \vec{k}_+). \tag{27b}
\]

Next we match both sides of equation (4a) to first order. We note that

\[
\left[ \int d\vec{r}' e^{-i\vec{k}_- \cdot \vec{r}_-} e^{i k_z f(\vec{r}_+)} \right]_{\text{first order}} = \int d\vec{r}' e^{-i\vec{k}_- \cdot \vec{r}_-} \left[ i k_z f(\vec{r}_+) \tilde{a}_z^{(1)}(\vec{k}_-) e^{i\vec{k}_- \cdot \vec{r}_-} + \tilde{a}_z^{(1)}(\vec{r}_+) \right] = (2\pi)^2 \left[ i k_z F(\vec{k}_- - \vec{k}_+) \tilde{a}_z^{(1)}(\vec{k}_-) + \tilde{A}_z^{(1)}(\vec{k}_+) \right] \tag{28}
\]
Hence the first order equation from (4a) is

\[
0 = \int d\vec{k}_\perp e^{i\vec{k}_\perp \cdot \vec{r} - e^{-ik_z z} \frac{k}{k_z}}
\times \left\{ \left[ \hat{e}(-k_z) \hat{e}(-k_z) + \hat{h}(-k_z) \hat{h}(-k_z) \right] \cdot \left[ \vec{A}^{(1)}(\vec{k}_\perp) - i k_z \vec{a}^{(1)}(\vec{k}_\perp) F(\vec{k}_\perp - \vec{k}_\perp) \right] \right.

+ \left. \left[ - \hat{h}(-k_z) \hat{e}(-k_z) + \hat{e}(-k_z) \hat{h}(-k_z) \right] \cdot \left[ \vec{B}^{(1)}(\vec{k}_\perp) + i k_z \vec{b}^{(1)}(\vec{k}_\perp) F(\vec{k}_\perp - \vec{k}_\perp) \right] \right\}
\]  

(29a)

and from (4b), in a similar fashion, we obtain

\[
0 = \int d\vec{k}_\perp e^{i\vec{k}_\perp \cdot \vec{r} + e^{ik_z z} \frac{k_1}{k_{1z}}}
\times \left\{ \left[ \hat{e}_1(k_{1z}) \hat{e}_1(k_{1z}) + \hat{h}_1(k_{1z}) \hat{h}_1(k_{1z}) \right] \cdot \left[ \vec{A}^{(1)}(\vec{k}_\perp) - i k_{1z} \vec{a}^{(1)}(\vec{k}_\perp) F(\vec{k}_\perp - \vec{k}_\perp) \right] \right.

+ \left. \left[ - \hat{h}_1(k_{1z}) \hat{e}_1(k_{1z}) + \hat{e}_1(k_{1z}) \hat{h}_1(k_{1z}) \right] \cdot \left[ \vec{B}^{(1)}(\vec{k}_\perp) - i k_{1z} \vec{b}^{(1)}(\vec{k}_\perp) F(\vec{k}_\perp - \vec{k}_\perp) \right] \right\}
\]  

(29b)

Equations (29a) and (29b) are vector equations so that there are four scalar equations contained in them. Hence (27) and (29) are six scalar equations for the six unknowns \( A^{(1)}(\vec{k}_\perp) \), \( A^{(1)}(\vec{k}_\perp) \), \( A^{(1)}(\vec{k}_\perp) \), \( B^{(1)}(\vec{k}_\perp) \), \( B^{(1)}(\vec{k}_\perp) \), \( B^{(1)}(\vec{k}_\perp) \). After much algebraic manipulation, we obtain

\[
\vec{A}^{(1)}(\vec{k}_\perp) = i F(\vec{k}_\perp - \vec{k}_\perp) \vec{A}^{(1)}(\vec{k}_\perp)
\]  

(30a)

\[
\vec{B}^{(1)}(\vec{k}_\perp) = i F(\vec{k}_\perp - \vec{k}_\perp) \vec{B}^{(1)}(\vec{k}_\perp)
\]  

(30b)

where the explicit expansions for \( \vec{A}^{(1)} \), \( \vec{B}^{(1)} \), \( \vec{E}^{(1)} \) and \( \vec{H}^{(1)} \) are given in Appendix B.

The first-order scattered fields can now be obtained from (8). To first-order, we obtain

\[
\vec{E}^{(1)} = -\frac{1}{2} \int d\vec{k}_\perp e^{i\vec{k}_\perp \cdot \vec{r} + e^{ik_z z} \frac{k}{k_z}}
\times \left\{ \left[ \hat{e}(k_z) \hat{e}(k_z) + \hat{h}(k_z) \hat{h}(k_z) \right] \cdot \left[ \vec{A}^{(1)}(\vec{k}_\perp) - i k_z F(\vec{k}_\perp - \vec{k}_\perp) \vec{a}^{(1)}(\vec{k}_\perp) \right] \right.

+ \left. \left[ - \hat{h}(k_z) \hat{e}(k_z) + \hat{e}(k_z) \hat{h}(k_z) \right] \cdot \left[ \vec{B}^{(1)}(\vec{k}_\perp) - i k_z F(\vec{k}_\perp - \vec{k}_\perp) \vec{b}^{(1)}(\vec{k}_\perp) \right] \right\}
\]  

(31a)
\[
\overline{E}_t^{(11)} = \frac{1}{2} \int d\vec{k}_\perp e^{i\vec{k}_\perp \cdot \vec{r}_\perp} e^{-i\vec{k}_\perp \cdot \vec{r}_\perp} \frac{k_1}{k_\perp} \\
\times \left\{ \frac{k}{k_1} \left[ \hat{\epsilon}_1(-k_\perp)\hat{\epsilon}_1(-k_\perp) + \hat{h}_1(-k_\perp)\hat{h}_1(-k_\perp) \right] \left[ A^{(1)}(k_\perp) + i k_\perp F(k_\perp - \bar{k}_\perp)\bar{a}^{(1)}(k_\perp) \right] \right. \\
- \left[ \hat{h}_1(-k_\perp)\hat{\epsilon}_1(-k_\perp) + \hat{\epsilon}_1(-k_\perp)\hat{h}_1(-k_\perp) \right] \left[ B^{(1)}(k_\perp) + i k_\perp F(k_\perp - \bar{k}_\perp)\bar{b}^{(1)}(k_\perp) \right] \right\} (31b)
\]

In view of (30) and the fact that

\[
\langle \overline{F}(k_\perp) \rangle = \frac{1}{(2\pi)^2} \int d\vec{r}_\perp e^{i\vec{k}_\perp \cdot \vec{r}_\perp} \langle \bar{f}(\vec{r}_\perp) \rangle = 0
\]

we have

\[
\langle \overline{E}_t^{(11)} \rangle = \langle \overline{E}_r^{(11)} \rangle = 0
\]

Thus, the first-order solution does not modify the coherent reflection and transmission coefficients and we have to calculate the second-order solution to see the correction terms due to rough surface.

The lowest-order incoherent scattering coefficients can be derived from (31), by considering the vertically and horizontally polarized incident field and calculating the vertically and horizontally polarized scattered fields. We first calculate the scattered fields in the free space. For an incident field with polarization \( \hat{a} \), the scattered intensity with polarization \( \hat{b} \) is given by

\[
\langle |E_t^{(11)}|^2 \rangle = \int d\vec{k}_\perp f_{i \perp} W(|\vec{k}_\perp - \bar{k}_\perp|) \\
= \int d\Omega k^2 \cos \theta_\perp f_{i \perp} W(|\vec{k}_\perp - \bar{k}_\perp|)
\]

where \( W(|\vec{k}_\perp - \bar{k}_\perp|) \) is the Fourier transform of the correlation function and

\[
f'_{hh} = \left| E_r(k_1^2 - k^2) \frac{2k_z}{(k_z + k_\perp)(k_z + k_\perp)} \left( \frac{k_x k_\perp + k_y k_\perp}{k_y k_\perp} \right)^2 \right| (34a)
\]
In deriving (33), we made use of

\[ (F(\vec{k}_1')F(\vec{k}_\perp)) = \delta(\vec{k}_1' - \vec{k}_\perp) W(|\vec{k}_1'|) \]  

(35)

For a Gaussian correlation function we have

\[ W(|\vec{k}_\perp - \vec{k}_{\perp,i}|) = \frac{1}{4\pi} \sigma^2 l^2 \exp \left[-(k_{d_\perp}^2 + k_{d_\parallel}^2)\frac{l^2}{4}\right] \]  

(36)

where

\[ \vec{k}_{d_\perp} = \vec{k}_\perp - \vec{k}_{\perp,i} \]  

(37)

and \( \sigma \) is the standard derivation of the surface height and \( l \) is the correlation length for \( f(\vec{r}_\perp) \) in the transverse plane.

The bistatic scattering coefficients \( \gamma_{\text{int}}(\hat{k}_i, \hat{k}_f) \) are defined as the ratio of scattered power of polarization \( b \), per unit solid angle in direction \( \hat{k}_f \), and the intercepted power of polarization \( a_i \) in direction \( \hat{k}_i \), averaged over \( 4\pi \) radians. Therefore, in view of (33),

\[ \gamma_{\text{int}}(\hat{k}_i, \hat{k}_f) = 4\pi \frac{k^2 \cos \theta_f f_{\text{int}}'}{\cos \theta_i |E_{\text{int}}|^2} W(|\vec{k}_\perp - \vec{k}_{\perp,i}|) \]  

(38)

Substituting (34) and (36) into the above equation and rearranging terms, we obtain

\[ \gamma_{\text{int}}(\hat{k}_i, \hat{k}_f) = \frac{4 k^4 \sigma^2 l^2 \cos^2 \theta_f \cos^2 \theta_i}{\cos \theta_i} f_{\text{int}}' \exp \left[-k_{d_\parallel i}^2 \frac{l^2}{4}\right] \]  

(39)
where

\[ k_{in}^2 = k^2 (\sin^2 \theta_1 + \sin^2 \theta_i - 2 \sin \theta_1 \sin \theta_i \cos (\phi_i - \phi)) \]  \hspace{1cm} (40)

and

\[ f_{hh} = \frac{(k^2 - k^2)}{(k_z + k_{1z})(k_z - k_{1z})} \cos^2 (\phi - \phi_i) \]  \hspace{1cm} (41a)

\[ f_{hv} = \frac{(k^2 - k^2)k_{1z}}{(k_z + k_{1z})(k^2 + k^2 k_{1z})} \sin^2 (\phi - \phi_i) \]  \hspace{1cm} (41b)

\[ f_{hv} = \frac{(k^2 - k^2)k_{1z}}{(k_z + k_{1z})(k_z + k^2 k_{1z})} \sin^2 (\phi - \phi_i) \]  \hspace{1cm} (41c)

\[ f_{vv} = \frac{(k^2 - k^2)}{(k^2 k_z + k^2 k_{1z})(k^2 + k^2 k_{1z})} \left[ k^2 k^2 \sin \theta_1 \sin \theta_i - k^2 k_{1z} k_{1z} \cos (\phi_i - \phi) \right] \]  \hspace{1cm} (41d)

In the backscattering direction \( \hat{k}_s = -\hat{k}_t \). The backscattering cross section per unit area are

\[ \sigma_{hh}(\theta_i) = 4k^4 \sigma^2 l^2 \cos^4 \theta_i |R_{hh}|^2 \exp [-k^2 l^2 \sin^2 \theta_i] \]  \hspace{1cm} (42a)

\[ \sigma_{hv}(\theta_i) = 4k^2 \sigma^2 l^2 \cos^4 \theta_i \left| \frac{(k^2 - k^2)(k^2 k^2 \sin^2 \theta_i + k^2 k_{1z} k_{1z})}{(k^2 k_{1z} + k^2 k_{1z})^2} \right|^2 \exp [-k^2 l^2 \sin^2 \theta_i] \]  \hspace{1cm} (42b)

\[ \sigma_{vh}(\theta_i) = \sigma_{vh}(\theta_i) = 0 \]  \hspace{1cm} (42c)

Therefore, there is no depolarization in the backscattering direction.

The bistatic scattering coefficients for the transmitted fields in the medium 1 can be obtained from (31b). Following the same procedure we obtain

\[ \gamma_{n1}(\hat{k}_r, \hat{k}_t) = \frac{4k^2 \sigma^2 l^2 \cos^2 \theta_i \cos^2 \theta_i}{\eta_i \eta_i} W_{n1} \exp \left[ -k^2 l^2 \frac{t^2}{4} \right] \]  \hspace{1cm} (43)

where

\[ k_{in}^2 = k^2 \sin \theta_1 + k^2 \sin^2 \theta_i - 2k \sin \theta_1 \sin \theta_i \cos (\phi_i - \phi) \]  \hspace{1cm} (44)
and

\[ W_{hh} = \frac{(k_f^2 - k_0^2)}{(k_z - k_{zl})(k_{zi} - k_{lz})} \cos^2(\psi_t - \phi_r) \]  \hspace{1cm} (45a)  \\
\[ W_{rh} = \frac{(k_f^2 - k_0^2)k_{lz}}{(k_z^2k_z - k_{zl}^2k_{lz})} \sin^2(\gamma_t - \phi_r) \]  \hspace{1cm} (45b)  \\
\[ W_{hr} = \frac{(k_f^2 - k_0^2)k_{zi}}{(k_z^2k_z - k_{zl}^2k_{lz})} \sin^2(\phi_r - \psi_t) \]  \hspace{1cm} (45c)  \\
\[ W_{rr} = \frac{(k_f^2 - k_0^2)k_k}{(k_z^2k_z + k^2k_{lz})(k_z^2k_{zi} + k_{zl}^2k_{lz})} \bigg| k_1 k \sin \theta_t \sin \theta_r + k_z k_{lz} \cos(\phi_r - \phi_t) \bigg| \]  \hspace{1cm} (45d)  

The first-order solution gives the lowest order incoherent scattered intensities. The bistatic reflection and transmission coefficients can be easily shown to satisfy the principle of reciprocity. However, in the first-order solution, there is no depolarization effect in the backscattering direction and the coherent reflection and transmission coefficients are not modified. Therefore, to calculate corrections to coherent reflection and transmission coefficients, we need to calculate the second-order solution.
3.5 Second-Order Solution

The second-order solution for the surface fields and the scattered fields can be obtained from (4), (7) and (8) by collecting and equating the second-order terms.

We will first consider the case of a horizontally polarized incident wave, \( \hat{\varepsilon}_i = \hat{\varepsilon}(-k_{zi}) \).

The second-order scattered field in \( \hat{\varepsilon}(k_z) \) and \( \hat{\eta}(k_z) \) polarizations, which corresponds to horizontally and vertically polarized scattered fields, respectively, can be calculated to be

\[
E_{h(2)}^{(2)}(\vec{r}) = \int d\vec{k} \ e^{i\vec{k} \cdot \vec{r}} \ e^{ik_zz} \int d\vec{k}_{\perp} F(\vec{k}_- - \vec{k}_{\perp}) F(\vec{k}_- - \vec{k}_+^*) \\
\times \left\{ \frac{k_z^2 - k^2}{k^2} \left( \frac{k_z k_{zi} - k_x k_{yi}}{k_{yi} k_{zi}} \right) \hat{A}_{\eta'}^{(1)}(\vec{k}_-^*) - \frac{k_x^2 - k^2}{k_z + k_{zi}} \left( \frac{k_x k_{xi} + k_y k_{yi}}{k_{yi} k_{zi}} \right) \hat{B}_{\eta'}^{(1)}(\vec{k}_-^*) \right\}
\]

\[
E_{v(2)}^{(2)}(\vec{r}) = \int d\vec{k} \ e^{i\vec{k} \cdot \vec{r}} \ e^{ik_zz} \int d\vec{k}_{\perp} F(\vec{k}_- - \vec{k}_{\perp}) F(\vec{k}_- - \vec{k}_+^*) \\
\times \left\{ -\frac{k_z^2 - k^2}{k_z^2 + k^2} \left( \frac{k_z k_{zi} - k_x k_{yi}}{k_{yi} k_{zi}} \right) \hat{A}_{\eta'}^{(1)}(\vec{k}_-^*) + \left( \frac{k_y k_{xi} + k_y k_{yi}}{k_{yi} k_{zi}} \right) \hat{A}_{\eta'}^{(1)}(\vec{k}_-^*) \right\}
\]

\[
\hat{A}_{\eta'}^{(1)}(\vec{k}_-) = 1 + R_{\eta'}
\]

\[
\hat{B}_{\eta'}^{(1)}(\vec{k}_-) = \left\{ \frac{k_x k_{yi}}{k} \left( \frac{k_x k_{xi} + k_y k_{yi}}{k_{yi} k_{zi}} \right) - \frac{k^2}{k_z + k_{zi}} \left( \frac{k_x k_{yi} - k_y k_{zi}}{k_{yi} k_{zi}} \right)^2 \right\} \hat{b}_{\eta'}^{(1)}(\vec{k}_-)
\]
Thus, by taking ensemble average of (48), we obtain the lowest order correction to the coherent reflection coefficients. By making use of

\begin{equation}
\langle F(\vec{k}'_{\perp} - \vec{k}_{\perp})F(\vec{k}'_{\perp} - \vec{k}_{\perp})\rangle = \delta(\vec{k}_{\perp} - \vec{k}_{\perp})W(|\vec{k}'_{\perp} - \vec{k}_{\perp}|)
\end{equation}

we obtain

\begin{equation}
\langle E^{(2)}_{p}\rangle = e^{i\vec{k}'_{\perp} \cdot \vec{r}_{\perp}} e^{i\vec{k}_{\perp} \cdot \vec{z}} \int d\vec{k}'_{\perp} \tilde{B}^{(1)}_{p}(\vec{k}'_{\perp}) W(|\vec{k}'_{\perp} - \vec{k}_{\perp}|)
\end{equation}

\begin{equation}
\langle E^{(2)}_{p}\rangle = 0
\end{equation}

There is no depolarization of the coherent waves on the specular direction since we have an isotropic rough surface. In view of (20a), the modified reflection coefficient for the horizontal polarization is,

\begin{equation}
R_{\parallel} = R_{\parallel} + \frac{k_{z}k_{1z}}{(k_{z} + k_{1z})^{2}} \int_{0}^{\infty} k_{n} dk_{n} \exp \left[ -\frac{1}{4} (k_{z} + k_{1z})^{2} \right]
\end{equation}

\begin{equation}
\times \left\{ \left[ \frac{k_{z}^{2} - k_{1z}^{2}}{k_{z} + k_{1z}} \right] I_{n}(x) + \frac{k_{z}^{2} - k_{1z}^{2}}{k_{z} + k_{1z}} \frac{k_{z}^{2} - k_{1z}^{2}}{k_{z} + k_{1z}} I_{n}(x) - \frac{I_{1}(x)}{x} \right\}
\end{equation}

where

\begin{equation}
x = \frac{1}{2} k_{z}k_{1z} t^{2}
\end{equation}
and \( I_0 \) and \( I_1 \) are the zeroth and first order modified Bessel functions.

The modified reflection coefficient for the vertical polarization can also be obtained by considering a vertically polarized incident field and calculating for the scattered fields. Following the same procedure we obtain

\[
S_{01} = R_{nn} - k_{zi} \left( \frac{k_1^2 - k_2^2}{(k_2^2 k_{zi} + k_1^2 k_{zi})^2} - k_2^2 k_2 \sigma^2 l^2 \right) \int_0^{\infty} k_{p}, d k_{p}, \exp \left[ -\frac{1}{4} (k_{p}^2 + k_{i}^2) l^2 \right] \]

\[
\left\{ k_{zi} \left[ I_0(z) - 2 \frac{k_{p}, k_{i}}{k_{p}^2 + k_{zi} k_{2}} I_1(x) \right] - \frac{k_1^2 - k_2^2}{k_{zi}} k_{zi}^2 I_1(x) \right. \\
+ \frac{k_2^2 - k_2^2}{k_{zi}^2} \frac{k_{p}^2}{k_{p}^2 + k_{zi} k_{2}} I_1(x) - \frac{k_1^2 - k_2^2}{k_{zi}} k_{zi}^2 \frac{1}{k_{zi}^2 + k_{zi}^2} I_1(x) \right\} (54)
\]

The modified coherent transmission coefficients for the horizontal and vertical polarization can be calculated similarly to give

\[
X_{01} = 1 + R_{nn} + k_{zi} \left( \frac{k_1^2 - k_2^2}{(k_2^2 k_{zi} + k_1^2 k_{zi})^2} - k_2^2 k_2 \sigma^2 l^2 \right) \int_0^{\infty} k_{p}, d k_{p}, \exp \left[ -\frac{1}{4} (k_{p}^2 + k_{i}^2) l^2 \right] \\
\times \left\{ k_{zi} \left[ I_0(z) - \frac{k_{p}^2}{k_{p}^2 + k_{zi} k_{2}} I_1(x) \right] - \frac{1}{2} (k_{zi} - k_{zi}) I_1(z) \right\} (55a)
\]

and

\[
Y_{01} = 1 + R_{nn} + k_{zi} \left( \frac{k_1^2 - k_2^2}{(k_2^2 k_{zi} + k_1^2 k_{zi})^2} - k_2^2 \sigma^2 l^2 \right) \int_0^{\infty} k_{p}, d k_{p}, \exp \left[ -\frac{1}{4} (k_{p}^2 + k_{i}^2) l^2 \right] \\
\times \left\{ -\frac{1}{2} (k_1^2 k_{zi} - k_2^2 k_{zi}) I_0(z) - (k_1^2 - k_2^2) \frac{k_{p}^2 k_{p}^2}{(k_{p}^2 k_{zi} + k_{2}^2 k_{zi})} I_1(x) \right. \\
- \frac{k_1^2 - k_2^2}{k_{zi} + k_{zi} k_{1} k_{zi} I_0(x)} + (k_1^2 - k_2^2) \frac{k_{p}^2 k_{p}^2}{(k_{p}^2 k_{zi} + k_{zi} k_{zi})} \left( I_0(x) - \frac{I_1(x)}{x} \right) \right. \\
+ \frac{k_{zi} + k_{zi} k_{2}}{k_{zi} k_{zi} + k_{zi} k_{zi} k_{1} k_{zi}} k_{zi} k_{i} (k_2^2 k_{zi} - k_1^2 k_{zi}) I_1(x) \right\} (55b)
\]

The depolarization scattered intensity in the backscattering direction can be obtained by considering a horizontally polarized incident field and calculating the vertically polarized scattered intensity or vice versa. From reciprocity the two solutions
\( \sigma_{vh} \) and \( \sigma_{hv} \) can be shown to be the same. The second-order scattered field for a horizontally polarized incident field is given by (48b). Keeping only the terms that do not vanish in the backscattering direction and calculating the scattered intensity in the backscattering direction, the depolarized backscattering cross section per unit area can be calculated to be

\[
\sigma_{hv}(\theta_i) = \sigma_{vh}(\theta_i) = 8\pi k^2 \cos^2 \theta_i \left| \frac{2k(k^2 - k')^2 k_{1z} k_{2z}}{[k^2 k_{2z} + k^2 k_{1z}](k_{2z} - k_{1z})^2} \right|^2 \times \int d^2 k'_z \left( \frac{k_{2z} k'_{1z} - k_{1z} k'_{2z}}{k_{2z} k'_{1z} + k_{1z} k'_{2z}} \right)^2 W(|k' - k_{1z}|)W(|k' + k_{1z}|) \tag{56a}
\]

After carrying out the \( d\phi' \)-integration the above equation simplifies to

\[
\sigma_{hv}(\theta_i) = \sigma_{vh}(\theta_i) = \frac{1}{2} k^6 \cos^4 \theta_i \sigma^4 |l|^4 \left| \frac{(k^2 - k')^2 k_{1z}^2}{(k^2 k_{2z} + k^2 k_{1z})(k_{2z} + k_{1z})} \right|^2 \exp \left[ -\frac{1}{2} k^2 l_i^2 \right] \times \int_0^\infty dk'_{r} \frac{k'^3 \left| k_{r} \right|^2}{|k'^2 k'_{1z} + k^2 k_{2z}|^2} \exp \left[ -\frac{1}{2} k'^2 l_i^2 \right] \tag{56b}
\]

Therefore, by obtaining the second-order solution we can show the depolarization effect in the backscattered direction.
Appendix A: Integral Representation of Dyadic Green’s Function

The integral representation of the free space dyadic Green’s function is given by

\[
\mathbf{G}(\mathbf{r}, \mathbf{r}') = \frac{-\varepsilon}{8\pi^2} \int \frac{dk}{k} \left[ \frac{1}{k_z} \left[ \mathbf{\hat{e}}(k_z) \mathbf{\hat{e}}(k_z') - \mathbf{\hat{h}}(k_z) \mathbf{\hat{h}}(k_z') \right] \varepsilon^{ik \cdot (\mathbf{r} - \mathbf{r}')} \right]
\]

where

\[
\mathbf{\tilde{e}} = k_x \hat{x} + k_y \hat{y} + k_z \hat{z}
\]

\[\mathbf{\tilde{K}} = k_x \hat{x} + k_y \hat{y} - k_z \hat{z}\]

\[
\mathbf{\hat{e}}(k_z) = \frac{k_x \hat{x}}{|k_x|} = \frac{1}{k_x}(\hat{x} k_x - \hat{y} k_y)
\]

\[\mathbf{\hat{h}}(k_z) = \frac{1}{k_z} \varepsilon \times \mathbf{\hat{k}} = -\frac{k_z}{k_z} (\hat{x} k_x + \hat{y} k_y) + \frac{k_x}{k_z} \hat{z}
\]

\[\mathbf{\hat{e}}(-k_z) = \mathbf{\hat{e}}(k_z)
\]

\[\mathbf{\hat{h}}(-k_z) = \frac{1}{k_z} \varepsilon \times \mathbf{\hat{K}} = \frac{k_z}{k_z} (\hat{x} k_x - \hat{y} k_y) + \frac{k_x}{k_z} \hat{z}
\]
Appendix B: Explicit Expressions for $\tilde{A}_q^{(1)}(\tilde{k}_\perp)$, $\tilde{A}_q^{(1)}(\tilde{k}_\perp)$, $\tilde{B}_q^{(1)}(\tilde{k}_\perp)$, and $\tilde{B}_q^{(1)}(\tilde{k}_\perp)$

\[
\tilde{A}_q^{(1)}(\tilde{k}_\perp) = \frac{(k^2_q - k^2)}{(k^2_z k_z + k^2 k_{1z})} k_r k_{ri} \left( \frac{k_r k_{xi} - k_u k_{xi}}{k_r k_{ri}} \right) a_q^{(ii)}(\tilde{k}_\perp) - \frac{k_r k_{ri}}{k} \left( \frac{k_r k_{xi} + k_u k_{xi}}{k_r k_{ri}} \right) b_q^{(ii)}(\tilde{k}_\perp)
\]

\[
- \left[ \frac{k z q^2}{k z k_{1z} + k^2} \left( \frac{k_r k_{xi} + k_u k_{xi}}{k_r k_{ri}} \right)^2 + \left( \frac{k z k_{1z} + k^2}{k} \right) \left( \frac{k_r k_{xi} + k_u k_{xi}}{k_r k_{ri}} \right) \right] b_q^{(ii)}(\tilde{k}_\perp)
\]

\[
+ \left[ \frac{k z q^2}{k z k_{1z} + k^2} \left( \frac{k_r k_{xi} + k_u k_{xi}}{k_r k_{ri}} \right)^2 + \left( \frac{k z k_{1z} + k^2}{k} \right) \right] b_q^{(ii)}(\tilde{k}_\perp)
\]

\[
\tilde{B}_q^{(1)}(\tilde{k}_\perp) = k a_q^{(ii)}(\tilde{k}_\perp) - \frac{k}{k z k_{1z} + k^2} k_r k_{ri} \left( \frac{k_r k_{xi} - k_u k_{xi}}{k_r k_{ri}} \right) a_q^{(ii)}(\tilde{k}_\perp)
\]

\[
+ \left[ \frac{(k^2_q - k^2)}{(k z + k^2 k_{1z})} - \frac{(k^2_q - k^2)}{(k z k_{1z} + k^2)} \right] b_q^{(ii)}(\tilde{k}_\perp)
\]

\[
+ \frac{(k^2_q - k^2)}{(k z k_{1z} - k^2 k_{1z})} k_r \left( \frac{k_r k_{xi} + k_u k_{xi}}{k_r k_{ri}} \right) \left( \frac{k_r k_{xi} - k_u k_{xi}}{k_r k_{ri}} \right) b_q^{(ii)}(\tilde{k}_\perp)
\]

\[
\tilde{B}_q^{(1)}(\tilde{k}_\perp) = -k a_q^{(ii)}(\tilde{k}_\perp) - \frac{k}{k z k_{1z} + k^2} k_r k_{ri} \left( \frac{k_r k_{xi} - k_u k_{xi}}{k_r k_{ri}} \right) a_q^{(ii)}(\tilde{k}_\perp)
\]

\[
- \frac{k z q^2}{k z k_{1z} + k^2} \left( \frac{k_r k_{xi} + k_u k_{xi}}{k_r k_{ri}} \right) \left( \frac{k_r k_{xi} - k_u k_{xi}}{k_r k_{ri}} \right) b_q^{(ii)}(\tilde{k}_\perp)
\]

\[
+ \left[ \frac{(k^2_q - k^2)}{(k z + k^2 k_{1z})} - \frac{(k^2_q - k^2)}{(k z k_{1z} + k^2)} \right] b_q^{(ii)}(\tilde{k}_\perp)
\]
CHAPTER 4

Scattering and Emission by Random Rough Surfaces –
Modified Small Perturbation Method

The scattering of electromagnetic waves from a randomly rough dielectric surface is studied using a modified small perturbation method. The extended boundary condition method is used to solve for the scattered and transmitted fields. The small perturbation method (SPM) is modified with the use of cumulant technique. The coherent reflectivities and the bistatic scattering coefficients are derived using the modified SPM and are shown to have wider regions of validity than the conventional SPM result. The emissivity of the rough surface is then calculated by integrating the bistatic scattering coefficients over the upper hemisphere.
4.1 Introduction

Over the years, extensive theoretical and experimental investigations have been performed on scattering and emission of random rough surfaces and applied to sea, planetary and soil surfaces. Most of the work utilized either the Kirchhoff approach [Beckmann and Spizzichino, 1963; Semenov, 1965; Kodis, 1966; Stogryn, 1967; Barrick, 1968; Fung and Chan, 1969; Sancer, 1969; Lynch and Wagner, 1970; Leader, 1971; Sung and Holzer, 1976; Sung and Ekerhardt, 1978; Tsang and Kong, 1980a,b; Bass and Fuks, 1979; Ulaby et al., 1981] or the small perturbation method [Rice, 1963; Valenzuela, 1967, 1968; Agarwal, 1977; Nieto-Vesperina, 1982]. The small perturbation method is used to study the rough surface with the height small compared with a wavelength and the slope much smaller than unity. The Kirchhoff approach has been used to study rough surfaces with large radius of curvatures. In recent years, there has been considerable interest in the development of more general theories which can bridge these two limiting methods. The full wave approach [Bahar, 1978; Bahar and Barrick, 1983] has been used for composite surfaces which cannot be decomposed into small-scale perturbations and large-scale surfaces. It has also been used to study depolarization effects. The diagrammatic approach [Zipfel and DeSanto, 1972; DeSanto, 1974; DeSanto, 1983] makes use of the Feynman diagram and has been used to obtain the coherent intensity beyond the Kirchhoff approximation and compared with some experimental data.

In this chapter we study the problem of scattering and emission from a randomly rough dielectric surface using the modified SPM. The extended boundary condition method is used to solve for the scattered and transmitted fields. The small perturbation method is modified with the use of cumulant technique to derive the coherent reflection
coefficients and the bistatic scattering coefficients. The results are shown to have wider regions of validity than the conventional SPM results. The emissivity is obtained by integrating the bistatic scattering coefficients over the upper hemisphere. The results are illustrated by comparing with the emissivities obtained with the KA for the various cases.
4.2 Formulation

Consider a plane wave in free space with electric field $\vec{E}_i = \hat{e}_i \exp(i \vec{k} \cdot \vec{r})$ incident upon a randomly rough surface with permittivity $\varepsilon_r$. The rough surface is characterized by a height distribution $z = f(\vec{r}_\perp)$ where $f(\vec{r}_\perp)$ is a random variable with zero mean, $\langle f(\vec{r}_\perp) \rangle = 0$. Let $f_{\text{min}}$ and $f_{\text{max}}$ be the minimum and maximum values of the surface profile $f(\vec{r}_\perp)$. From Huygen’s principle, the total field $\vec{E}(\vec{r})$ in free space, and the transmitted field $\vec{E}_t(\vec{r})$ in the dielectric medium satisfy

$$\vec{E}_i(\vec{r}) + \int_{S'} d\vec{s}' \left\{ i \omega \mu_0 \vec{G}(\vec{r}, \vec{r}') \cdot (\hat{n} \times \vec{H}(\vec{r}')) + \nabla \times \vec{G}(\vec{r}, \vec{r}') \cdot (\hat{n} \times \vec{E}(\vec{r}')) \right\} = \begin{cases} \vec{E}(\vec{r}) & z > f(\vec{r}_\perp) \\ 0 & z < f(\vec{r}_\perp) \end{cases} \quad (1a)$$

$$\int_{S'} d\vec{s}' \left\{ i \omega \mu_1 \vec{G}_1(\vec{r}, \vec{r}') \cdot (\hat{n}_d \times \vec{H}_1(\vec{r}')) - \nabla \times \vec{G}_1(\vec{r}, \vec{r}') \cdot (\hat{n}_d \times \vec{E}_1(\vec{r}')) \right\} = \begin{cases} 0 & z > f(\vec{r}_\perp) \\ \vec{E}_1(\vec{r}) & z < f(\vec{r}_\perp) \end{cases} \quad (2a)$$

where $S'$ denotes the rough surface over which the surface integration is to be carried out. $\hat{n}$ and $\hat{n}_d$ are the unit vectors normal to the rough surface and pointing into the free space and the dielectric medium, respectively, and $\vec{G}(\vec{r}, \vec{r}')$ and $\vec{G}_1(\vec{r}, \vec{r}')$ are respectively the dyadic Green’s functions for free space and the homogeneous dielectric of region 1.

Evaluating (1b) for $z < f_{\text{min}}$ and (2a) for $z > f_{\text{max}}$, we obtain the extended boundary conditions which can be solved for the surface fields [Chapter 3, Sec 3.2]. Once the surface fields are obtained, then the scattered field in free space and the transmitted
field in medium 1 can be derived from the diffraction integrals. Thus, evaluating (1a) and (2b) for z > f_{\text{max}} and z < f_{\text{min}} respectively, we obtain

\[
\hat{E}_{\perp} (\mathbf{r}) = -\frac{1}{8\pi^2} \int d\mathbf{k}_z e^{i\mathbf{k}_z \cdot \mathbf{\hat{r}}_{\perp}} e^{-ik_z z} \frac{k_z}{k} \int d\mathbf{\hat{r}}_{\perp} e^{-i\mathbf{\hat{r}}_{\perp} \cdot \mathbf{\hat{r}}_{\perp}} e^{-ik_{\perp} z} e^{-ik_{\perp} z} \\
\quad \times \left\{ \left[ \hat{\mathbf{\hat{n}}} (k_z) \hat{\mathbf{\hat{n}}} (k_z) + \hat{\mathbf{\hat{n}}} (k_z) \hat{\mathbf{\hat{n}}} (k_z) \right] \cdot \mathbf{\hat{a}} (\mathbf{\hat{r}}_{\perp}) + \left[ -\hat{\mathbf{\hat{n}}} (k_z) \hat{\mathbf{\hat{n}}} (k_z) - \hat{\mathbf{\hat{n}}} (k_z) \hat{\mathbf{\hat{n}}} (k_z) \right] \cdot \mathbf{\hat{b}} (\mathbf{\hat{r}}_{\perp}) \right\} \\
\text{(3a)}
\]

\[
\hat{E}_{\parallel} (\mathbf{r}) = \frac{1}{8\pi^2} \int d\mathbf{k}_z e^{i\mathbf{k}_z \cdot \mathbf{\hat{r}}_{\perp}} e^{-ik_z z} \frac{k_z}{k} \int d\mathbf{\hat{r}}_{\perp} e^{-i\mathbf{\hat{r}}_{\perp} \cdot \mathbf{\hat{r}}_{\perp}} e^{ik_{\perp} z} e^{ik_{\perp} z} \\
\quad \times \left\{ \frac{k}{k_1} \left[ \hat{\mathbf{\hat{n}}} (-k_{1z}) \hat{\mathbf{\hat{n}}} (-k_{1z}) + \hat{\mathbf{\hat{n}}} (-k_{1z}) \hat{\mathbf{\hat{n}}} (-k_{1z}) \right] \cdot \mathbf{\hat{a}} (\mathbf{\hat{r}}_{\perp}) \\
\quad + \left[ -\hat{\mathbf{\hat{n}}} (-k_{1z}) \hat{\mathbf{\hat{n}}} (-k_{1z}) - \hat{\mathbf{\hat{n}}} (-k_{1z}) \hat{\mathbf{\hat{n}}} (-k_{1z}) \right] \cdot \mathbf{\hat{b}} (\mathbf{\hat{r}}_{\perp}) \right\} \\
\text{(3b)}
\]

where

\[
d\mathbf{\hat{r}}_{\perp} \mathbf{\hat{a}} (\mathbf{\hat{r}}_{\perp}) = dS' \eta \mathbf{\hat{n}} \times \mathbf{\overline{H}} (\mathbf{r}') = dS' \frac{\eta}{\eta_1} \mathbf{\hat{n}} \times \mathbf{\overline{H}}_1 (\mathbf{r}') \\
\text{(4a)}
\]

\[
d\mathbf{\hat{r}}_{\perp} \mathbf{\hat{b}} (\mathbf{\hat{r}}_{\perp}) = dS' \mathbf{\hat{n}} \times \mathbf{\overline{E}} (\mathbf{r}') = dS' \mathbf{\hat{n}} \times \mathbf{\overline{E}}_1 (\mathbf{r}') \\
\text{(4b)}
\]

In Chapter 2 we used the Kirchhoff approximation to solve for the scattered fields from the above diffraction integrals by making use of tangent plane approximation for the surface fields. In Chapter 3 we used the small perturbation method to calculate the surface fields and the scattered fields by making a perturbation expansion. In this chapter we will modify the SPM with the cumulant average technique and solve for the scattered fields.

We will consider the case of horizontally polarized scattered field due to the horizontally polarized incident wave in detail to illustrate the modified SPM. The SPM and KA results are derived in Chapters 2 and 3. The coherent reflected field with the
lowest order correction due to the rough surface, obtained with the SPM [Chapter 3, Sec. 3.5] is given by

\[
\langle E_{h_r} \rangle = R_{h_r} e^{i\tilde{\tau}_r} \{1 - (k_{z1} - k_{1z}) \int d\tilde{k}_z' B_{1r} (\tilde{k}_z') W (\tilde{k}_z' - k_{z1})\}
\]

(5)

where \( R_{h_r} \) is the Fresnel reflection coefficient for the TE wave. In the limit \( l \to \infty \), where \( l \) is the correlation length for \( f(\tilde{r}_z) \) in the transverse plane, the above expression simplifies to

\[
\langle E_{h_r} \rangle = R_{h_r} [1 - 2k_{z1}^2 \sigma^2 e^{i\tilde{\tau}_r} e^{i\hat{\kappa}_r z}]
\]

(6)

The coherent reflected wave under the Kirchhoff Approximation is derived in Chapter 2 to be

\[
\langle E_{h_r} \rangle = R_{h_r} e^{-2k_{z1}^2 \sigma^2} e^{i\tilde{\tau}_r} e^{i\hat{\kappa}_r z}
\]

(7)

In the limit \( k_{z1} \sigma \ll 1 \), the above expression reduces to

\[
\langle E_{h_r} \rangle = R_{h_r} [1 - 2k_{z1}^2 \sigma^2 e^{i\tilde{\tau}_r} e^{i\hat{\kappa}_r z}]
\]

(8)

which checks with the SPM result in the \( l \to \infty \) limit. In the next section we will modify the SPM with the cumulant technique such that in the limit \( l \to \infty \) the KA result given by (7) is obtained and in the limit \( k_{z1} \sigma \ll 1 \), the SPM result given by (5) is obtained.
4.3 Modified Small Perturbation Method

The horizontally polarized scattered field for the incident wave with horizontal polarization has been derived in Chapter 3 using SPM by making a perturbation expansion. The expressions for the second-order solution is given by

\[ E_{h,*}^{(1)}(\vec{r}) = R_{h,*} e^{i\vec{k}_- \cdot \vec{r}_-} e^{ik_- z} \]

\[ E_{h,*}^{(2)}(\vec{r}) = -\int d\vec{K}_\perp e^{i\vec{k}_- \cdot \vec{r}_-} e^{ik_- z} F(\vec{k}_- - \vec{k}_\perp) \left( k_- - k_{1z} \right) \left( \frac{k_z k_{1z} - k_y k_m}{k_y k_m} \right) b^{(ii)}_p(\vec{k}_\perp) \]

\[ E_{h,*}^{(2)}(\vec{r}) = \int d\vec{K}_\perp e^{i\vec{k}_- \cdot \vec{r}_-} e^{ik_- z} \int d\vec{k}_- \int d\vec{k}_- F(\vec{k}_- - \vec{k}_\perp) F(\vec{k}_- - \vec{k}_\perp') \]

\[ \times \left\{ \frac{k^2_z - k^2}{k_z + k_{1z}} \left( \frac{k_y k_{1z} - k_y k_m}{k_y k_m} \right) \hat{B}_q^{(11)}(\vec{k}_-') - \frac{k^2_z - k^2}{k_z + k_{1z}} \left( \frac{k_z k_{1z} - k_y k_m}{k_y k_m} \right) \hat{B}_q^{(11)}(\vec{k}_-') \right\} \]

\[ + \frac{1}{2} \frac{k^2_z - k^2}{k_z + k_{1z}} \left( k_y k_{1z} + k_y k_m \right) \left( \frac{k_z k_{1z} - k_y k_m}{k_y k_m} \right) b^{(ii)}_p(\vec{k}_\perp) \}

where

\[ F(\vec{k}_-) = \frac{1}{4\pi^2} \int d\vec{r}_- f(\vec{r}_-) e^{-i\vec{k}_- \cdot \vec{r}_-} \]

\[ \hat{B}_q^{(11)}(\vec{k}_-) = \frac{k^2_z - k^2}{k^2_z k_{1z} + k^2 k_{1z}} \left( \frac{k_y k_{1z} + k_y k_m}{k_y k_m} \right) \left( \frac{k_z k_{1z} - k_y k_m}{k_y k_m} \right) b^{(ii)}_p(\vec{k}_\perp) \]

\[ \hat{B}_q^{(11)}(\vec{k}_-) = \left\{ \frac{k^2_z - k^2}{k_z + k_{1z}} \left( \frac{k^2_z - k^2}{k^2_z k_{1z} + k^2 k_{1z}} \right) \left( \frac{k_y k_{1z} - k_y k_m}{k_y k_m} \right)^2 b^{(ii)}_p(\vec{k}_\perp) \right\} \]

\[ b^{(ii)}_p(\vec{k}_\perp) = 1 - R_{h,*} \]

In the modified SPM we first assume that the scattered field can be expressed in the following form:

\[ E_{h,*}(\vec{r}) = -\frac{1}{8\pi^2} \int d\vec{k}_\perp e^{i\vec{k}_- \cdot \vec{r}_-} e^{ik_- z} \frac{2}{k_z + k_{1z}} (k_{1z} - k_z) (1 + R_{h,*}) \int d\vec{r}_- e^{-i(\vec{k}_- - \vec{k}_\perp) \cdot \vec{r}_-} \]

\[ \times \left\{ \left( \frac{k_z k_{1z} + k_y k_m}{k_y k_m} \right) e^{i(k_{1z} - k_z) (\vec{r}_-)} + \left( \frac{k_z k_{1z} - k_y k_m}{k_y k_m} \right) e^{i(k_z + k_{1z}) (\vec{r}_-)} \right\} \]

\[ \times \left( \frac{k_z k_{1z} + k_y k_m}{k_y k_m} \right) e^{i(k_{1z} - k_z) (\vec{r}_-)} + \left( \frac{k_z k_{1z} - k_y k_m}{k_y k_m} \right) e^{i(k_z + k_{1z}) (\vec{r}_-)} \right\} \]
where \( h'_\perp \) and \( h'_\perp' \) are the unknown functions to be determined by making a perturbation expansion. We let

\[
h'_\perp(\vec{r}_\perp) = \sum_{m=1}^{\infty} \frac{h'_m(\vec{r}_\perp)}{m!} \quad h'_\perp(\vec{r}_\perp) = \sum_{m=1}^{\infty} \frac{h'_m(\vec{r}_\perp)}{m!}
\]

(17)

Substituting the above expansion into (16) and further expanding the equation for the scattered field, we can solve for \( h'_m \) and \( h'_m' \) by comparing with the SPM result. The first-order result is given by

\[
H^{(1)}_{\perp}(\vec{k}_\perp) = -iF(\vec{k}_\perp - \vec{k}_\perp') \quad H^{(1)}_{\perp'}(\vec{k}_\perp) = 0
\]

(18)

where

\[
H^{(m)}_{\perp}(\vec{k}_\perp) = \frac{1}{4\pi^2} \int d\vec{r}_\perp' h^{(m)}_{\perp}(\vec{r}_\perp') e^{-i\vec{k}_\perp \cdot \vec{r}_\perp'}
\]

(19)

Thus, we have

\[
h'^{(1)}_{\perp}(\vec{r}_\perp') = -if(\vec{r}_\perp') \quad h'^{(1)}_{\perp'}(\vec{r}_\perp') = 0
\]

(20)

The second-order results are given by

\[
H^{(2)}_{\perp}(\vec{k}_\perp - \vec{k}_\perp') = -(k_z + k_z') \int d\vec{k}_\perp' H^{(1)}_{\perp}(\vec{k}_\perp - \vec{k}_\perp') H^{(1)}_{\perp'}(\vec{k}_\perp' - \vec{k}_\perp')
\]

\[
+ \int d\vec{k}_\perp' F(\vec{k}_\perp - \vec{k}_\perp') F(\vec{k}_\perp' - \vec{k}_\perp') \left\{ (k_{1z} - k_{1z'}) - 2 \frac{\hat{b}^{(1)}_{\perp}(\vec{k}_\perp')}{\hat{b}^{(1)}_{\perp'}(\vec{k}_\perp')} \right\}
\]

(21a)

\[
H^{(2)}_{\perp'}(\vec{k}_\perp - \vec{k}_\perp') = \int d\vec{k}_\perp' F(\vec{k}_\perp - \vec{k}_\perp') F(\vec{k}_\perp' - \vec{k}_\perp') \frac{\hat{b}^{(1)}_{\perp}(\vec{k}_\perp')}{\hat{b}^{(1)}_{\perp'}(\vec{k}_\perp')}
\]

(21b)

The coherent reflected field is obtained by taking the ensemble average of (16).

We have

\[
\langle E_{h_\perp}(\vec{r}) \rangle = R_{h_\perp} \langle e^{i2k_z h_\perp(\vec{r}_\perp')} e^{ik_\perp \cdot \vec{r}} e^{ik_z z} \rangle
\]

(22)
If we make the regular perturbation expansion of the above expression and take the ensemble average, then we obtain the same result as the SPM. Thus, we make use of cumulant average technique [Shen and Maradudin, 1980; Kubo, 1962] in performing the ensemble average in (16). The cumulant average is defined such that

\[
\langle e^{2k_z h \cdot \varphi'_z} \rangle = \exp \left[ \langle e^{2k_z h \cdot \varphi'_z} \rangle - 1 \rangle \right] \tag{23}
\]

where \( \langle \cdots \rangle \) stands for cumulant average. For a random variable \( x \), there is an exact relationship between the cumulant average \( \langle x^n \rangle \) and the moments \( \langle x^m \rangle \) for \( m \leq n \) [Kubo, 1962]. The first two relations are given by

\[
\langle x \rangle_c = \langle x \rangle \tag{24a}
\]
\[
\langle x^2 \rangle_c = \langle x^2 \rangle - \langle x \rangle^2 \tag{24b}
\]

The left-hand-side of (23) is normally evaluated by making the power series expansion:

\[
\langle e^{2k_z h \cdot \varphi'_z} \rangle = 1 + <2k_z h \cdot \varphi'_z> + \frac{1}{2} (2k_z h \cdot <\varphi'_z>)^2 + \cdots \tag{25}
\]

Similarly, we expand

\[
\langle e^{2k_z h \cdot \varphi'_z} - 1 \rangle_c = <2k_z h \cdot \varphi'_z> + \frac{1}{2} (<2k_z h \cdot \varphi'_z>)^2 + \cdots \tag{26}
\]

Note that by substituting (25) and (26) into (23) and by further expanding the right-hand-side of (23), the relation between the cumulant average and moments of the random variable can be obtained by equating the same order terms.
We evaluate (26) using the perturbation expansion for \( h_\perp(f_r) \). We have, by keeping the terms to the second order,

\[
\langle e^{2k_\perp h_\perp(f_r') - 1} \rangle \approx \langle 2k_{z_i}h_\perp^{(1)}(f_r') \rangle + \frac{1}{2} \langle 2k_{z_i}h_\perp^{(2)}(f_r') \rangle - \frac{1}{2} \langle 2k_{z_i}h_\perp^{(1)}(f_r') \rangle^2,
\]

\[
= k_{z_i} \langle h_\perp^{(2)}(f_r') \rangle + 2k_{z_i}^2 \langle h_\perp^{(1)}(f_r') \rangle.
\]

(27)

where we made use of the fact \( \langle h_\perp^{(1)}(f_r') \rangle = 0 \). Thus, the coherent reflected field for the horizontal polarization is given by

\[
\langle E_{n_r} \rangle = R_{n_r} e^{i\bar{k}_{\perp} z} e^{i\bar{k}_{\perp} z} \exp \left[ (k_{z_i} + k_{1z_i}) \int d\bar{k}'_{\perp} \bar{B}_{\perp}^{(1)}(\bar{k}'_{\perp}) W(|\bar{k}'_{\perp} - \bar{k}_{\perp}|) \right]
\]

(28)

We note that the above result agree with the SPM result and the KA result, given by (5) and (7), in the respective limits of \( k_{z} \sigma \ll 1 \) and \( l \to \infty \).
4.4 Bistatic Scattering Coefficients

The bistatic scattering coefficients can be derived by calculating the incoherent scattered intensities. From (16) we have, by making use of cumulant average technique,

\[
\gamma_{hh}(\vec{k}_\perp, \vec{k}_\perp) = \frac{4\pi}{\cos \theta_i} \frac{k^2_2 k^2_2}{(k_2 + k_{zi})^2} \frac{4}{(k_{zi} + k_{zi})^2} \frac{k^2_2 - k^2_2}{(k_{zi} + k_{zi})^2} \left( \frac{k_z k_{zi} + k_y k_{mi}}{k_y k_{mi}} \right)^2 \\
\times \exp \left\{ -2 \Re \{M_{hi}(\vec{k}_\perp, \vec{k}_\perp)\} \right\} \int d^2\vec{r}_i e^{-i(\vec{k}_\perp - \vec{k}_\perp) \cdot \vec{r}_i} \left\{ \exp \left[ \frac{(k_z + k_{zi})^2}{2} \right] - 1 \right\}
\]

where

\[
M_{hi}(\vec{k}_\perp, \vec{k}_\perp) = \frac{1}{2} \left( k^2_2 - k^2_{zi} \right) \sigma^2 - \frac{(k_z + k_{zi})}{2k_{zi}} M_{hi}(\vec{k}_\perp, \vec{k}_\perp)
\]

with

\[
M_{hi}(\vec{k}_\perp, \vec{k}_\perp) = 2k_{zi} \int d^2\vec{k}_\perp \left\{ \frac{k_{zi} - (k^2_2 - k^2_{zi})}{k^2_2 - k^2_{zi}} - \frac{(k^2_2 - k^2_{zi})}{k^2_2 k^2_{zi}} + \frac{2k^2_{zi}}{k^2_2 k^2_{zi}} \left( \frac{k^2_{zi} k_{zi} + k^2_{zi} k_{zi}}{k^2_{zi} k^2_{zi}} \right)^2 \right\} W((\vec{k}_\perp - \vec{k}_{zi})^2)
\]

For the correlation function \(C(\vec{r}_i')\) with the gaussian dependence, the integrals in (29) and (31) can be carried out. We have

\[
\gamma_{hh}(\vec{k}_\perp, \vec{k}_\perp) = \frac{1}{\cos \theta_i} \frac{k^2_2 k^2_2}{(k_2 + k_{zi})^2} \frac{4}{(k_{zi} + k_{zi})^2} \left( \frac{k^2_2 - k^2_2}{(k_{zi} + k_{zi})^2} \right)^2 \cos^2(\phi - \phi_i) \\
\times \exp \left\{ -2 \Re \{M_{hi}(\vec{k}_\perp, \vec{k}_\perp)\} \right\} \sum_{m=1}^{\infty} \frac{(k_z + k_{zi}) \sigma^{2m}}{m! m} \exp \left[ -\frac{k^2_{zi} l^2}{4} \right]
\]

\[
M_{hi}(\vec{k}_\perp, \vec{k}_\perp) = k_{zi} \sigma^2 \int_0^{\infty} k'_p \, dk'_p \exp \left[ -\left( k^2 - k^2_p \right) l^2 / 4 \right] \times \left\{ \frac{k_{zi} - (k^2 - k^2_p)}{k_2 + k^2_{zi}} I_\nu(x) + \frac{(k^2_2 - k^2_p)}{k^2_2 k^2_{zi} + k^2_2 k^2_{zi}} k^2_{zi} I_\nu(x) \right\}
\]

where

\[
k^2_{zi} = k^2_2 + k^2_{zi} - 2k_z k_{zi} \cos(\phi - \phi_i)
\]
and $I_0$ and $J_1$ are the zeroth and first order modified Bessel functions.

The vertically polarized scattered field for the horizontally polarized incident field is obtained in a similar manner. We assume that the scattered fields can be expressed in the following form:

$$E_{r,s}(r) = -\frac{1}{8\pi^2} \int d\overline{k}_x e^{i\overline{k}_x \cdot \overline{r}_\perp} e^{ik_z z} \frac{2}{k_z - k_{zz}} \frac{k_0^2 - k^2}{k_0^2 + k^2 + k_{zz}^2} (1 + R_{hi}) \int d\overline{r}' e^{-i(k_x - k_x') \cdot \overline{r}_\perp}$$

$$\times \left\{ \left( \epsilon(k_x - k_{x'} \cdot \overline{r}'_\perp) - 1 \right) + \left( \frac{k_x k_{x'}}{k_y k_{y'}} \right) \left( \epsilon(k_x + k_{x'} \cdot \overline{r}'_\perp) - 1 \right) \right\}$$

Then the bistatic scattering coefficient can be derived by following exactly the same procedure. We have

$$\gamma_{bh}(k_{\perp}, k_{\perp'}) = \frac{4\pi}{\cos \theta_i} k_x^2 k_{y'}^2 \left( \frac{4}{k_x + k_{zz}} \right)^2 \left( \frac{k k_{1zz} (k_0^2 - k^2)}{(k_0^2 + k^2 + k_{zz}^2)(k_z + k_{zz})} \right)^2 \left( \frac{k_x k_{x'} - k_y k_{y'}}{k_y k_{y'}} \right)^2$$

$$\times \exp \left[ -2 \Re \{ M_{hi}(k_{\perp}, k_{\perp'}) \} \right] \frac{1}{4\pi^2} \int d\overline{r}' e^{-i(k_x - k_{x'} \cdot \overline{r}_\perp)} \left\{ \exp \left[ (k_z + k_{zz})^2 C(\overline{r}'_\perp) \right] - 1 \right\}$$

where

$$M_{hi}(k_{\perp}, k_{\perp'}) = \frac{1}{2} (k_y^2 - k_{y'}^2) \sigma^2 + \frac{1}{2} (k_z + k_{zz}) \frac{k_y^2}{k_{zz}} \sigma^2 + \frac{(k_z + k_{zz})}{2k_{zz}} M_{hi}(k_{\perp}, k_{\perp})$$

The bistatic scattering coefficients for the vertically polarized incident wave can also be derived following exactly the same procedure as outlined in the previous section.

For the vertically and horizontally polarized scattered fields we assume the following
form:

$$E_{v_+} (\vec{r}) = -\frac{1}{8\pi^2} \int d\vec{k}_- e^{i\vec{k}_- \cdot \vec{r}} e^{i\vec{r}_- \cdot \vec{k}_-} \frac{2}{k_z + k_{\perp}} \frac{k_0^2 - k_z^2}{k_0^2 k_z + k_{\perp}^2 k_z + k_0^2 k_{\perp}} (1 - R_{\perp}) \int d\vec{r}_+ e^{-i(\vec{k}_- - \vec{k}_+) \cdot \vec{r}_+}$$

$$\times \left\{ k_z k_{\perp} e^{i(k_z - k_{\perp}) \cdot \vec{r}_+} - \frac{k_0^2}{k_0^2} k_0 k_{\perp} (k_z k_{\perp} + k_{\perp} k_0) e^{i(k_z - k_{\perp}) \cdot \vec{r}_+} \right\}$$

$$- \frac{k_0^2}{k_0^2} k_0 k_{\perp} (k_z k_{\perp} - k_{\perp} k_z) \left( \epsilon(k_z + k_{\perp}) \epsilon(k_z + k_{\perp}) - 1 \right)$$

$$\left( k_z k_{\perp} + k_{\perp} k_0 \right) \left( \epsilon(k_z + k_{\perp}) \epsilon(k_z + k_{\perp}) - 1 \right)$$

$$\text{where } R_{\perp} \text{ is the Fresnel reflection coefficient for the vertical polarization. Then, the bistatic scattering coefficients are calculated to be}$$

$$\gamma_{v_+} (\vec{k}_-, \vec{k}_{\perp}) = \frac{4\pi}{k_z^2 k_{\perp}^2} \cos \theta_\perp \left\{ \frac{k_0^2 (k_0^2 - k_z^2)}{(k_0^2 k_z + k_{\perp}^2)(k_0^2 k_z + k_{\perp}^2)} \right\}^2$$

$$\times \left\{ k_z k_{\perp} \exp \left[ -M'_{v_+} (\vec{k}_-, \vec{k}_{\perp}) \right] - \frac{k_0^2}{k_0^2} k_0 k_{\perp} \exp \left[ -M_{v_+} (\vec{k}_-, \vec{k}_{\perp}) \right] \left( \frac{k_z k_{\perp} + k_{\perp} k_0}{k_z k_{\perp}} \right) \right\}^2$$

$$\times \frac{1}{4\pi^2} \int d\vec{r}_+ e^{-i(\vec{k}_- - \vec{k}_{\perp}) \cdot \vec{r}_+} \left\{ \exp \left[ (k_z + k_{\perp})^2 C(\vec{r}_+) \right] - 1 \right\}$$

$$\gamma_{v_+} (\vec{k}_-, \vec{k}_{\perp}) = \frac{4\pi}{k_z^2 k_{\perp}^2} \cos \theta_\perp \left\{ \frac{k_0^2 (k_0^2 - k_z^2)}{(k_0^2 k_z + k_{\perp}^2)(k_0^2 k_z + k_{\perp}^2)} \right\}^2$$

$$\times \exp \left[ -2 Re(M'_{v_+} (\vec{k}_-, \vec{k}_{\perp})) \right] \frac{1}{4\pi^2} \int d\vec{r}_+ e^{-i(\vec{k}_- - \vec{k}_{\perp}) \cdot \vec{r}_+} \left\{ \exp \left[ (k_z + k_{\perp})^2 C(\vec{r}_+) \right] - 1 \right\}$$

$$\text{where}$$

$$M'_{v_+} (\vec{k}_-, \vec{k}_{\perp}) = \frac{1}{2} (k_z^2 - k_{\perp}^2) \sigma^2 + \frac{(k_z + k_{\perp})}{k_z} M_{v_+} (\vec{k}_-, \vec{k}_{\perp})$$

$$M_{v_+} (\vec{k}_-, \vec{k}_{\perp}) = \frac{1}{2} (k_z^2 - k_{\perp}^2) \sigma^2 + \frac{(k_z + k_{\perp})}{k_z} M_{v_+} (\vec{k}_-, \vec{k}_{\perp})$$

$$\text{(43a)}$$

$$\text{(43b)}$$
The coherent reflected field for vertical polarization is given by

\[ (E_{v,r}) = e^{ik_z \hat{r}_z} e^{ik_0 \hat{r}_z} \frac{1}{2k_z} \left( 1 + R_{v} \right) \frac{k_0^2 - k_z^2}{k_0^2 k_z^2 + k_z^2 k_{1z}^2} \]

\[ \times \left\{ -k_{\rho}^2 \exp[-M_{v'}^\prime(\vec{k}_{-1}, \vec{r}_{-1})] + \frac{k_0^2}{k_0^2 k_{1z}^2} \exp[-M_{v'}^\prime(\vec{k}_{+1}, \vec{r}_{+1})] \right\} \]

For Gaussian correlation function, we have

\[ M_{v'}^\prime(\vec{k}_{-1}, \vec{r}_{-1}) = k_{0z} \sigma^2 \int_0^\infty k_0^2 dk_0' e^{-k_0^2} \left\{ \frac{k_0^2 - k_z^2}{k_0^2 k_z^2 + k_z^2 k_{1z}^2} k_{1z}^2 I_1(x) + \frac{k_z^2 k_{1z}^2 k_{1z}^2}{k_0^2 k_z^2 + k_z^2 k_{1z}^2 k_{1z}^2} I_1(x) \right\} \]

\[ M_{v'}^\prime(\vec{k}_{+1}, \vec{r}_{+1}) = 2k_z \int_0^\infty k_0^2 dk_0' e^{-k_0^2} \left\{ \frac{k_0^2}{k_0^2 k_z^2 + k_z^2 k_{1z}^2} k_{1z}^2 I_1(x) - \frac{k_z^2 k_{1z}^2}{k_0^2 k_z^2 + k_z^2 k_{1z}^2} I_1(x) \right\} \]
4.5 Emissivities

By using energy conservation and reciprocity arguments, the emissivity can be expressed in the following form [Peake, 1959]:

\[
e_\beta(\theta, i) = 1 - r^{c}_\beta(\theta, i) - r^{i}_\beta(\theta, i)
\]

where \( r^{c}_\beta \) is the coherent reflectivity and \( r^{i}_\beta \) is the incoherent reflectivity. The reflectivities are given by

\[
r^{c}_\beta(\theta, i) = |R_\beta|^2
\]

\[
r^{i}_\beta(\theta, i) = \frac{1}{4\pi} \sum_{n=r, h} \int_0^{2\pi} d\phi \int_0^{\pi/2} d\sin \theta \gamma_{n, i}(\theta, \phi; \theta, \phi)
\]

where \( R_\beta \) is the coherent reflection coefficient.

The coherent reflection coefficients of the rough surface derived with the modified SPM is given by

\[
R_h = R_{h, m} \exp[M_{h, i}(|\vec{k}_\perp, \vec{k}_\perp)|]
\]

\[
R_v = \frac{1}{2k_{zi}} (1 + R_{v, m}) \frac{k^2 - k^2}{k^2 k_{zi} + k^2 k_{zi}} \left\{ -k^2_m \exp[M_{c, i}(|\vec{k}_\perp, \vec{k}_\perp)|] + \frac{k^2}{k^2_{zi}} \exp[-M_{c, i}(|\vec{k}_\perp, \vec{k}_\perp)|] \right\}
\]

The emissivities can be obtained by making use of the expressions for the bistatic scattering coefficients derived in the previous section. For the correlation function with Gaussian dependence we obtain, after carrying out the \( d\phi \)-integration,

\[
r^{i}_h(\theta, i) = \frac{1}{\cos \theta, i} \int_0^{\pi/2} d\sin \theta \frac{k^2 - k^2}{k^2_{zi} k^2_{zi} + k^2 k_{zi}} \frac{2}{(k^2 + k_{zi})^2} \left| \frac{k^2 - k^2}{(k^2 + k_{zi})(k^2 + k_{zi})} \right|^2
\]

\[
\times \exp \left[ -2 \Re[M_{h, i}(|\vec{k}_\perp, \vec{k}_\perp)|] \right] \sum_{m=1}^{\infty} \frac{[k^2 + k_{zi}]e^{-k_{zi}^2 \sigma^2}}{m!} \int_{x_m} I_1(x_m) - I_1(x_m) \frac{I_1(x_m)}{x_m}
\]

\[
+ \frac{1}{\cos \theta, i} \int_0^{\pi/2} d\sin \theta \frac{k^2 - k^2}{k^2_{zi} k^2_{zi} + k^2 k_{zi}} \frac{2}{(k^2 + k_{zi})^2} \left| \frac{k^2}{k^2_{zi} k^2_{zi} + k^2 k_{zi}} \right|^2
\]

\[
\times \exp \left[ -2 \Re[M_{h, i}(|\vec{k}_\perp, \vec{k}_\perp)|] \right] \sum_{m=1}^{\infty} \frac{[k^2 + k_{zi}]e^{-k_{zi}^2 \sigma^2}}{m!} \int_{x_m} I_1(x_m) - I_1(x_m) \frac{I_1(x_m)}{x_m}
\]
where

\begin{align}
\theta = (k_p^2 + k_m^2) \frac{l^2}{4m} \quad \text{and} \quad x_m = k_p k_m \frac{l^2}{2m} \tag{52}
\end{align}

The emissivities calculated using the modified SPM is illustrated and compared with the result obtained using the KA [Chap. 2, Eqs. (141) and (145)] for the various cases. In Fig. 4.1 we illustrate the effect of standard deviation of the surface height \( \sigma \). As \( \sigma \) is increased there is an increase in the emissivities except at large observation angles for vertical polarization. Also, the difference between vertical and horizontal polarizations becomes smaller. In Fig. 4.2 the KA result for the same set of parameters are illustrated. The KA result is not valid for large angles of observation. For angles near nadir there is increase in the emissivities which is larger than the modified SPM results. In Figs. 4.3 and 4.4 the effect of increasing the correlation length \( l \) is illustrated. There is a decrease in the emissivities near nadir as \( l \) is increased. We note that as \( l \to \infty \) the emissivity of the rough surface approaches that of the flat surface since the sum of coherent and incoherent reflected intensities is equal to the reflected intensity of the flat surface. In Figs. 4.5 and 4.6 we increase \( \sigma \) and \( l \) by the same ratio, which
is equivalent to increasing the frequency for the same parameters. We note that while there is a slight increase in the emissivity near nadir angles for KA, there is a decrease for MSPM. We note that the coherent reflectivities obtained using the KA does not depend on the correlation length $l$ while the modified SPM results is a function of both $\sigma$ and $l$. 
Figure 4.1  Emissivities as a function of observation angle – Modified Small Perturbation Method.
Figure 4.2  Emissivities as a function of observation angle – Kirchhoff Approximation.
Figure 4.3  Emissivities as a function of observation angle – Modified Small Perturbation Method.
Figure 4.4  Emissivities as a function of observation angle – Kirchhoff Approximation.
Figure 4.5  Emissivities as a function of observation angle – Modified Small Perturbation Method.
Figure 4.6 Emissivities as a function of observation angle – Kirchhoff Approximation.
CHAPTER 5

Scattering of Electromagnetic Waves from a Randomly Perturbed Quasiperiodic Surface

Scattering of electromagnetic waves from a randomly perturbed quasiperiodic surface is studied for active remote sensing of plowed fields. Kirchhoff approximation is used. Narrow-band Gaussian random variation around the spatial frequency of the sinusoidal variation is used to introduce the quasiperiodicity. The physical optics integral is evaluated to obtain closed-form solutions for coherent and incoherent bistatic scattering coefficients. In the geometrical optics limit, it is shown that the bistatic scattering coefficients are proportional to the probability of the occurrence of the slopes which will specularly reflect the incident wave into the observation direction. The theoretical results are illustrated for the various cases by plotting backscattering cross sections as a function of the angle of incidence. It is shown that there is a large difference between cases where the incident wave vector is parallel or perpendicular to the row direction. When the incident wave vector is perpendicular to the row direction, the maximum value of the backscattering cross section does not necessarily occur at normal incidence. The scattering coefficients can be interpreted as a convolution of the scattering patterns for the sinusoidal and the random rough surfaces. For the backscattering cross sections we observe occurrence of peaks whose relative magnitudes and locations are explained in terms of the scattering patterns for sinusoidal surfaces.
5.1 Introduction

Scattering of electromagnetic waves from a randomly perturbed sinusoidal surface is of interest in the active remote sensing of plowed fields. The variations of the radar scattering coefficients due to the change in the look direction relative to the row direction have been well documented [Batlivala and Ulaby, 1976; Ulaby and Bare, 1979; Fenner et al., 1980]. In the past, the problem of electromagnetic wave scattering from periodic [Waterman, 1975; Jordan and Lang, 1979; Chuang and Kong, 1982] or random [Rice, 1951; Beckmann and Spizzichino, 1963; Stogryn, 1967; Valenzuela, 1967; Sancer, 1969; Leader, 1971; Tsang and Kong, 1980a] rough surfaces has been extensively studied. The problem of scattering by randomly perturbed surface has been studied by assuming that the periodic surface causes a tilting effect [Ulaby et al., 1982]. In this approach the scattering coefficients of the random rough surfaces obtained using the Kirchhoff approximation or small perturbation method is averaged over the change in local incidence angle due to the periodic surface. This approach has also been used to solve the scattering from a composite random rough surface with small and large variations [Semenov, 1966; Wu and Fung, 1972].

In this chapter we use the Kirchhoff approximation to study the scattering of electromagnetic waves from a randomly perturbed quasiperiodic surface. In order to more realistically model the plowed fields we characterize the rough surface as a composite surface with a Gaussian random variation, a sinusoidal variation and a narrow-band Gaussian random variation around the same spatial frequency. In the plowed fields there are some random variations on the period and amplitude of the sinusoidal variation as we move from one row to the next. This variation can be modelled by introducing the narrow-band Gaussian random process on top of the basic
sinusoidal variation, which will cause the surface to be quasiperiodic. The physical optics integral obtained with the Kirchhoff approximation is evaluated to obtain the coherent and incoherent bistatic scattering coefficients. In the geometrical optics limit, the stationary phase method is used to further simplify the results. In this limit it can be shown that the bistatic scattering coefficients are proportional to the probability of the occurrence of the slopes which will specularly reflect the incident wave into the observation direction. The theoretical results are illustrated for the various cases by plotting the backscattering cross sections as a function of the angle of incidence with the incident wave vector either parallel or perpendicular to the row direction. The appearances of peaks will be explained in terms of the scattering patterns for sinusoidal surfaces.
5.2 Formulation

Consider a plane wave incident on a randomly perturbed quasiperiodic surface [Fig. 5.1]. The electric field of the incident wave is given by

$$E_i(\mathbf{r}) = \mathbf{\hat{e}}, \mathbf{E}_i \exp(i\mathbf{k}_i \cdot \mathbf{r})$$

(1)

where \( \mathbf{k}_i \) denotes the incident wave vector and \( \mathbf{\hat{e}} \), the polarization of the incident electric field vector. The rough surface is characterized by a height distribution \( Z = f(x, y) \), which is given by

$$f(x, y) = \xi(x, y) + A(x) \cos\left(\frac{2\pi}{P} x + \psi(x)\right) + B \cos\left(\frac{2\pi}{P} x + \phi\right)$$

(2)

where \( \xi(x, y) \) is a Gaussian random variable with zero mean

$$\langle \xi(x, y) \rangle = 0$$

(3)

\( A(x) \cos(2\pi/P)x + \psi(x) \) is described by a narrow-band Gaussian random process [Davenport and Root, 1958; Appendix A], centered around the spatial frequency of \( 2\pi/P \) where the variations of the envelope \( A(x) \) and the phase \( \psi(x) \) are slow compared to those of \( \cos(2\pi/P)x \), and \( B \) and \( \phi \) are assumed to be constants. Using the vector Kirchhoff approach, the scattered electric field \( \mathbf{E}_s(\mathbf{r}) \) can be expressed in the following form [Stogryn, 1967; Sancer, 1969; Leader, 1971; Tsang and Kong, 1980a]:

$$\mathbf{E}_s(\mathbf{r}) = \frac{i \mathbf{k} \exp(i \mathbf{k} \cdot \mathbf{r})}{4\pi r} E_i(\mathbf{r} - \mathbf{k}_i \mathbf{r}_s) \int_A \mathbf{F}(\alpha, \beta) \exp(i \mathbf{k}_d \cdot \mathbf{r}_d) d\mathbf{r}_d$$

(4)
where $A_r$ is the area of the rough surface projected onto the $x-y$ plane, $\vec{k}_r$ is the unit vector in the observation direction, and

$$\vec{k}_r = \vec{k} - \vec{k}_i.$$  \hfill (5)

$$F(\alpha, \beta) = (1 - \alpha^2 - \beta^2)^{1/2} \left\{ - (1 - R_r)(\hat{n} \cdot \vec{k}_r)(\hat{\epsilon}_i \cdot \hat{\eta}_i) - (\hat{\epsilon}_i \cdot \vec{\hat{\eta}}_i)(\hat{n} \times \hat{\eta}_i)(1 - R_r) + (\hat{\epsilon}_i \cdot \hat{\eta}_i)(\vec{k}_r \times \hat{\eta}_i)(1 - R_r) \right\}.$$  \hfill (6)

In (6), $\alpha$ and $\beta$ are the local slopes in the $x$ and $y$ directions,

$$\alpha = \frac{\partial f(x', y')}{\partial x'}$$ \hfill (7a)

$$\beta = \frac{\partial f(x', y')}{\partial y'}$$ \hfill (7b)

$\hat{n}$ is the local normal to the rough surface,

$$\hat{n} = \frac{-\hat{x} \alpha - \hat{y} \beta + \hat{z}}{(1 + \alpha^2 + \beta^2)^{1/2}}.$$ \hfill (8)

$\hat{\pi}_i$ and $\hat{\eta}_i$ are respectively, the unit vectors in the directions of the local parallel and perpendicular polarizations of the incident wave,

$$\hat{\eta}_i = \frac{\hat{k}_i \times \hat{n}}{|\hat{k}_i \times \hat{n}|}.$$ \hfill (9a)

$$\hat{\pi}_i = \hat{\eta}_i \times \hat{k}_i.$$ \hfill (9b)

$R_r$ and $R_h$ are the Fresnel reflection coefficients for TM and TE waves with local incidence angle:

$$R_h = \frac{-\left(\hat{n} \cdot \vec{k}_i\right) - \left|n_i^2 - 1 + \left(\hat{n} \cdot \vec{k}_i\right)^2\right|^{1/2}}{-\left(\hat{n} \cdot \vec{k}_i\right) + \left|n_i^2 - 1 + \left(\hat{n} \cdot \vec{k}_i\right)^2\right|^{1/2}}.$$ \hfill (10a)
\[ R_v = \frac{-n_2^2(\hat{n} \cdot \hat{k}_s) - i n_1^2 - 1 - (\hat{n} \cdot \hat{k}_r)^2 i/2}{-n_2^2(\hat{n} \cdot \hat{k}_s) - i n_1^2 - 1 - (\hat{n} \cdot \hat{k}_r)^2 i/2} \]  
(10b)

with

\[ n_1 = k_1 / k \]

\[ k_1 = \omega \sqrt{\mu, e} \]

\[ k = \omega \sqrt{\mu, e} \]

and the orthonormal system for the incident and scattered fields are given by

\[ \hat{k}_i = \hat{x} \sin \theta \cos \phi + \hat{y} \sin \theta \sin \phi - \hat{z} \cos \theta, \]  
(12a)

\[ \hat{h}_i = -\hat{x} \sin \phi_i + \hat{y} \cos \phi, \]  
(12b)

\[ \hat{v}_i = -\hat{x} \cos \phi \cos \phi_i - \hat{y} \cos \phi \sin \phi_i - \hat{z} \sin \phi, \]  
(12c)

\[ \hat{k}_s = \hat{x} \sin \theta \cos \phi_s + \hat{y} \sin \theta \sin \phi_s + \hat{z} \cos \theta, \]  
(13a)

\[ \hat{h}_s = -\hat{x} \sin \phi_s + \hat{y} \cos \phi_s, \]  
(13b)

\[ \hat{v}_s = \hat{x} \cos \theta \cos \phi_s + \hat{y} \cos \theta \sin \phi_s - \hat{z} \sin \phi. \]  
(13c)

The Kirchhoff approximated diffraction integral in its present form is still difficult to evaluate and further approximation is necessary. One commonly used approximation is to expand \( \bar{F}(\alpha, \beta) \) in the power series of slope terms about the zero slope and to keep only the first few terms \([ \text{Leader, 1971; Tsang and Newton, 1982} \]. However, in this chapter we shall expand \( \bar{F}(\alpha, \beta) \) about the slopes at the stationary phase point \( \alpha_s \) and \( \beta_s \),

\[ \alpha_s = -\frac{k_{dL}}{k_{IL}}, \]  
(14a)
\[ \beta_{\alpha} = -\frac{k_{\alpha \theta}}{k_{\alpha \zeta}} \]  \hspace{1cm} (14b)

where

\[ k_{\alpha \theta} = k(\sin \theta \cos \phi - \sin \phi \cos \theta) \]  \hspace{1cm} (15a)
\[ k_{\alpha \zeta} = k(\sin \xi \sin \phi - \sin \phi \sin \xi) \]  \hspace{1cm} (15b)
\[ k_{\alpha \zeta} = -k(\cos \theta + \cos \phi) \]  \hspace{1cm} (15c)

Therefore, we expand \( \bar{F}(\alpha, \beta) \) as follows:

\[ \bar{F}(\alpha, \beta) = \bar{F}(\alpha_\ast, \beta_\ast) + \frac{\partial \bar{F}}{\partial \alpha} \bigg|_{\alpha_\ast, \beta_\ast} (\alpha - \alpha_\ast) + \frac{\partial \bar{F}}{\partial \beta} \bigg|_{\alpha_\ast, \beta_\ast} (\beta - \beta_\ast) + \ldots \]  \hspace{1cm} (16)

Keeping only the first term in the above equation, we obtain from (4),

\[ E_s(\vec{r}) = \frac{ik \exp(ikr)}{4\pi r} E_{\alpha_\ast, \beta_\ast} \left( I - \hat{k} \cdot \vec{k} \right) \bar{F}(\alpha_\ast, \beta_\ast) I \]  \hspace{1cm} (17)

where the integral \( I \) is given by

\[ I = \int_A \exp(i\vec{k} \cdot \vec{r}') d\vec{r}' \]  \hspace{1cm} (18)

Then the scattered fields \( \bar{E}_s(\vec{r}) \) is separated into a mean field \( \bar{E}_m(\vec{r}) \) and a fluctuating part of the field \( \bar{E}(\vec{r}) \)

\[ \bar{E}_s(\vec{r}) = \bar{E}_m(\vec{r}) + \bar{E}(\vec{r}) \]  \hspace{1cm} (19)

with

\[ \langle \bar{E}(\vec{r}) \rangle = 0 \]  \hspace{1cm} (20)
and
\[ \langle E_n(\vec{r}) \rangle = E_n(\vec{r}) \] (21)

so that the total scattered intensity is a sum of coherent and incoherent scattered intensities.
\[ \langle |\vec{E}|^2 \rangle = \langle E_n(\vec{r}) \rangle^2 - \langle |\vec{F}|^2 \rangle \] (22)

From (17) and (18), we have
\[ \langle |E_n(\vec{r})|^2 \rangle = \frac{k^2 |E_n|^2}{16\pi^2 r^2} \left[ |\vec{v}_s \cdot \vec{F}(\alpha_n, \beta_n)|^2 + |\vec{h}_s \cdot \vec{F}(\alpha_n, \beta_n)|^2 \right] \langle |I|^2 \rangle \] (23)

and
\[ \langle |\vec{F}(\vec{r})|^2 \rangle = \frac{k^2 |E_n|^2}{16\pi^2 r^2} \left[ |\vec{v}_s \cdot \vec{F}(\alpha_n, \beta_n)|^2 + |\vec{h}_s \cdot \vec{F}(\alpha_n, \beta_n)|^2 \right] D_I \] (24)

where
\[ D_I = \langle |I|^2 \rangle - \langle |I|^2 \rangle \] (25)

The explicit expressions for \( |I|^2 \) and \( D_I \) for the randomly perturbed quasiperiodic surface are derived and expressed in terms of the statistical moments of the height distribution [Appendix B]. The advantage of expanding \( \vec{F}(\alpha, \beta) \) around the stationary phase point \((\alpha, \beta)\) is that the bistatic scattering coefficients derived from (24) and (25) satisfy the principle of reciprocity and at high frequency limit the geometrical optics solutions can be obtained from (25) without making any modifications [Stogryn, 1967]. Also, since \( \vec{F}(\alpha, \beta) \) is evaluated at the stationary phase point the same solution is obtained using total or reflected field on the surface [Holzer and Sung, 1978].
5.3 Coherent and Incoherent Scattering Coefficients

The bistatic scattering coefficients are defined as [Peake, 1959]

\[ \gamma_{ab}(\hat{k}_s, \hat{k}_i) = \frac{4\pi r^2 I_{st}}{A_s \cos \theta_i I_{it}} \quad (a, b = v, h) \]  

(26)

where \( I_{st} \) and \( I_{it} \) are, respectively, the intensity of the scattered wave in polarization \( a \) and the intensity of the incident wave in polarization \( b \). From (23) and (24) we first calculate the vertically and horizontally polarized coherent and incoherent scattered intensities for the cases of vertically and horizontally polarized incident fields. For an incident field with polarization \( b_i \), the scattered intensities with polarization \( a_s \) is given by [Stogryn, 1967]

\[ |E_{st}(\mathcal{P})|^2 = \frac{k^2 |E_{st}|^2}{16\pi^2 r^2} |\hat{a}_s \cdot \mathcal{F}_b(a_m, \beta_
u)|^2 |I|^2 \]  

(27)

\[ |E_{st}(\mathcal{P})|^2 = \frac{k^2 |E_{st}|^2}{16\pi^2 r^2} |\hat{a}_s \cdot \mathcal{F}_b(a_m, \beta_
u)|^2 D_j \]  

(28)

where

\[ \mathcal{F}_b(a_m, \beta_
u) = \mathcal{F}(a_m, \beta_
u) \]  

(29)

and

\[ |\hat{a}_s \cdot \mathcal{F}_b(a_m, \beta_
u)|^2 = \frac{[\vec{k}_d - \vec{k}_s \times \vec{k}_a]^4}{k^2} f_{bb} \]  

(30)

with

\[ f_{rr} = |(\hat{h}_s \cdot \hat{k}_i)(\hat{h}_i \cdot \hat{k}_s)R_h + (\hat{v}_s \cdot \hat{k}_i)(\hat{v}_i \cdot \hat{k}_s)R_v|^2 \]  

(31a)

\[ f_{rv} = |(\hat{h}_s \cdot \hat{k}_i)R_h - (\hat{v}_s \cdot \hat{k}_i)(\hat{v}_i \cdot \hat{k}_s)R_v|^2 \]  

(31b)
\[ f_{hv} = |(\hat{\mathbf{e}}_\xi \cdot \hat{k}_i)(\hat{\mathbf{e}}_\zeta \cdot \hat{k}_i)R_h - (\hat{\mathbf{e}}_\xi \cdot \hat{k}_i)(\hat{\mathbf{e}}_\zeta \cdot \hat{k}_i)R_v| \]  
\[ f_{hh} = |(\hat{\mathbf{e}}_\xi \cdot \hat{k}_i)(\hat{\mathbf{e}}_\zeta \cdot \hat{k}_i)R_h - (\hat{\mathbf{e}}_\xi \cdot \hat{k}_i)(\hat{\mathbf{e}}_\zeta \cdot \hat{k}_i)R_v| \]

and \( R_v \) and \( R_h \), which are given by (10), are evaluated at

\[ \hat{n} = \frac{\hat{\mathbf{e}}_\xi \cdot \hat{k}_i - \hat{\mathbf{e}}_\zeta \cdot \hat{k}_i + \hat{\mathbf{e}}_\zeta \cdot \hat{k}_i}{(\hat{\mathbf{e}}_\xi \cdot \hat{k}_i)^2 + (\hat{\mathbf{e}}_\zeta \cdot \hat{k}_i)^2} \]

In view of (27) and (28), the bistatic scattering coefficients can be decomposed into a coherent part \( \gamma_{vh} \) and an incoherent part \( \gamma_{hl} \). Substituting in the expressions for \(|(I)|^2\) and \(D_1\), (B10) and (B18), into (27) and (28), we have

\[ \gamma_{vh}(\hat{k}_i, \hat{k}_i) = \gamma_{vh}(\hat{k}_i, \hat{k}_i) + \gamma_{hl}(\hat{k}_i, \hat{k}_i) \]

where

\[ \gamma_{vh}(\hat{k}_i, \hat{k}_i) = \frac{\pi |\hat{k}_i|^4}{\cos \theta_t + \hat{k}_i \times \hat{k}_i \cdot \hat{k}_i} \begin{array}{c} \sum_{n=-\infty}^{\infty} J_n (k_{\perp} B) \cos \theta_t \left( \frac{2\pi}{\hat{k}_i \cdot \hat{k}_i} + \frac{2\pi}{\hat{k}_i \cdot \hat{k}_i} \right) \delta(k_{\perp}) 
\end{array} \]

\[ \gamma_{hl}(\hat{k}_i, \hat{k}_i) = \frac{|\hat{k}_i|^4}{\cos \theta_t \cdot \hat{k}_i \times \hat{k}_i} \begin{array}{c} \sum_{n=-\infty}^{\infty} J_n (D_{1x} + D_{1z}) \cos \theta_t \left( \frac{2\pi}{\hat{k}_i \cdot \hat{k}_i} + \frac{2\pi}{\hat{k}_i \cdot \hat{k}_i} \right) \delta(k_{\perp}) \end{array} \]

In (34), \( J_n \) is the \( n \)th-order Bessel function and \( \delta \) is the Dirac delta function. It can easily be shown that the bistatic scattering coefficients satisfy the principle of reciprocity,

\[ \cos \theta_t \cdot \gamma_{vh}(\hat{k}_i, \hat{k}_i) = \cos \theta_t \cdot \gamma_{hl}(\hat{k}_i, \hat{k}_i) \]

When the incident wave vector is not perpendicular to the row direction of the periodic surface \( (\hat{k}_y \neq 0) \), the coherent scattering coefficient, (34), gives rise to scattered
intensities along the directions of Floquet modes, forming a cone. This conical diffraction is a characteristic of scattering from a periodic surface (Chuang and Kong, 1982). A part of incoherent scattering coefficient will also give rise to conical diffraction. The second term on the right-hand side of (35) has \( \delta(k_{d\alpha}) \) dependence and this will give rise to scattered intensities only in the direction \( k_{y\alpha} = k_{\alpha} \) forming a cone shape. However, unlike the coherent term, which only scatters into a set of discrete directions, this term will scatter intensities in all \( k_{\alpha} \) directions.

In the backscattering direction \( \phi_\alpha = \phi_\alpha \) and \( \phi_\alpha = \phi_\alpha + \pi \). The backscattering cross sections per unit area are defined to be

\[ \sigma_{\alpha\beta}(\hat{k}_\alpha) = \cos \theta_\alpha \gamma_{\alpha\beta}(-\hat{k}_\alpha, \hat{k}_\alpha) \quad (37) \]

From (33)-(35), we obtain

\[ \sigma_{\alpha\beta}(\hat{k}_\alpha) = \sigma_{\alpha\beta}(\hat{k}_\alpha) = \sigma_\alpha(\hat{k}_\alpha) - \sigma_\alpha(\hat{k}_\alpha) + \sigma_\alpha(\hat{k}_\alpha) \quad (38) \]

\[ \sigma_{\beta\alpha}(\hat{k}_\alpha) = \sigma_{\alpha\beta}(\hat{k}_\alpha) = 0 \quad (39) \]

where

\[ \sigma_\alpha(\hat{k}_\alpha) = \frac{4\pi k^2 |R|^2}{\cos^2 \theta_\alpha} \exp \left( -4k^2_\alpha (\sigma^2 + \sigma^2_\alpha) \right) \sum_{n=-\infty}^{\infty} |J_n(2k z_i B)|^2 \delta \left( 2k_{\alpha} + \frac{2\pi}{P} \right) \delta(2k_{\alpha}) \quad (40) \]

\[ \sigma_\alpha(\hat{k}_\alpha) = k^2 |R|^2 \sum_{m=-\infty}^{\infty} |J_n(2k z_i B)|^2 \exp \left( -4k^2_\alpha (\sigma^2 + \sigma^2_\alpha) \right) \sum_{m=1}^{\infty} \frac{4k^2_\alpha (\sigma^2_\alpha)^m}{m!} \frac{1}{m} \left( 2n \right) \frac{(4k^2_\alpha (\sigma^2_\alpha)^m)}{m!} \frac{1}{q} \]

\[ \times \exp \left( - \left( \frac{k_{\alpha} + \mu P - 2m}{m} \right) \frac{l^2}{m} \right) \sum_{m'=1}^{m} \sum_{n'=1}^{m'} \frac{1}{2m'} \left( m' \right) \frac{(4k^2_\alpha (\sigma^2_\alpha)^m)}{m!} \frac{1}{q} \]

\[ \times \exp \left( - \left( \frac{k_{\alpha} + \mu + m' - 2n}{m} \right) \frac{l^2}{m} \right) \frac{2}{m} \frac{1}{m} \left( m' \right) \frac{(4k^2_\alpha (\sigma^2_\alpha)^m)}{m!} \frac{1}{q} \]
with

\[ q = \sqrt{1 + \frac{l^2 m'}{l_j^2 m}} \]

\[
\sigma_v^i(\hat{k}_i) = \frac{2k^2}{\cos^2 \theta_i} \frac{R^2}{c(2k_m)} \sum_{n=0}^{\infty} |J_n(2k_z B)|^2 \exp \left[-4k_z^2 (\sigma_v^i + \sigma_v^o) \right]
\times \sum_{m=-\infty}^{\infty} \sum_{n=\epsilon+1}^{\infty} \frac{1}{2^m} \binom{m}{n} \sqrt{\frac{\pi}{m}} \frac{(4k_z^2 \sigma_v^o)^{2m}}{m!} \exp \left(- \frac{k_{xi} + (\mu + m - 2n) \pi}{P} \right) \left( \frac{l}{l_j} \right)^2 \frac{l_j^2}{m} \tag{42}
\]

and \( R \) is the Fresnel reflection coefficient at normal incidence. We note that there is no depolarization in the backscattering direction, and because of the \( \delta(2k_m) \) dependence, \( \sigma_v^i(\hat{k}_i) \) terms contribute only when the incident wave vector is perpendicular to the row direction of the periodic surface.
5.4 Geometrical Optics Solution

Under the geometrical optics limit as \( k \to \infty \), further simplifications can be made for the expressions of \( |I_f|^2 \) and \( D_f \). Since \( k_{d1} \sigma, k_{d2} \sigma \gg 1 \), the coherent component of the scattered fields are negligible and only the incoherent scattering coefficients will remain. Under the stationary phase approximation the bistatic scattering coefficients simplify to

\[
\gamma_{jil}(\hat{k}, \hat{k}_j) = \frac{\hat{k}_{d1}^4}{4\pi \cos \hat{\kappa}_i \hat{k}_j} \left( \frac{1}{2\pi} \int d\phi' \right) \exp \left( - \frac{\left( \frac{k_{d1}}{k_{l1}} - \frac{2\pi}{P} \sin \phi' \right)^2}{2\varepsilon_\phi^2} - \frac{\left( \frac{k_{d2}}{k_{l2}} \right)^2}{2\varepsilon_a^2} \right) \tag{43}
\]

where \( \varepsilon_x^2 \) and \( \varepsilon_y^2 \) are, respectively, the mean square surface slopes in the \( x \) and \( y \) directions

\[
\varepsilon_x^2 = \sigma^2 |C''(0)| + \sigma_x^2 (2\pi/P)^2 + |C''(0)| \tag{44a}
\]

\[
\varepsilon_y^2 = \sigma^2 |C''(0)| \tag{44b}
\]

In the above equations, \( C'' \) and \( C''_f \) are the second derivatives of the correlation functions and for Gaussian correlation functions assumed

\[
|C''(0)| = 2/l^2 \tag{45a}
\]

\[
|C''_f(0)| = 2/l_f^2 \tag{45b}
\]

The probability of finding slopes \( (\alpha, \beta) \) at point \( \vec{r}_f \) on the surface can be calculated to be

\[
P[\alpha(\vec{r}_f), \beta(\vec{r}_f)] = \frac{1}{2\pi \varepsilon_x \varepsilon_y} \exp \left( - \frac{\alpha^2 + 2\pi \frac{\kappa}{P} \sin \left( \frac{2\pi x + \phi}{\kappa} \right)^2}{2\varepsilon_x^2} - \frac{\beta^2}{2\varepsilon_y^2} \right) \tag{46}
\]
Averaging the above expression over one period we obtain the averaged PDF for $\alpha, \delta$

$$P(\alpha, \delta) = \frac{1}{P} \int_0^P d\tau \frac{1}{2\pi \sigma_r \sigma_\delta} \exp \left( - \frac{\alpha - 2\pi \frac{x}{\tau} \sin \left( \frac{2\pi x}{\tau} + \phi \right)}{2\sigma_r^2} - \frac{\beta^2}{2\sigma_\delta^2} \right)$$

which is proportional to the geometrical optics solution. Therefore, the geometrical optics result states that the scattered intensity is proportional to the probability of the occurrence of the slopes which will specularly reflect the incident wave into the direction of the scattered wave [Barrick, 1968]. We also note that in the geometrical optics limit there is no difference between the above solution and the solution obtained using the incoherent model [Ulaby et al., 1982] except for the factors due to quasiperiodicity.
5.5 Results and Discussion

The backscattering cross sections per unit area $\sigma(k_c)$ are calculated and illustrated for various cases. The conically diffracted coherent and incoherent components, $\sigma^c(k_c)$ and $\sigma^i(k_c)$, which only contribute when the incident wave is perpendicular to the row direction of the periodic surface, are not included in the calculations. In order to correctly incorporate the contributions from these components, the characteristics of the antenna used to make the measurements must be taken into account.

The results of randomly perturbed sinusoidal surface cases, $\sigma_s = 0$, are first illustrated in Figs. 5.2-5.9. In Fig. 5.2, the backscattering cross sections per unit area $\sigma(k_c)$ are plotted as a function of incidence angle for different frequencies. As the frequency is increased, the solution approaches the geometrical optics result as expected. The difference between the cases where the incident wave vector is parallel, $\phi_s = 90^\circ$, or perpendicular, $\phi_s = 0^\circ$, to the row direction is seen to be large. For the $\phi_s = 0^\circ$ case the maximum value of $\sigma(k_c)$ is shown to be not at normal incidence. In Fig. 5.3 the effect of change in the amplitude of sinusoidal variation $B$ is illustrated for 5.0 GHz. As $B$ is decreased the results of $\phi_s = 0^\circ$ and $\phi_s = 90^\circ$ cases approach each other and when $B = 0$ we reproduce the random rough surface result which is independent of azimuthal incident angle $\phi_s$.

In Fig. 5.4 the effect of the correlation length $l$ at 1.4 GHz is illustrated. As $l$ is increased, the $\sigma(k_c)$ falls off faster as a function of $\theta_c$ for $\phi_s = 90^\circ$ and there is an appearance of peaks for $\phi_s = 0^\circ$. The change in $\sigma(k_c)$ as $\phi_s$ is varied is shown in Fig. 5.5. The appearance of the peaks for $\phi_s = 0^\circ$ can be explained as follows.

The result for a randomly perturbed sinusoidal surface is related to the convolution of the results for the sinusoidal surface with those of the random rough surface.
For a sinusoidal surface, we have contribution in the backscattering direction only when it coincides with one of the Floquet modes direction.

\[ 2k_x = n \frac{2\pi}{P} \]  

(48)

As \( l \) is increased the scattering pattern from a random rough surface is sharply peaked around the specular direction. Therefore, by making \( l \) sufficiently large, we obtain the result which is sharply peaked at the mode directions given by (48). This is illustrated in Fig. 5.6(a). The locations and amplitudes of the Floquet modes are plotted in Fig. 5.6(a). Notice that for the cases of \( l = 100 \) cm, we see from Fig. 5.6(a) that the peaks are visibly illustrated. When \( l \) is smaller the scattering pattern of the random rough surface becomes broader and we do not reproduce all the peaks. However, the peaks around the two dominant modes, \( n = 1 \) and \( n = 4 \), are still reproduced for \( l = 50 \) cm. When \( l \) is further decreased none of the peaks are reproduced and we have a fairly flat behavior.

In Fig. 5.7(a), the effect of change in \( B \) at 1.4 GHz is illustrated. Note that as \( B \) is decreased, there seems to be a shifting of the peaks. Since the period \( P \) is not changed, the locations of the modes do not change. However, as we can see from Fig. 5.7(b), the amplitude of each mode is changed as \( B \) is changed. The location of the mode with the maximum amplitude is shifted as \( B \) is varied and the results in Fig. 5.7(a) reflect this effect. When \( B = 0 \) only the amplitude of the \( n = 0 \) mode is nonzero and the random rough surface result is reproduced.

The effect of change in the period \( P \) is illustrated in Fig. 5.8. The locations of the modes will change as \( P \) changes while the amplitude of each mode will not change since \( B \) is the same. As can be seen from Fig. 5.8, when \( P \) is increased the modes are spaced closer together and when \( P \) is decreased the modes become further apart.
The effect of change in $\sigma$ is shown in Fig. 5.9(a). Initially, as $\sigma$ is increased the backscattering cross section $\sigma(k_\perp)$ is increased. Then as $\sigma$ is further increased there is a decrease near normal incidence and a disappearance of one of the peaks. This is due to the change in the scattering characteristics of the random rough surface in the absence of sinusoidal variation. In Fig. 5.9(b) the backscattering cross section for the random rough surface is plotted. Note that for $\sigma = 5$ cm there is a decrease near normal incidence and a broadening of the scattering pattern which explains the trends in Fig. 5.9(a).

In Fig. 5.10(a) and 5.10(b) we illustrate the results for randomly perturbed quasiperiodic surfaces, $B = 0$ and $\sigma_x \neq 0$. In Fig. 5.10(a) the backscattering cross sections are plotted for different correlation lengths $l$. Again, as $l$ is increased there is an appearance of peaks. But unlike the sinusoidal case, the values of the peaks are monotonically decreasing with increasing angle of incidence. It is interesting to look at the solution in the limit $l_x \to \infty$ since we obtain a much simpler analytical solution.

From (B14) we obtain, for $B = 0$,

$$
\langle II' \rangle = \left\langle \int_{-2L_x}^{2L_x} dx \int_{-2L_y}^{2L_y} dy e^{i k_x x + i k_y y} \left[ |2L_x - x||2L_y - y| \exp \left[ -k_{d_z}^2 \sigma_z^2 + k_{d_x}^2 \sigma_x^2 C(\tilde{r}_\perp) \right] \right] \times \exp \left[ -k_{d_z}^2 \sigma_z^2 + k_{d_x}^2 \sigma_x^2 C_\perp(x) \right] \right\rangle
$$

(49)

In the limit $l_x \to \infty$, we obtain

$$
\langle II' \rangle = \left\langle \int_{-2L_x}^{2L_x} dx \int_{-2L_y}^{2L_y} dy \sum_{n = -\infty}^{\infty} \exp \left[ -k_{d_z}^2 \sigma_z^2 \right] I_n(k_{d_z}^2 \sigma_z^2) \exp \left[ i \left( \tilde{k}_{d_\perp} + \xi n \frac{2\pi}{P} \right) \cdot \tilde{r}_\perp \right] \right\rangle
$$

$$
\times \left[ |2L_x - x||2L_y - y| \exp \left[ -k_{d_z}^2 \sigma_z^2 + k_{d_x}^2 \sigma_x^2 C(\tilde{r}_\perp) \right] \right]\right\rangle
$$

(50)

where $I_n$ is the $n$-th order modified Bessel function. This is similar to the randomly perturbed sinusoidal surface result. In this case the amplitudes of the modes are given
by the modified Bessel functions whereas before they were given in terms of the Bessel functions. The amplitudes of the modes are plotted in Fig. 5.10(b) and we can see that they are monotonically decreasing as \( n \) is increased, which explains the results in Fig. 5.10(a). Also note that as \( \sigma_r \) is decreased only the first few modes have larger amplitudes and as \( n \) is increased they decay much faster. When \( \sigma_r = 0 \), only the \( n = 0 \) mode remains and we reproduce the random rough surface results.

The above result in the limit \( \sigma_r \to \infty \), (50), can also be related to the randomly perturbed sinusoidal surface case. When \( \sigma_r = 0 \), we obtain

\[
(I^r) = \int_{-2L_z}^{2L_z} dz \int_{-2L_y}^{2L_y} dy \sum_n J_n^2(k_{4z}B) \exp \left[ i \left( \tilde{k}_d - \frac{2\pi}{P} \right) \cdot \tilde{r} \right] 
\]

\[
\times |2L_z - |x| |2L_y - |y| | \exp \left[ -k_{4z}^2 \sigma^2 + k_{4z}^2 \sigma^2 C(\tilde{r}) \right] \tag{51}
\]

For a narrow-band Gaussian random process, \( A(x) \cos[(2\pi/P)x + \psi(x)] \), the PDF for \( A(x) \) and \( \psi(x) \) is given by

\[
P(A, \psi) = \begin{cases} 
\frac{A}{2\pi \sigma_A^2} \exp \left( -\frac{A^2}{2\sigma_A^2} \right) & \text{for } A > 0, \quad 0 \leq \psi \leq 2\pi \\
0 & \text{otherwise} 
\end{cases} \tag{52}
\]

Therefore, if we treat the amplitude \( B \) and the phase \( \psi \) of sinusoidal variation as random variables with PDF given by (52), and take the average of (51) with respect to \( B \) and \( \psi \), we obtain the randomly perturbed quasiperiodic surface result, given by (50), by making use of

\[
\int_0^\infty dB J_n^2(k_{4z}B) \frac{B}{\sigma_B^2} \exp \left( -\frac{B^2}{2\sigma_B^2} \right) = \exp(-k_{4z}^2 \sigma_r^2) I_n(-k_{4z}^2 \sigma_r^2) \tag{53}
\]

In Figs. 5.11 and 5.12 we illustrate the combined effect of the previous cases. In Fig. 5.11 the backscattering cross sections are plotted for different \( l \) for the case...
$B = 10 \text{ cm}$ and $\sigma_r = 5 \text{ cm}$. The $\phi_r = 0^\circ$ results are seen to be much more flatter as a function of incident angle than the corresponding cases in Fig. 5.10(a). The effect of varying $\sigma_r$ is illustrated in Fig. 5.12. Therefore, by varying $\sigma_r$ and $B$ we can obtain different combinations of the previous two cases when $\sigma_r = 0$ or $B = 0$. 
Appendix A: Narrow-Band Gaussian Random Process

The narrow-band Gaussian random process can be expressed as [Davenport and Root, 1958]:

\[ A(x) \cos \left( \frac{2\pi}{P} x - \psi(x) \right) = \xi_1(x) \cos \frac{2\pi}{P} x - \xi_2(x) \sin \frac{2\pi}{P} x \]  

(A1)

where \( \xi_1(x) \) and \( \xi_2(x) \) are independent Gaussian random variables with zero means

\[ (\xi_1(x)) = (\xi_2(x)) = 0 \]  

(A2)

and

\[ (\xi_1(x_1) \xi_1(x_2)) = (\xi_2(x_1) \xi_2(x_2)) = \sigma^2 \mathcal{C}_r(|x_1 - x_2|) \]  

(A3)

\[ (\xi_1(x_1) \xi_2(x_2)) = 0 \]  

(A4)

where \( \sigma_r \) is the standard deviations of \( \xi_1(x) \) and \( \xi_2(x) \) and \( \mathcal{C}_r(|x_1 - x_2|) \) is the normalized correlation function. The covariance of narrow-band Gaussian random processes at \( x_1 \) and \( x_2 \) is given by

\[ (A(x_1) \cos \left( \frac{2\pi}{P} x_1 + \psi(x_1) \right) A(x_2) \cos \left( \frac{2\pi}{P} x_2 + \psi(x_2) \right)) = \sigma^2 \mathcal{C}_r(|x_1 - x_2|) \cos \frac{2\pi}{P} (x_1 - x_2) \]  

(A5)

The probability density function in terms of \( A \) and \( \psi \) is given by

\[
P(A, \psi) = \begin{cases} 
\frac{A}{2\pi \sigma_r^2} \exp \left( -\frac{A^2}{2\sigma_r^2} \right) & \text{for } A > 0, \quad 0 \leq \psi \leq 2\pi \\
0 & \text{otherwise} 
\end{cases}
\]  

(A6)
Appendix B: Calculations of $\langle J^2 \rangle$ and $D_I$

The integral $I$ is given by

$$ I = \int_A \exp(ik_{i,x}x')d\tau' $$

where

$$ I = \int_A \exp(ik_{i,x}x')d\tau' $$

The ensemble average of $I$ is given by

$$ \langle I \rangle = \int_{A_{\text{xy}}} dx'dy' \exp(i(k_{i,z}x' + ik_{d,u}y')) \langle \exp[ik_{d,z}f(x', y')] \rangle $$

with

$$ \langle \exp[ik_{d,z}f(x', y')] \rangle = \exp \left[ -\frac{1}{2} k_{d,z}^2 (\sigma^2 + \sigma^2) \right] \exp \left[ ik_{d,z} B \cos \left( \frac{2\pi}{P} x' + \phi \right) \right] $$

where

$$ \sigma^2 = \langle \xi^2 \rangle $$

$$ \sigma^2 = \langle \xi^2 \rangle = \langle \xi^2 \rangle $$

Therefore,

$$ \langle I \rangle = 4L_xL_u \exp \left[ -\frac{1}{2} k_{d,z}^2 (\sigma^2 + \sigma^2) \right] \sum_{n=-\infty}^{\infty} a_n \text{sinc} \left[ \left( k_{d,z} + n \frac{2\pi}{P} \right) L_x \right] \text{sinc} \left[ k_{d,u} L_u \right] $$

where

$$ a_n = (-1)^n J_n(-k_{d,z} B) \exp \left[ i n \left( \frac{\pi}{2} + \phi \right) \right] $$
\( J_n \) is the \( n \)th-order Bessel function. \( 2L_x \) and \( 2L_y \) are the lengths of the rough surface in the \( x \) and \( y \) directions, respectively, so that

\[
A_{\perp} = 4L_xL_y \quad (B8)
\]

Assuming that the area illuminated contains many periods \((L_x, L_y \gg P)\), we have

\[
|\langle I \rangle|^2 \approx 16L_x^2L_y^2 \exp \left[ -k_{dx}^2(\sigma^2 + \sigma_y^2) \right] \sum_{n=-\infty}^{\infty} |a_n|^2 \sin^2 \left[ \left( k_{dx} + n \frac{2\pi}{P} \right) L_y \right] \sin^2 |k_{dy}L_y| \quad (B9)
\]

By allowing \( L_x \) and \( L_y \) to approach infinity in the above equation, we obtain

\[
|\langle I \rangle|^2 = 4\pi^2 A_{\perp} \exp \left[ -k_{dx}^2(\sigma^2 + \sigma_y^2) \right] \sum_{n=-\infty}^{\infty} |a_n|^2 \delta \left( k_{dx} + n \frac{2\pi}{P} \right) \delta (k_{dy}) \quad (B10)
\]

where \( \delta \) is the Dirac delta function.

The integral for \( \langle II' \rangle \) is given by

\[
\langle II' \rangle = \int_{A_{\perp}} \int_{A_{\perp}} d\vec{r} \cdot d\vec{r}' \exp \left[ i\vec{k}_{d\perp} \cdot (\vec{r} - \vec{r}') \right] \langle \exp (i\vec{k}_{d\perp}f(x, y) - f(x', y')) \rangle \quad (B11)
\]

With the change of variables we have

\[
\langle II' \rangle = \frac{1}{4} \int_{-L_x}^{L_x} \int_{-L_x}^{L_x} dx \int_{-2L_y}^{2L_y} dy \int_{-2L_y}^{2L_y} dy' \exp \left[ i\vec{k}_{d\perp} \cdot \vec{r} \right] \sum_{n=-\infty}^{\infty} a_n(x) \exp \left[ n \frac{2\pi}{P} z' \right] \times \exp \left[ -k_{dx}^2 \sigma_x^2 + k_{dy}^2 \sigma_y^2 C(\vec{r}_{\perp}) \right] \exp \left[ -k_{dx}^2 \sigma_x^2 + k_{dy}^2 \sigma_y^2 \cos \frac{2\pi}{P} z C_x(z) \right] \quad (B12)
\]

where

\[
a_n(x) = J_n \left[ 2k_{dx} B \sin \left( \frac{\pi}{P} x \right) \right]
\]
Expanding \( a_n(x) \) and carrying out the \( dx' \) and \( dy' \) integrations, we obtain

\[
\langle II' \rangle = \frac{1}{2} \int_{-2L_x}^{2L_x} dx \int_{-2L_y}^{2L_y} dy \sum_{n=-\infty}^{\infty} \sum_{\mu=-\infty}^{\infty} \beta_{n\mu} \exp \left[ i \left( \bar{k}_{n\perp} + \bar{\varepsilon}_\mu \frac{2\pi}{P} \right) \bar{r}_- \right] [2L_y - |y|] \\
\times \frac{1}{C} \left\{ \exp \left[ i \pi \frac{2\pi}{P} (2L_x - |x|) \right] - \exp \left[ -i \pi \frac{2\pi}{P} (2L_y - |y|) \right] \right\} \\
\times \exp \left[ -k_{n\perp}^2 \sigma_x^2 - k_{n\perp}^2 \sigma_y^2 C(\bar{r}_\perp) \right] \exp \left[ -k_{n\perp}^2 \sigma_x^2 - k_{n\perp}^2 \sigma_y^2 \cos \frac{2\pi}{P} \sigma_x C_x(x) \right]
\]  

(B13)

where

\[
\beta_{n\mu} = (-1)^n J_{n-\mu}(k_{n\perp}B) J_{n+\mu}(k_{n\perp}B)
\]

It is clear from the above equation that the \( n = 0 \) term is proportional to \( L_x \) while the \( n \neq 0 \) term is proportional to \( P \). The argument of the Bessel function \( k_{n\perp}B \) will dictate the number of terms that needs to be summed up. However, if \( L_x \gg P \) (we eventually take the limit \( L_x \to \infty \) later on), then the \( n = 0 \) term will make dominant contributions and other terms will be negligible. Therefore, keeping only the \( n = 0 \) term, we obtain

\[
\langle II' \rangle = \int_{-2L_x}^{2L_x} dx \int_{-2L_y}^{2L_y} dy \sum_{\mu=-\infty}^{\infty} b_{\mu} \exp \left[ i \left( \bar{k}_{\perp} + \bar{\varepsilon}_\mu \frac{2\pi}{P} \right) \bar{r}_- \right] [2L_y - |y|] \\
\times \exp \left[ -k_{\perp}^2 \sigma_x^2 + k_{\perp}^2 \sigma_y^2 C(\bar{r}_\perp) \right] \exp \left[ -k_{\perp}^2 \sigma_x^2 + k_{\perp}^2 \sigma_y^2 \cos \frac{2\pi}{P} \sigma_x C_x(x) \right]
\]  

(B14)

where

\[
b_{\mu} = J_{\mu}^2(k_{\perp}B)
\]

(B15)

We assume the correlation functions \( C(\bar{r}_\perp) \) and \( C_x(x) \) to have a Gaussian form

\[
C(\bar{r}_\perp) = \exp \left[ -(x^2 + y^2)/l^2 \right]
\]  

(B16)

\[
C_x(x) = \exp \left[ -x^2/l_x^2 \right]
\]  

(B17)
where $l$ is the correlation length for the random variable $\xi(\mathbf{r})$ in the transverse plane and $l_s$ is the correlation length for the random variables $\xi_s(x)$ and $\xi_s(z)$ in the $x$ direction.

The expressions for the standard deviation of the integral $I$ can now be evaluated in a closed form. Assuming $L_x, L_y \gg l, l_s, P$, we obtain from (B10), (B14), (B16), and (B17),

$$D_I = \langle (I')^2 \rangle - \langle I' \rangle = \frac{4\pi A}{k^2} (D_{I_1} - D_{I_2})$$  \hfill (B18)

with

$$D_{I_1} = \frac{k^2}{4} \sum_{\mu = -\infty}^{\infty} \sum_{n = 1}^{\infty} b_\mu \exp \left[ -k_{IX}^2 (\sigma^2 + \sigma_{IY}^2) \right] \left( \frac{k_{IX}^2 \sigma^2}{m!} \right) \frac{l_{IY}^2}{m} \left( \exp \left\{ - \left[ \left( k_{IX} + \frac{2\pi}{P} \right)^2 + k_{IY}^2 \right] \frac{l_{IY}^2}{4m} \right\} \right)$$

$$+ \sum_{m' = 1}^{\infty} \sum_{n = 1}^{\infty} \frac{1}{2^{m'}} \left( \frac{m!}{m'} \right) \exp \left\{ -k_{IY}^2 \frac{l_{IY}^2}{4m} - \left[ k_{IX} + (m' - 2n) \frac{2\pi}{P} \right]^2 \frac{l_{IY}^2}{4mq} \right\}$$  \hfill (B19)

where

$$q = \sqrt{1 + \frac{l_{IY}^2}{l_{IY}^2}}$$

and

$$D_{I_2} = \frac{k^2}{2} \delta(k_{IX}) \sum_{\mu = -\infty}^{\infty} \sum_{m = 1}^{\infty} \frac{1}{2^{m}} \left( \frac{m!}{m} \right) \exp \left[ -k_{IX}^2 (\sigma^2 + \sigma_{IY}^2) \right] \sqrt{\frac{\pi}{m}} \frac{k_{IX} \sigma_{IY}^2}{m!} \exp \left\{ - \left[ k_{IX} + (m + 2n) \frac{2\pi}{P} \right]^2 \frac{l_{IY}^2}{4m} \right\}$$

$$\times \exp \left\{ - \left[ k_{IX} + (m + 2n) \frac{2\pi}{P} \right]^2 \frac{l_{IY}^2}{4m} \right\}$$  \hfill (B20)

where we made use of

$$\lim_{L \to \infty} \frac{L}{\pi} \frac{L^2}{\pi} \frac{\sin^2 (k_{IX} L)}{L} = \delta(k_{IX})$$  \hfill (B21)

We note that when $l \gg l_s, P$, the expressions for $D_{I_1}$, (B19), can be simplified to

$$D_{I_1} \approx \frac{k^2}{4} \sum_{\mu = -\infty}^{\infty} \sum_{n = 1}^{\infty} b_\mu \exp \left[ -k_{IX}^2 (\sigma^2 + \sigma_{IY}^2) \right] \left( \frac{k_{IX}^2 \sigma^2}{m!} \right) \frac{l_{IY}^2}{m} \left( \exp \left\{ - \left[ \left( k_{IX} + \frac{2\pi}{P} \right)^2 + k_{IY}^2 \right] \frac{l_{IY}^2}{4m} \right\} \right)$$

$$\hfill (B22)$$
After some manipulations, the above expression further simplifies to

\[ D_{l1} \approx \frac{1}{P} \int_{0}^{P} dx \frac{k^2}{4} \exp \left[ -k^2_{1,1} \left( \sigma^2 + \sigma^2_2 \right) \right] \sum_{m=1}^{\infty} \frac{(k^2_{1,1} \sigma^2_2)^m}{m!} \frac{l^2}{m} \]

\[ \times \exp \left\{ - \left[ \left( k_{l,1} + k_{l,2} \frac{2\pi}{P} \sin \frac{2\pi}{P} x \right)^2 - k_{d}^2 \right] \frac{l^2}{4m} \right\} \quad (B23) \]

The above result is consistent with the result obtained using the incoherent model [Ulaby et al., 1982] where the physical optics solutions is averaged over the local slopes. This is due to the fact that when the period \( P \) is much larger than the correlation length \( l \) then within the correlation length the periodic component will appear to be planar with the local slope.
Figure 5.1 Geometrical configuration of the problem.
Figure 5.2 \( \sigma(k_i) \) as a function of \( \hat{\theta}_i \) for different frequencies with \( \sigma = 1 \) cm, \( l = 10 \) cm, \( B = 10 \) cm, \( P = 100 \) cm, \( \phi_i = 0^\circ \) and \( \epsilon_1 = (6.0 + i0.6) \).
Figure 5.3 $\sigma(k_i)$ as a function of $\hat{\theta}_i$ for different values of $B$ at 5.0 GHz with $P = 100$ cm, $\sigma = 1$ cm, $l = 10$ cm, $\sigma_r = 0$, and $\epsilon_1 = (6.0 + i0.6)\epsilon$. ...
Figure 5.4  \( \sigma(k_i) \) as a function of \( \theta_i \) for different values of \( \ell \) at 1.4 GHz with \( \sigma = 1 \text{ cm} \).

\[ B = 10 \text{ cm}, \, P = 100 \text{ cm}, \, \sigma_x = 0, \text{ and } \epsilon_1 = (6.0 + i0.6)\epsilon. \]
Figure 5.5 $\sigma(\hat{k}_i)$ as a function of $\theta_i$ for different azimuthal angle of incidence $\phi_i$ at 1.4 GHz with $\sigma = 1$ cm, $l = 50$ cm, $B = 10$ cm, $P = 100$ cm, $\sigma_x = 0$, and $\epsilon_1 = (6.0 \pm 0.6)\epsilon_{\omega_0}$. 


Figure 5.6  (a) $\sigma(k_i)$ as a function of $\theta_i$ for different values of $l$ at 1.4 GHz with $\sigma = 1$ cm, $B = 10$ cm, $P = 100$ cm, $\sigma_f = 0$, and $\epsilon_j = (6.0 - i0.6)\epsilon$. 
(b) Locations and amplitudes of the modes for $B = 10$ cm.

Frequency = 1.4 GHz
$B = 10$ cm, $P = 100$ cm

Figure 5.6  (b) Locations and amplitudes of the modes for $B = 10$ cm.
Figure 5.7  (a) $\sigma(k_i)$ as a function of $\theta_i$ for different values of $B$ at 1.4 GHz with $\sigma = 1$ cm, $l = 50$ cm, $P = 100$ cm, $\sigma_s = 0$, and $\epsilon_1 = (6.0 + i0.6)\epsilon_{\infty}$. 
Figure 5.7  (b) Locations and amplitudes of the modes for $B = 7$ cm and $B = 5$ cm.
Figure 5.8  \( \sigma(k_i) \) as a function of \( \theta_i \), for different values of \( P \) at 1.4 GHz with \( \sigma = 1 \) cm.

\( l = 50 \) cm, \( B = 10 \) cm, \( P = 100 \) cm, \( \sigma_r = 0 \), and \( \epsilon_1 = (6.0 + i0.6)\epsilon \).
Figure 5.9  (a) $\sigma(k_i)$ as a function of $\theta_i$ for different values of $\sigma$ at 1.4 GHz with $l = 50$ cm, $B = 10$ cm, $P = 100$ cm, $\sigma_j = 0$, and $\epsilon_j = (6.0 + i0.6)\epsilon_o$. 
Figure 5.9  (b) $\sigma(\hat{k}_i)$ as a function of $\hat{e}$, for different values of $\sigma$ at 1.4 GHz with $l = 50$ cm, $B = 0$, $\sigma_j = 0$, and $\epsilon_1 = (6.0 + i0.6)\epsilon_$. 

\[\begin{align*}
\sigma &= 5.0 \text{ cm} \\
\sigma &= 1.0 \text{ cm} \\
\sigma &= 2.5 \text{ cm}
\end{align*}\]
Figure 5.10 (a) $\sigma(\hat{k}_i)$ as a function of $\theta_i$, for different values of $l$ at 1.4 GHz with $c = 1$ cm, $B = 0$, $P = 100$ cm, $\sigma_x = 5$ cm, $l_x = 300$ cm, and $\epsilon_i = (6.0 \pm 0.6)\epsilon_{..}$. 
Figure 5.10  (b)  Locations and amplitudes of the modes for $\sigma_x = 5$ cm and $\sigma_x = 2$ cm.
Figure 5.11 $\sigma(k_i)$ as a function of $\theta_i$ for different values of $l$ at 1.4 GHz with $\sigma = 1$ cm, $B = 10$ cm, $P = 100$ cm, $\sigma_r = 5$ cm, $l_r = 300$ cm, and $\epsilon_1 = (6.0 + i0.6)\epsilon_\infty$. 
Figure 5.12  $\sigma(\hat{k}_i)$ as a function of $\varepsilon$, for different values of $\sigma$, at 1.4 GHz with $\sigma = 1$

cm, $l = 50$ cm, $B = 10$ cm, $P = 100$ cm, $l_p = 300$ cm, and $\varepsilon_i = (6.0 + i0.6)\varepsilon_c$. 
CHAPTER 6

Radiative Transfer Theory for Passive Remote Sensing of Multi-Layered Random Medium

Microwave thermal emission from the multi-layered random medium is studied using the radiative transfer theory. The brightness temperature is obtained by solving the radiative transfer equations numerically using the quadrature method. The effective boundary conditions are derived which reduce the complexity of the problem to that of a two-layer case. The theoretical results are illustrated for the various cases by plotting brightness temperatures as functions of frequency and observation angle.
6.1 Introduction

In the microwave remote sensing of earth terrain, the multi-layered random medium or discrete scatterer models have been applied to account for the volume scattering effects. The multi-layered models have shown to be more realistic in interpreting the remote sensing data [Njoku and Kong, 1977; Tsang et al., 1975, 1977, Tsang and Kong, 1979]. In the active remote sensing, the scattering from a multi-layered random medium has been solved using the Born approximation and the propagation matrix formulism [Zuniga et al., 1979]. The radiative transfer theory also has been applied to scattering from a multi-layer of Rayleigh scatterers with rough boundaries where the iterative approach is used to obtain solutions to first-order [Shin, 1980; Karam and Fung, 1982]. In the passive remote sensing the radiative transfer theory has been used to study thermal microwave emission from a multi-layered random medium with laminar structures [Djermakoye and Kong, 1979]. The propagation matrix formulism [Kong, 1975] is applied to obtain closed form solutions. For the inhomogeneous slab random medium with nonuniform scattering, absorption and temperature profiles in the vertical direction, the method of invariant imbedding has been used [Tsang and Kong, 1977b]. The boundary value problem of the radiative transfer equations is converted to an initial value problem starting at zero slab thickness. Thermal microwave emission from a three-layer random medium with three-dimensional variations has also been studied using the radiative transfer theory [Tsang and Kong, 1980b]. The quadrature method [Tsang and Kong, 1976b, 1977a] is used and the results are found to be useful in the interpretation of snow data exhibiting diurnal changes [Hofer and Schanda, 1978; Stiles and Ulaby, 1980].

In this chapter we solve the problem of thermal microwave emission from a multi-
layered random medium on top of homogeneous halfspace using the radiative transfer theory. The brightness temperatures are calculated using a numerical approach. The quadrature method where the integrals in the radiative transfer equations are replaced by the summation over the discrete quadrature angles is used. The resulting system of first-order differential equations is solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. The effective boundary conditions are derived in terms of the effective reflection matrices and the effective source vectors to reduce the complexity of the problem to that of a two-layer problem. The effective reflection matrices and the effective source vectors can be solved recursively by considering only one layer at a time. The numerical results are illustrated by plotting brightness temperatures as functions of frequency and observation angle.
6.2 Formulation

Consider $N$-layered random medium on top of a homogeneous halfspace with permittivity $\epsilon_{N-1}$ and physical temperature $T_{N-1}$ (Fig. 6.1). The $l$-th layer is characterized by the permittivity $\epsilon_l + \epsilon_{fl}$, where $\epsilon_{fl}$ stands for the randomly fluctuating part whose amplitude is very small and whose ensemble average is zero, and the temperature $T_l$.

The radiative transfer equations which govern the propagation of intensities inside the $l$-th random layer are, for $0 < \theta_l < \pi$,

$$\cos \theta_l \frac{d}{dz} I_l(\theta_l, z) = -K_{al} I_l(\theta_l, z) - \overline{K}_{al}(\theta_l) \cdot I_l(\theta_l, z) + K_{al} C_l T_l + \int_0^\pi d\theta'_l \sin \theta'_l \overline{P}_l(\theta_l, \theta'_l) \cdot I_l(\theta'_l, z)$$

(1)

where

$$I_l(\theta_l, z) = \begin{bmatrix} I_{vl}(\theta_l, z) \\ I_{hl}(\theta_l, z) \end{bmatrix}$$

(2)

$I_{vl}$ is the vertically polarized intensity, $I_{hl}$ is the horizontally polarized intensity, $K_{al}$ denotes the absorption loss, $\overline{K}_{al}(\theta_l)$ denotes the scattering loss, $C_l = K_{\epsilon}/\epsilon \cdot c^2$ with $K$ denoting the Boltzmann constant, and $\overline{P}_l(\theta_l, \theta'_l)$ is the scattering function matrix which relates scattered intensities into the direction $\theta_l$ to the incident intensities in the direction $\theta'_l$. The random permittivity fluctuation is characterized by the variance of the fluctuation $\delta_l$ and the correlation function with lateral correlation length $l_{al}$ and vertical correlation length $l_{zl}$. The correlation function is assumed to have gaussian dependence laterally and exponential dependence vertically. The scattering function matrix and the scattering coefficient have been derived by applying Born approximation with the far-field solution and are well known [Appendix].

The boundary conditions are, for $0 < \theta_l < \pi/2$, at $z = d_l$ where $l = 1, 2, \ldots, N$

$$\overline{I}_{l+1}(\pi - \theta_{l+1}, z = -d_l) = \overline{R}_{l+1}(\theta_{l+1}) \cdot \overline{I}_{l-1}(\theta_{l+1}, z = -d_l) + \overline{R}_{l+1} \cdot \overline{I}_l(\pi - \theta_l, z = -d_l)$$

(3)
\[
\bar{T}_l(\sigma_l, z = -d_l) = \overline{R}_{l+1,l}(\sigma_l) \cdot \bar{T}_l(\sigma_l, z = -d_l) - \overline{T}_{l+1,l}(\sigma_l) \cdot \bar{T}_{l+1}(\sigma_{l+1}, z = -d_l)
\]

(4)

and at \(z = 0\)

\[
\bar{T}_l(\sigma_l, z = 0) = \overline{R}_{l+1,l}(\sigma_l) \cdot \bar{T}_l(\sigma_l, z = 0) - \overline{T}_{l+1,l}(\sigma_l) \cdot \bar{T}_{l+1}(\sigma_{l+1})
\]

(5)

where we have broken up intensities into upward going intensities \(\bar{T}_l(\sigma_l, z)\) and downward going intensities \(\bar{T}_l(\sigma_l, z)\). In the above equations \(\overline{T}_{l+1,l}(\sigma_l)\) represents the coupling from region \(l\) to region \(l+1\) and \(\overline{R}_{l+1,l}(\sigma_l)\) represents the coupling from upward going intensities into downward going intensities at the boundary of region \(l\) and region \(l+1\), Chapter 7, Appendix B]. The sky radiation \(\bar{T}_{sk}(\sigma_s)\) is taken to be

\[
\bar{T}_{sk}(\sigma_s) = C_s T_{air} [1 - e^{-K_{att} t}] 
\]

(6)

where \(T_{air}\) denotes the air temperature, \(K_{att}\) denotes the absorption coefficient of the air, \(t\) is the thickness of the atmosphere, and \(C_s = K/\lambda^2\).

Once the radiative transfer equations are solved subject to the boundary conditions (3) and (4), the brightness temperature as measured by a radiometer is obtained from

\[
\overline{T}_B(\sigma_s) = \frac{1}{C_s} \overline{T}_{l+1,l}(\sigma_s) \cdot \bar{T}_l(\sigma_l, z = 0) - \frac{1}{C_s} \overline{R}_{l+1,l}(\sigma_s) \cdot \bar{T}_{l+1}(\sigma_{l+1})
\]

(7)

where

\[
\overline{T}_B(\sigma_s) = \begin{bmatrix} T_{Ds}(\sigma_s) \\ T_{Db}(\sigma_s) \end{bmatrix}
\]

(8)
6.3 Quadrature Method

The radiative transfer equations for the $i$-th random layer will be solved numerically using the quadrature method. First, the particular solution is given by

$$T_i^p(\theta_i, z) = C_i T_i$$  \hspace{1cm} (9)

The homogeneous solutions are obtained by applying the quadrature method where the integrals in the radiative transfer equations are replaced by the summation over the discrete quadrature angles. The resulting system of first-order differential equations with constant coefficients are solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. In obtaining eigenvalues and eigenvectors the order of system of equations can be reduced by factor of two by making use of the symmetry properties of the scattering function matrix and noting that the eigenvalues occur in pairs such that if $\xi$ is an eigenvalue so is $-\xi$.

Breaking up the intensities into upward and downward propagating intensities, denoted by superscripts $+$ and $-$ respectively, we apply the quadrature method over the $n_i$ quadrature angles. In the absence of the source term, the following set of equations are obtained by making use of the symmetry properties of the scattering function matrix:

$$\bar{\mu}_i \frac{d}{dz} \bar{I}^-_i = -\overline{K}_{i,i} \cdot \bar{I}^-_i + \overline{F}_i \cdot \bar{I}^+_i + \overline{B}_i \cdot \bar{T}_i$$ \hspace{1cm} (10a)

$$-\bar{\mu}_i \frac{d}{dz} \bar{I}^+_i = -\overline{K}_{i,i} \cdot \bar{I}^+_i + \overline{B}_i \cdot \bar{I}^-_i + \overline{F}_i \cdot \bar{T}_i$$ \hspace{1cm} (10b)
where \( I_i^+ \) and \( I_i^- \) are \( 2n_i \times 1 \) matrices

\[
\begin{bmatrix}
I_{i1}(\mu_{11}, z) \\
\vdots \\
I_{i1}(\mu_{ni}, z) \\
I_{i2}(\mu_{11}, z) \\
\vdots \\
I_{i2}(\mu_{ni}, z) \\
I_{i3}(\mu_{11}, z) \\
\vdots \\
I_{i3}(\mu_{ni}, z)
\end{bmatrix} \quad \begin{bmatrix}
I_{i1}(-\mu_{11}, z) \\
\vdots \\
I_{i1}(-\mu_{ni}, z) \\
I_{i2}(-\mu_{11}, z) \\
\vdots \\
I_{i2}(-\mu_{ni}, z) \\
I_{i3}(-\mu_{11}, z) \\
\vdots \\
I_{i3}(-\mu_{ni}, z)
\end{bmatrix}
\]

(11)

\( \bar{F}_i \) and \( \bar{B}_i \) are \( 2n_i \times 2n_i \) matrices

\[
\bar{F}_i = \begin{bmatrix}
P_{11}(\mu_{11}, \mu_{11}) & \cdots & P_{11}(\mu_{11}, \mu_{in}) & \cdots & P_{11}(\mu_{11}, \mu_{in}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
P_{21}(\mu_{11}, \mu_{11}) & \cdots & P_{21}(\mu_{11}, \mu_{in}) & \cdots & P_{21}(\mu_{11}, \mu_{in}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
P_{21}(\mu_{in}, \mu_{11}) & \cdots & P_{21}(\mu_{in}, \mu_{in}) & \cdots & P_{21}(\mu_{in}, \mu_{in})
\end{bmatrix}
\]

(12)

\[
\bar{B}_i = \begin{bmatrix}
P_{11}(\mu_{11}, -\mu_{11}) & \cdots & P_{11}(\mu_{11}, -\mu_{in}) & \cdots & P_{11}(\mu_{11}, -\mu_{in}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
P_{21}(\mu_{11}, -\mu_{11}) & \cdots & P_{21}(\mu_{11}, -\mu_{in}) & \cdots & P_{21}(\mu_{11}, -\mu_{in}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
P_{21}(\mu_{in}, -\mu_{11}) & \cdots & P_{21}(\mu_{in}, -\mu_{in}) & \cdots & P_{21}(\mu_{in}, -\mu_{in})
\end{bmatrix}
\]

(13)

and \( \bar{K}_i, \bar{\mu}_i \) and \( \bar{a}_i \) are the \( 2n_i \times 2n_i \) diagonal matrices

\[
\bar{K}_i = \text{diag}[K_{11}, \ldots, K_{n1}, K_{1n}, \ldots, K_{nn}]
\]

(14)

\[
\bar{\mu}_i = \text{diag}[\mu_{11}, \ldots, \mu_{in}]
\]

(15)

\[
\bar{a}_i = \text{diag}[a_{11}, \ldots, a_{in}]
\]

(16)

In the above equation \( \pm \mu_{il} \) and \( a_{il} \) are discrete quadrature angles and the corresponding weighting functions and they obey the relations \( a_{il} = a_{-il} \) and \( \mu_{il} = -\mu_{-il} \). The extinction coefficients \( K_{il} \) can be calculated as follows:

\[
K_{il} = K_{il} + \sum_{j=1}^{2n_i} (F_{il}, a_{ij} + B_{il}, a_{ij}) \quad i = 1, \ldots, 2n_i
\]

(17)
The quadrature angles in the different layers are related by the Snell's law. Since \( \epsilon'_l \) are not the same the number of quadrature angles will vary from one layer to the next. In order to have \( \epsilon_{il} \) scan the whole range of angles in the region \( l \), we first apply the Gaussian quadrature method to the layer \( l' \) where \( \epsilon'_{l'} \) is the largest. Then, \( \pm \mu_{l,i} \) are the zeroes of the Legendre polynomial \( P_{2n}(\mu'_l) \) and \( a_{l,i} \) are the corresponding Christoffel weighting functions. We have \( n_{l,i} = n \) where \( n \) denotes the largest quadrature points. Once the quadrature angles in region \( l' \) are fixed, the quadrature angles in the other regions \( l \) are related to the angles in region \( l' \) by the Snell's law.

\[
\theta_{l,i} = \sin^{-1}\left( \sqrt{\frac{\epsilon'_{l'}}{\epsilon'_l} \sin \theta_{l'n_i}} \right)
\]  

Since \( \epsilon'_l \leq \epsilon'_{l'} \), we have, in general, \( n_l \leq n_{l'} \).

For the layers where \( \epsilon'_l \neq \epsilon'_{l'} \), the trapezoidal rule of integration is used. We have

\[
\int_{-1}^{1} d\mu_i f(\mu_i) = \sum_{j=-n_l}^{n_l} a_{l,j} f(\mu_{l,j}) = \sum_{j=1}^{n_l} a_{l,j} \left[ f(\mu_{l,j}) + f(-\mu_{l,j}) \right]
\]  

where

\[
a_{l,1} = 1 - \frac{1}{2}(\mu_{l,1} + \mu_{l,2})
\]

\[
a_{l,j} = \frac{1}{2}(\mu_{l,j-1} - \mu_{l,j+1}) \quad j = 2, \ldots, n_l - 1
\]

\[
a_{l,n_l} = \frac{1}{2}(\mu_{l,n_l} + \mu_{l,n_l-1})
\]

When \( \epsilon'_l = \epsilon'_{l'} \), the Gaussian-Legendre quadrature method is used for layer \( l \).

The number of eigen-equations in the quadrature method can be reduced by the factor of two by defining

\[
\bar{I}_{nl} = \bar{I}_i^+ + \bar{I}_i^-
\]

\[
\bar{I}_{nl} = \bar{I}_i^+ - \bar{I}_i^-
\]
Then, from (10), we obtain

\[
\bar{\mu}_i \frac{d}{dz} \bar{T}_{il} = \bar{W}_i \cdot \bar{T}_{il} \tag{22a}
\]

\[
\bar{\mu}_i \frac{d}{dz} \bar{T}_{il} = \bar{A}_i \cdot \bar{T}_{il} \tag{22b}
\]

where \(\bar{W}_i\) and \(\bar{A}_i\) are the \(4n_i \times 4n_i\) matrices

\[
\bar{W}_i = -\bar{K}_i \cdot l + (\bar{F}_l - \bar{B}_l) \cdot \bar{a}_i \tag{23a}
\]

\[
\bar{A}_i = -\bar{K}_i \cdot l + (\bar{F}_l + \bar{B}_l) \cdot \bar{a}_i \tag{23b}
\]

The homogeneous solution can be obtained in the form

\[
\bar{T}_{il} = \bar{T}_{il} \cdot e^{\alpha_i z} \tag{24a}
\]

\[
\bar{T}_{il} = \bar{T}_{il} \cdot e^{\alpha_i z} \tag{24b}
\]

Substituting the above equations into (22a) and (22b), we now have \(2n_i\) eigenvalue equations.

\[
(\bar{\mu}_i^{-1} \cdot \bar{W}_i \cdot \bar{\mu}_i^{-1} \cdot \bar{A}_i - \alpha_i^2 \bar{T}_i) \cdot \bar{T}_{il} = 0 \tag{25}
\]

\[
\bar{T}_{il} = \alpha_i^{-1} \bar{\mu}_i^{-1} \cdot \bar{A}_i \cdot \bar{T}_{il} \tag{26}
\]

where \(\bar{T}_i\) is an \(n_i \times n_i\) identity matrix. Thus, if \(\alpha_i\) is an eigenvalue, so is \(-\alpha_i\).

Once the eigenvalues \(\alpha_i\) and the corresponding eigenvectors \(\bar{T}_{il}\) are obtained, we let \(\bar{E}_i = (\bar{T}_{il}, \bar{T}_{il+1}, \ldots, \bar{T}_{il+2n_i-1})\) be the \(2n_i \times 2n_i\) eigenmatrix. Then the total solution for the upward and downward propagating intensities are given by

\[
\bar{T}_{il}^+ = C_1 \left[ \bar{T}_i + (\bar{E}_i - \bar{Q}_i) \cdot \bar{D}_i(z + d_{l-1}) \cdot \bar{x}_l - (\bar{E}_i - \bar{Q}_i) \cdot \bar{U}_i(z + d_l) \cdot \bar{y}_l \right] \tag{27a}
\]

\[
\bar{T}_{il}^- = C_1 \left[ \bar{T}_i + (\bar{E}_i - \bar{Q}_i) \cdot \bar{D}_i(z + d_{l-1}) \cdot \bar{x}_l + (\bar{E}_i + \bar{Q}_i) \cdot \bar{U}_i(z + d_l) \cdot \bar{y}_l \right] \tag{27b}
\]
where

\[ Q_l = \overline{\mu}_l^{-1} \cdot \overline{A}_l \cdot \overline{E}_l \cdot \overline{a}_l^{-1} \]  
\[ \overline{a}_l = \text{diag}(a_{l1}, a_{l2}, \ldots, a_{l2n_l}) \]  
\[ \overline{D}_l(z) = \text{diag}[e^{\mu_l z}, e^{\mu_l z}, \ldots, e^{\mu_l z}] \]  
\[ \overline{U}_l(z) = \text{diag}[e^{-\mu_l z}, e^{-\mu_l z}, \ldots, e^{-\mu_l z}] \]  

\( \overline{T}_l \) is the 2n_l × 1 matrix

\[ \overline{T}_l = \begin{bmatrix} T_l & T_l & \cdots & T_l \end{bmatrix} \]  

and \( \overline{z}_l \) and \( \overline{y}_l \) are the 2n_l × 1 matrices which represent 4n_l unknowns to be determined by the boundary conditions.

The boundary conditions, which are to be used to determine the constants \( \overline{z}_l \) and \( \overline{y}_l \), can be obtained by discretizing the boundary conditions for the radiative transfer equations given by (3)–(5). They are, at \( z = -d_l \), \( l = 1, 2, \ldots, N \)

\[ \overline{T}_{l+1}^{-} (z = -d_l) = \overline{R}_{l(l+1)l} \cdot \overline{T}_{l+1}^{-} (z = -d_l) + \overline{T}_{l(l+1)} \cdot \overline{T}_l^{-} (z = -d_l) \]  
\[ \overline{T}_l^{+} (z = -d_l) = \overline{R}_{l(l+1)} \cdot \overline{T}_l^{+} (z = -d_l) + \overline{T}_{l+1(l+1)} \cdot \overline{T}_{l+1} (z = -d_l) \]  

and at \( z = 0 \)

\[ \overline{T}_l (z = 0) = \overline{R}_{l0l} \cdot \overline{T}_l (z = 0) - \overline{T}_{l0} \cdot \overline{T}_{l0} \]  

where \( \overline{R}_{l(l+1)} \) is the 2n_l × 2n_l matrix which is obtained by evaluating the coupling matrix \( \overline{R}_{l(l+1)}(\theta_l) \) at \( n_l \) discrete angles, and \( \overline{T}_{l(l+1)} \) is the 2n_l × 2n_{l+1} matrix which is obtained by evaluating the coupling matrix \( \overline{T}_{l(l+1)}(\theta_l) \) at the quadrature angles.
6.4 Effective Boundary Conditions

The problem of determining the unknown constants $x_l$ and $\bar{y}_l$ by matching the boundary conditions at $N - 1$ boundaries can be simplified greatly by using the effective boundary conditions. The idea is to come up with the effective boundary condition at $z = -d_l$ in terms of the properties of the region $l$ and the effective boundary condition at $z = -d_{l-1}$. Thus, only a two-layer problem needs to be solved at a time. The effective boundary conditions can be derived in terms of the effective reflection matrices and the effective source vectors which can be solved recursively. Therefore, the size of the matrices need not be increased compared to the two-layer case and the complexity of the problem is not increased. In this way the brightness temperature can be computed very efficiently.

Consider $i$-th random layer for $i = 1, 2, \cdots, N$. First, we assume that the effective boundary conditions at $z = -d_l$ can be expressed as follows:

$$\bar{T}^+_{i-1}(z = -d_l) = \overline{R}_{i(i+1)}^e \bar{T}^-_{i-1}(z = -d_l) + \overline{T}_{i+1}^e \bar{T}^+_{i-1}$$  \hspace{1cm} (36)

where the effective reflection matrix $\overline{R}_{i(i+1)}^e$ and the effective source vector $\bar{T}^e_{i-1}$ contain all the information regarding $i'$-th layer where $i' < i$. Our goal is to come up with an effective boundary condition at $z = -d_l$ which relates the downward propagating intensity to the upward propagating intensity in region $l - 1$. Thus, the effective reflection matrix and the effective source vector at $z = -d_{l-1}$, $\overline{R}_{i(i+1)}^e$ and $\bar{T}^e_{i}$, should be expressed in terms of the properties of the $i$-th layer and the effective reflection matrix and source vector at $z = -d_l$. The boundary conditions at $z = -d_{l-1}$ is given by

$$\bar{T}^+_i(z = -d_{l-1}) = \overline{R}_{i(i+1)} \bar{T}^-_i(z = -d_{l-1}) - \overline{T}_{i+1} \bar{T}^+_{i-1}(z = -d_{l-1})$$  \hspace{1cm} (37)
and

\[ I_{i-1}^+(z = -d_{i-1}) = R_{i(i+1)} \cdot I_{i-1}^-(z = -d_{i-1}) + R_{i(i-1)} \cdot I_i^+(z = -d_{i-1}) \]  

(38)

Substituting in the solutions for the upward and downward propagating intensities, given by (27), into the boundary conditions (36) and (37), we obtain

\[ \left[ (E_i - Q_i) - R_{i(i+1)} \cdot (E_i - Q_i) \right] \cdot \bar{x}_i + \left[ (E_i + Q_i) - R_{i(i-1)} \cdot (E_i + Q_i) \right] \cdot D_i(-d_i - d_{i-1}) \cdot \bar{y}_i \]

\[ = - \left[ I_i - R_{i(i-1)} \right] \cdot \bar{T}_i + \frac{1}{C_i} \bar{T}_{i+1} \cdot I_{i-1}^+(z = -d_{i-1}) \]  

(39)

\[ \left[ (E_i + Q_i) - R_{i(i+1)} \cdot (E_i + Q_i) \right] \cdot D_i(-d_i - d_{i-1}) \cdot \bar{x}_i + \left[ (E_i - Q_i) - R_{i(i-1)} \cdot (E_i - Q_i) \right] \cdot \bar{y}_i \]

\[ = - \left[ I_i - \frac{e_{\text{eff}}}{R_{i(i-1)}} \right] \cdot \bar{T}_i + \frac{1}{C_i} \bar{T}_{i+1} \cdot I_{i+1}^\text{eff} \]  

(40)

The above equations can be solved for the constants \( \bar{x}_i \) and \( \bar{y}_i \). We let

\[ \bar{f}_i = \begin{bmatrix} \bar{x}_i \\ \bar{y}_i \end{bmatrix} \]  

(41)

\[ \bar{M}_i = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \]  

(42)

\[ \bar{N}_i = \begin{bmatrix} \bar{T}_i \\ 0 \end{bmatrix} \quad \bar{N}'_i = \begin{bmatrix} 0 \\ \bar{T}_i \end{bmatrix} \]  

(43)

\[ \bar{O}_i = \begin{bmatrix} -\bar{T}_i + R_{i(i-1)} \\ -\bar{T}_i + \frac{e_{\text{eff}}}{R_{i(i-1)}} \end{bmatrix} \]  

(44)
where

\[
\begin{align*}
\bar{M}_{11} &= (\bar{E}_i - \bar{Q}_i) - \bar{R}_{i|i-1} : (\bar{E}_i - \bar{Q}_i) \\
\bar{M}_{12} &= \left[ (\bar{E}_i + \bar{Q}_i) - \bar{R}_{i|i-1} : (\bar{E}_i - \bar{Q}_i) \right] \cdot \bar{D}_i - (d_i - d_{i-1}) \\
\bar{M}_{21} &= \left[ (\bar{E}_i + \bar{Q}_i) - \bar{R}_{i|i-1} : (\bar{E}_i - \bar{Q}_i) \right] \cdot \bar{D}_i - (d_i - d_{i-1}) \\
\bar{M}_{22} &= (\bar{E}_i - \bar{Q}_i) - \bar{R}_{i|i-1} : (\bar{E}_i - \bar{Q}_i)
\end{align*}
\]

Then, (39) and (40) can be written into a compact form as

\[
\bar{M}_i \cdot \bar{T}_i = \frac{1}{C_i} \bar{T}_{i-1} \cdot \bar{T}_{i-1}(z = -d_{i-1}) + \bar{G}_i \cdot \bar{T}_i + \frac{1}{C_i} \bar{T}_{i+1} \cdot \bar{T}_{i+1}
\]

The boundary condition (38) can now be used to derive the effective boundary condition at \( z = -d_i \). We have, from (27),

\[
\bar{T}_i^\dagger(z = -d_{i-1}) = C_i \left[ \bar{T}_i + (\bar{E}_i + \bar{Q}_i) \cdot \bar{y}_i + (\bar{E}_i - \bar{Q}_i) \cdot \bar{D}_i - (d_i - d_{i-1}) \cdot \bar{y}_i \right]
\]

We let

\[
\bar{L}_i = \begin{bmatrix} \bar{L}_{1i} & \bar{L}_{2i} \end{bmatrix}
\]

where

\[
\begin{align*}
\bar{L}_{1i} &= (\bar{E}_i + \bar{Q}_i) \\
\bar{L}_{2i} &= (\bar{E}_i - \bar{Q}_i) \cdot \bar{D}_i - (d_i - d_{i-1})
\end{align*}
\]
Then, making use of (46), we obtain

\[ T_i'(z = -d_{i-1}) = C_i T_i - \overline{L}_i \cdot \overline{M}_i^{-1} \left[ \overline{N}_i \cdot \overline{T}_{i-1} + \overline{N}'_{i} \cdot \overline{T}_{i+1} \right] \]  

(50)

Substituting the above equation into (38) we obtain the following effective boundary conditions at \( z = -d_{i-1} \),

\[ T_{i-1}'(z = -d_{i-1}) = \overline{R}_{(i-1)\|} \cdot T_{i-1}'(z = -d_{i-1}) + \overline{N}'_{i} \cdot \overline{T}_{i+1} \]  

(51)

where

\[ \overline{R}_{(i-1)\|} = \overline{R}_{(i-1)\|} + \overline{N}'_{i} \cdot \overline{T}_{i+1} \]  

(52)

and

\[ T_{i}^\text{eff} = C_i T_i + C_i \overline{L}_i \cdot \overline{M}_i^{-1} \cdot \overline{O}_i \cdot T_i - \overline{L}_i \cdot \overline{M}_i^{-1} \cdot \overline{N}_i \cdot \overline{T}_{i+1} \]  

(53)

The above effective boundary condition at \( z = -d_{i-1} \) is defined in terms of the properties of the \( i \)-th layer and the effective boundary condition at \( z = -d_i \). Therefore, the effective reflection matrix and the effective source vector can be calculated recursively, and we only need to consider a two-layer problem at a time. Note that at \( z = -d_N \), we have

\[ \overline{R}_{N(N+1)} = \overline{R}_{N+1} \]  

(54)

and

\[ T_{N+1}^\text{eff} = T_{N+1}^\ast = C_{N+1} \overline{T}_{N+1} \]  

(55)

We start the calculation at the \( N \)-th layer where \( \overline{R}_{N(N+1)} \) and \( T_{N+1}^\ast \) are known and obtain the effective boundary condition at \( z = -d_{N-1} \). Once the effective boundary at
$z = -d_{N-1}$ is obtained we start over and calculate the effective boundary conditions at $z = -d_{N-2}$. This is repeated until we have calculated $\bar{R}_{\nu,1}^{\text{eff}}$ and $\bar{I}_{1}^{\text{eff}}$. Then, the brightness temperature is obtained from

$$T_D = \frac{1}{C_{\nu,1}} \bar{R}_{\nu,1}^{\text{eff}} - \frac{1}{C_{1}} \bar{I}_{1}^{\text{eff}}$$

(56)
6.5 Results and Discussion

In this section we illustrate the numerical results of the brightness temperatures for layered random medium. In our calculations $n = 16$ is used. In Figures 6.2–6.6 we show the result of data matching of the brightness temperature measurements from a snow field [Shiue et al., 1978]. Experiments have been conducted by NASA Goddard Space Flight Center in cooperation with the National Bureau of Standards in the Rocky Mountains of Colorado during the winter season of 1977-1978. A set of four microwave radiometers at frequencies 5, 10.7, 18, and 37 GHz were used to measure the brightness temperature of a snowpack. In Fig. 6.2, the brightness temperatures are plotted as a function of frequency for viewing angle of 33°, and matched with a two-layer model. Ground truth measurements of depth gives $d = 66$ cm. The angular dependence of the brightness temperatures at four different frequencies are matched with the same theoretical parameters in Figs. 6.3, 6.4, 6.5 and 6.6.

In Fig. 6.7, the brightness temperatures is plotted as a function of frequency for a three-layer random medium and compared with the two-layer case. In a three-layer case we introduced a thin lossy layer at the top to model the melting of snowpack in the afternoon due to sun-light illumination. This model can be used to explain the diurnal change in the snowfield [Hofer and Schanda, 1978; Stiles and Ulaby, 1980] where brightness temperature decreases as a function of frequency in the morning and increases in the afternoon.
Appendix: Scattering Function Matrix, Scattering Coefficient, and Absorption Coefficient for the Random Medium

The scattering function matrix have been derived for the random medium whose fluctuating permittivity is characterized by the correlation function

\[ \langle \epsilon_{jl}(\vec{r})\epsilon_{jl}(\vec{r}'') \rangle = \eta_{j}e^{i\xi_{j}b_{l}(\vec{r}' - \vec{r}'')} \] (A1)

where \( \eta_{l} \) is the variance of the fluctuation and the function \( b_{l}(\vec{r}' - \vec{r}'') \) is the normalized correlation function. For the correlation function we assume gaussian dependence laterally and exponential dependence vertically

\[ b_{l}(\vec{r}' - \vec{r}'') = \exp \left[ -\frac{(x' - x'\prime)^2 + (y' - y'\prime)^2}{l_{zd}^2} - \frac{|z' - z'\prime|}{l_{zd}} \right] \] (A2)

The spectral density for the above correlation function is given by

\[ \Phi_{l}(\theta_{l}, \phi_{l}; \theta'_{l}, \phi'_{l}) = \frac{l_{zd}^2}{4\pi^2\left[1 + k_{l}^{2}l_{zd}^2(\cos \theta_{l}' - \cos \theta_{l})^2\right]} \times \exp \left[ -\frac{k_{l}^{2}l_{zd}^2}{4}\sin^2 \theta_{l}' + \sin^2 \theta_{l}' - 2\sin \theta_{l}' \sin \theta_{l} \cos (\phi_{l}' - \phi_{l}) \right] \] (A2)

The scattering function matrix is given by [Tsang and Kong, 1976b]

\[ \overline{P}_{l}(\theta_{l}, \phi_{l}') = \begin{bmatrix} P_{l11} & P_{l12} \\ P_{l21} & P_{l22} \end{bmatrix} \] (A3)

where

\[ P_{l11} = q_{l}(\theta_{l}, \phi_{l}')e^{-\eta_{l}} \left[ \sin^2 \theta_{l}\sin^2 \theta_{l}' I_{0}(z_{l}) + 2\sin \theta_{l}\sin \theta_{l}' \cos \theta_{l} \cos \theta_{l}' I_{1}(z_{l}) \right. \]
\[ + \frac{1}{2} \cos^2 \theta_{l}\cos^2 \theta_{l}' (I_{0}(z_{l}) + I_{2}(z_{l})) \] (A4)
\[ P_{12} = g_i(\theta_i, \varphi_i) e^{-\frac{n}{2} \cos^2 \theta_i (I_0(x_l) - I_2(x_i))} \]

\[ P_{21} = g_i(\theta_i, \varphi_i) e^{-\frac{n}{2} \cos^2 \theta_i (I_0(x_l) - I_2(x_i))} \]

\[ P_{22} = g_i(\theta_i, \varphi_i) e^{-\frac{n}{2} (I_0(x_l) - I_2(x_i))} \]

with

\[ q_l(\theta_i, \varphi_i) = \frac{\hat{e}_l k_i^l}{4} \frac{I_{l-1}^{2} \hat{e}_l}{1 + k_i^l I_{l-1}^{2} \sin^2 \theta_i \cos^2 \theta_i} \]

\[ y_l = \frac{1}{4} k_i^l I_{l+1} \sin^2 \theta_i + \sin^2 \theta_i' \]

\[ x_l = \frac{1}{2} k_i^l I_{l+1} \sin \theta_i \sin \theta_i' \]

and \( I_m \) is the \( m \)-th order modified Bessel function.

The scattering coefficient \( K_s(\theta_i) \) is given by

\[ \overline{K}_s(\theta_i) = \begin{bmatrix} K_{1l} & 0 \\ 0 & K_{kl} \end{bmatrix} \]

where

\[ K_{1l}(\theta_i) = \int_{\varphi_i}^{\pi} d\varphi_i \sin \varphi_i \left| P_{11}(\theta_i, \varphi_i) - P_{21}(\theta_i, \varphi_i) \right| \]

\[ K_{kl}(\theta_i) = \int_{\varphi_i}^{\pi} d\varphi_i \sin \varphi_i \left| P_{12}(\theta_i, \varphi_i) - P_{22}(\theta_i, \varphi_i) \right| \]

The absorption coefficient \( K_a l \) is given by

\[ K_a l = 2k_i'' \]

where \( k_i'' \) is the imaginary part of the wave number in region 1.
Region 0
\[ \epsilon_\infty, T_{\text{air}} \]
\[ z = 0 \]

Region 1
\[ \epsilon_1, \delta_1, l_{z1}, l_{\rho1}, T_1 \]
\[ z = -d_1 \]

Region \( i \)
\[ \epsilon_i, \delta_i, l_{z1}, l_{\rho1}, T_1 \]
\[ z = -d_i \]

Region \( N \)
\[ \epsilon_N, \delta_N, l_{zN}, l_{\rhoN}, T_N \]
\[ z = -d_N \]

Region \( N + 1 \)
\[ \epsilon_{N+1}, T_{N+1} \]

Figure 6.1  Geometrical configuration of the problem.
Figure 6.2  Brightness temperature as a function of frequency.
Figure 6.3  Brightness temperature as a function of observation angle at 5 GHz.
Figure 6.4  Brightness temperature as a function of observation angle at 10.7 GHz.
Brightness temperature as a function of observation angle at 18 GHz.

\( T_{\text{sky}} = 0 \)
\( T = 272^\circ \)

\( \varepsilon_1 = (1.5 + 10.00375)\varepsilon_0 \)
\( l_r = 0.2 \text{ cm} \quad l_z = 0.2 \text{ cm} \quad d = 66 \text{ cm} \)
\( s = 0.056 \)
\( \varepsilon_b = (6 + 10.6)\varepsilon_0 \)
Figure 6.6  Brightness temperature as a function of observation angle at 37 GHz.
Figure 6.7 Brightness temperature as a function of frequency for a three-layer random medium.
CHAPTER 7

Radiative Transfer Theory for Active Remote Sensing

of Two-Layer Random Medium

The radiative transfer theory with a two-layer random medium model is used to study the effect of volume scattering for active remote sensing of low-loss and scattering dominant areas. Bistatic scattering coefficients are obtained by solving the radiative transfer equations numerically using the Fourier-series expansion in the azimuthal direction and the Gaussian quadrature method. Depolarization effect in the backscattering direction is exhibited. Theoretical results are compared and illustrated for the various cases.
7.1 Introduction

In microwave remote sensing of earth terrain, the effects of volume scattering have been treated with random medium and discrete scatterer models for terrain media. The discrete scatterer model with the radiative transfer theory has been used to study passive and active microwave remote sensing. In passive remote sensing, Rayleigh and Mie scattering functions have been used to study the thermal microwave emission from layered medium with planar and rough interfaces [England, 1975; Chang et al., 1976; Tsang and Kong, 1977a, 1979; Kong et al., 1979; Fung and Chen, 1981a; Shin and Kong, 1982]. In active remote sensing, the Rayleigh scattering model has been used extensively [Shin and Kong, 1981; Fung and Eom, 1981; Fung and Chen, 1981b; Karam and Fung, 1982]. The random medium model with the radiative transfer theory has been used to study passive remote sensing from layered earth terrain [Gurvich et al., 1973; Tsang and Kong, 1975, 1976b, 1980b; Djermakoye and Kong, 1979; Chuang and Kong, 1980]. In active remote sensing, wave approaches with iterative solutions have been used widely with the random medium model to calculate the scattering coefficients [Tsang and Kong, 1976a; Zuniga and Kong, 1980; Zuniga et al., 1979,1980]. The depolarization effect in the backscattering direction has been shown to be the second-order effect [Zuniga et al., 1980]. The radiative transfer theory with the random medium model has been applied to active remote sensing by Tsang and Kong [1978] where the iterative approach is applied to second order in albedo to calculate the bistatic scattering coefficients from a halfspace random medium.

In this chapter we solve the problem of scattering from a layer of random medium on top of a homogeneous halfspace using the radiative transfer theory. Using all four Stokes parameters the bistatic scattering coefficients are calculated using a numeri-
cal approach which provides a valid solution for both small and large albedos. A Fourier-series expansion in the azimuthal direction is used to eliminate the azimuthal \( \phi \) dependence from the radiative transfer equations. Then the set of equations without the \( \phi \) dependence is solved using the method of Gaussian quadrature. The integrals in the radiative transfer equations are replaced by a Gaussian quadrature and the resulting system of first-order differential equations is solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. The order of system of eigen-equations is reduced for more efficient computation by making use of the symmetry properties of the scattering function matrix. The numerical results are illustrated by plotting backscattering cross sections and the bistatic scattering coefficients as functions of frequency, incident angle, and the scattering angles.
7.2 Formulation

Consider a layer of random medium characterized by the permittivity $\varepsilon_1 + \varepsilon_f$, where $\varepsilon_f$ stands for the randomly fluctuating part whose amplitude is very small and whose ensemble average is zero, on top of a homogeneous medium with permittivity $\varepsilon_2$ [Fig. 7.1]. The radiative transfer equations which govern the propagation of intensities inside the scattering medium are, for $0 < \theta < \pi$,

$$\cos \theta \frac{d}{dz} \overline{I}(\theta, \phi, z) = -K_a \overline{I}(\theta, \phi, z) - \overline{R}_s(\theta) \cdot \overline{I}(\theta, \phi, z) + \int_0^\pi d\theta' \sin \theta' \int_0^{2\pi} d\phi' \overline{P}(\theta, \phi; \theta', \phi') \cdot \overline{I}(\theta', \phi', z) \quad (1)$$

where

$$\overline{I}(\theta, \phi, z) = \begin{bmatrix} I_v(\theta, \phi, z) \\ I_h(\theta, \phi, z) \\ U(\theta, \phi, z) \\ V(\theta, \phi, z) \end{bmatrix} \quad (2)$$

$I_v$ is the vertically polarized specific intensity, $I_h$ is the horizontally polarized specific intensity, and $U$ and $V$ represent the correlation between two polarizations [Tsang and Kong, 1978; Shin and Kong, 1981], $\overline{P}(\theta, \phi; \theta', \phi')$ is a $4 \times 4$ scattering function matrix, which relates scattered intensities into the direction $(\theta', \phi')$ from the incident intensities in the direction $(\theta, \phi)$, $K_a$ is the loss per unit length due to absorption, and $\overline{R}_s(\theta)$ is the loss per unit length due to scattering. The random permittivity fluctuation is characterized by the variance of the fluctuation $\delta$ and the correlation function with lateral correlation length $l_x$ and vertical correlation length $l_z$. The scattering function matrix and the scattering coefficient have been derived by applying Born approximation with the far-field solution and the explicit expressions for the correlation function with gaussian dependence laterally and exponential dependence vertically are given in Appendix A [Tsang and Kong, 1978].
Consider an incident wave with specific intensity \( I_{in}(\pi - \theta, \phi, \omega) \) impinging from region 0, which is assumed to be free space, upon the scattering layer. The incident beam in region 0 assumes the form

\[
I_{in}(\pi - \theta, \phi, \omega) = I_{in} \delta(\cos \theta - \cos \theta_{in}) \delta(\phi - \phi_{in})
\]  

(3)

where the use of Dirac delta function is made.

The boundary conditions for the four Stokes parameters at a planar dielectric interface have been derived [Tsang and Kong, 1975] from the continuity of tangential electric and magnetic fields. The results are, for \( 0 < \theta < \pi/2 \), at \( z = 0 \),

\[
I(\pi - \theta, \phi, z = 0) = \overline{T}_{01}(\theta) \cdot I_{in}(\pi - \theta, \phi, \omega) + \overline{R}_{10}(\theta) \cdot I(\theta, \phi, z = 0)
\]  

(4)

and, at \( z = -d \),

\[
I(\theta, \phi, z = -d) = \overline{R}_{12}(\theta) \cdot I(\pi - \theta, \phi, z = -d)
\]  

(5)

where we have broken up intensities in the scattering layer into upward going intensities \( I(\theta, \phi, z) \) and downward going intensities \( I(\pi - \theta, \phi, z) \). In the above equations, \( \overline{T}_{01}(\theta) \) represents the coupling from region 0 to region 1, \( \overline{R}_{10}(\theta) \) represents the coupling from upward going intensities into downward going intensities at the boundary of region 1 and region 0, and \( \overline{R}_{12}(\theta) \) represents similar coupling at the boundary of region 1 and region 2 [Appendix B].

Once the radiative transfer equations are solved subject to the boundary conditions (4) and (5), the intensity in the direction \( (\theta, \phi, \omega) \) in region 0 is

\[
I_{in}(\theta, \phi, \omega) = \overline{T}_{10}(\theta) \cdot I(\theta, \phi, z = 0) + \overline{R}_{01}(\theta) \cdot I_{in}(\pi - \theta, \phi, \omega)
\]  

(6)
where $\bar{T}_{1,0}(\theta)$ represents the coupling from region 1 to region 0. The bistatic scattering coefficients $\gamma_{\beta\alpha}(\theta,\phi;\theta',\phi')$ are defined as the ratio of the scattered power of polarization $\beta$ per unit solid angle in the direction $(\theta,\phi)$ and the intercepted incident power of polarization $\alpha$ in the direction $(\theta',\phi')$ averaged over $4\pi$ radians [Peake, 1959].

\[
\gamma_{\beta\alpha}(\theta,\phi;\theta',\phi') = 4\pi \frac{\cos \theta \cos \phi \cos \theta' \cos \phi'}{\cos \theta \cos \phi}
\]

(7)

where $\alpha, \beta = v$ or $h$ with $v$ denoting vertical polarization and $h$ denoting horizontal polarization. In the backscattering direction $\theta, \phi = \theta', \phi'$ and $\phi, \phi' = \pi - \phi, \phi'$. The backscattering cross sections per unit area are defined to be

\[
\sigma_{\beta\alpha}(\theta,\phi) = \cos \theta \gamma_{\beta\alpha}(\theta,\phi + \phi';\theta,\phi)
\]

(8)
7.3 Fourier Series Expansion

The radiative transfer equations can be solved using an iterative approach which gives closed form solutions [Tsang and Kong, 1978; Shin and Kong, 1981] when the effect of scattering is small (small albedo). The radiative transfer equations and the boundary conditions are cast into the integral equation form, then an iterative process is applied to solve the integral equation to both the first and second order in albedo. The depolarization of the backscattered intensities has been shown to be the second-order effect. However, for the general cases when the effect of scattering is not small, we must resort to the numerical approach to solve the radiative transfer equations. We first use a Fourier-series expansion in the azimuthal direction to eliminate the \( \phi \)-dependence from the radiative transfer equations. We let

\[
\overline{I}(\theta, \phi, z) = \sum_{m=0}^{\infty} \left[ \overline{I}^m_c(\theta, z) \cos m(\phi - \phi_i) + \overline{I}^m_s(\theta, z) \sin m(\phi - \phi_i) \right]
\]

(8)

\[
\overline{P}(\theta, \phi; \theta', \phi') = \sum_{m=0}^{\infty} \frac{1}{(1 + \delta_m)\pi} \left[ \overline{P}^m_c(\theta, \phi') \cos m(\phi - \phi') + \overline{P}^m_s(\theta, \phi') \sin m(\phi - \phi') \right]
\]

(9)

where superscript \( m \) indicates the order of harmonic in the azimuthal direction, superscripts \( c \) and \( s \) indicate the cosine and sine dependence, and Neumann number \( \delta_m = 0 \) for \( m \neq 0 \) and \( \delta_m = 1 \). Also note that the zeroth-order sine dependence terms are zero.

\[
\overline{I}^{0*}(\theta, z) = 0
\]

(10a)

\[
\overline{P}^{0*}(\theta, \theta') = 0
\]

(10b)

Substituting (8) and (9) into the radiative transfer equations, the \( \phi' \)-integration can be carried out. Then, by collecting terms with the same sine or cosine dependence, we
obtain a set of equations without the $\phi$ dependence. For $m = 0, 1, 2, \ldots$

\[
\cos \theta \frac{d}{dz} \overline{I}^{mc}(\theta, z) = -K_{u} \overline{I}^{mc}(\theta, z) - \overline{K}_{s}(\theta) \cdot \overline{I}^{mc}(\theta, z)
\]

\[
+ \int_{0}^{\pi} d\theta' \sin \theta' \left[ \overline{P}^{mc}(\theta, \theta') \cdot \overline{I}^{mc}(\theta', z) - \overline{P}^{mc}(\theta', \theta) \cdot \overline{I}^{mc}(\theta, z) \right]
\]

\[
\cos \theta \frac{d}{dz} \overline{I}^{mc}(\theta, z) = -K_{u} \overline{I}^{mc}(\theta, z) - \overline{K}_{s}(\theta) \cdot \overline{I}^{mc}(\theta, z)
\]

\[
+ \int_{0}^{\pi} d\theta' \sin \theta' \left[ \overline{P}^{mc}(\theta, \theta') \cdot \overline{I}^{mc}(\theta', z) + \overline{P}^{mc}(\theta', \theta) \cdot \overline{I}^{mc}(\theta, z) \right]
\]

The closed form expressions for the Fourier-series expanded scattering function matrices $\overline{P}^{mc}(\theta, \theta')$ and $\overline{P}^{mc}(\theta, \theta')$ are obtained [Appendix C]. We note that for azimuthally isotropic media the scattering function matrix can be expanded as

\[
\overline{P}^{mc}(\theta, \theta') = \begin{bmatrix}
P^{mc}_{11} & P^{mc}_{12} & 0 & 0 \\
0 & 0 & P^{mc}_{33} & P^{mc}_{34} \\
0 & 0 & P^{mc}_{43} & P^{mc}_{44}
\end{bmatrix}
\]

\[
\overline{P}^{mc}(\theta, \theta') = \begin{bmatrix}
0 & 0 & P^{mc}_{13} & P^{mc}_{14} \\
0 & 0 & P^{mc}_{23} & P^{mc}_{24} \\
P^{mc}_{31} & P^{mc}_{32} & 0 & 0 \\
P^{mc}_{41} & P^{mc}_{42} & 0 & 0
\end{bmatrix}
\]

Thus, the coupled equations (11) and (12) can be changed into two decoupled equations by defining

\[
\overline{I}^{mc}(\theta, z) = \begin{bmatrix}
I^{mc}_{u}(\theta, z) \\
I^{mc}_{h}(\theta, z) \\
U^{mc}(\theta, z) \\
V^{mc}(\theta, z)
\end{bmatrix}
\]

\[
\overline{I}^{mc}(\theta, z) = \begin{bmatrix}
I^{mc}_{u}(\theta, z) \\
I^{mc}_{h}(\theta, z) \\
U^{mc}(\theta, z) \\
V^{mc}(\theta, z)
\end{bmatrix}
\]
where superscripts \(e\) and \(o\) stands for even or odd dependence in the first two Stokes parameters. Decoupled equations are given by, for \(m = 0, 1, 2, \ldots\)

\[
\cos \theta \frac{d}{dz} \bar{T}^{m\nu} (\theta, z) = -K_{\nu} \bar{T}^{m\nu} (\theta, z) - \bar{K}_{\nu} (\theta) \cdot \bar{T}^{m\nu} (\theta, z) + \int_{\nu} d\theta' \sin \theta' \bar{P}^{m\nu} (\theta, \theta') \cdot \bar{T}^{m\nu} (\theta', z)
\]

(15a)

\[
\cos \theta \frac{d}{dz} \bar{T}^{m\nu} (\theta, z) = -K_{\nu} \bar{T}^{m\nu} (\theta, z) - \bar{K}_{\nu} (\theta) \cdot \bar{T}^{m\nu} (\theta, z) + \int_{\nu} d\theta' \sin \theta' \bar{P}^{m\nu} (\theta, \theta') \cdot \bar{T}^{m\nu} (\theta', z)
\]

(15b)

where

\[
\bar{P}^{m\nu} (\theta, \theta') = \begin{bmatrix}
P_{11}^{m\nu} & P_{12}^{m\nu} & -P_{13}^{m\nu} & -P_{14}^{m\nu} \\
P_{21}^{m\nu} & P_{22}^{m\nu} & -P_{23}^{m\nu} & -P_{24}^{m\nu} \\
P_{31}^{m\nu} & P_{32}^{m\nu} & P_{33}^{m\nu} & P_{34}^{m\nu} \\
P_{41}^{m\nu} & P_{42}^{m\nu} & P_{43}^{m\nu} & P_{44}^{m\nu}
\end{bmatrix}
\]

(16a)

\[
\bar{P}^{n\nu} (\theta, \theta') = \begin{bmatrix}
P_{11}^{n\nu} & P_{12}^{n\nu} & P_{13}^{n\nu} & P_{14}^{n\nu} \\
P_{21}^{n\nu} & P_{22}^{n\nu} & P_{23}^{n\nu} & P_{24}^{n\nu} \\
P_{31}^{n\nu} & P_{32}^{n\nu} & P_{33}^{n\nu} & P_{34}^{n\nu} \\
P_{41}^{n\nu} & P_{42}^{n\nu} & P_{43}^{n\nu} & P_{44}^{n\nu}
\end{bmatrix}
\]

(16b)

In order to derive the boundary conditions for the Fourier-series expanded intensities, we first expand the incident intensity \(\bar{T}_{\alpha}(\pi - \theta, \phi, \omega)\) into the Fourier series:

\[
\bar{T}_{\alpha}(\pi - \theta, \phi, \omega) = \bar{T}_{\alpha} (\theta, \phi, \omega) \delta (\cos \theta, - \cos \theta, \alpha) \delta (\phi, - \phi, \omega)
\]

\[
= \bar{T}_{\alpha} (\theta, \phi, \omega) \sum_{m=0}^{\infty} \frac{1}{(\delta m + 1)\pi} \cos m (\phi, - \phi, \omega)
\]

(17)

Substituting the above equation along with the Fourier-series expanded intensities into the boundary conditions in (4) and (5) and collecting terms with the same azimuthal dependence, the boundary conditions for each harmonic can be obtained. The results are, for \(\alpha = e\) or \(o\), and \(0 < \theta < \pi/2\), at \(z = 0\)

\[
\bar{T}^{m\nu} (\pi - \theta, z = 0) = \bar{T}_{01}(\theta, \omega) \cdot \bar{T}^{m\nu} (\pi - \theta, \omega) + \bar{R}_{10}(\theta) \cdot \bar{T}^{m\nu} (\theta, z = 0)
\]

(18)
and at $z = -d$

$$I^{m\nu}(\theta, z = -d) = \overline{R}_{12}(\theta) \cdot I^{m\nu}(\pi - \theta, z = -d)$$  \hspace{1cm} (19)$$

where

$$\overline{I}_{m\nu}^{m\nu}(\pi - \theta, a) = \overline{I}_{m\nu}^{m\nu} \frac{1}{(\delta_m + 1)\pi} \delta(\cos \theta, - \cos \theta, a)$$ \hspace{1cm} (20)$$

with

$$\overline{I}_{m\nu}^{m\nu} = \begin{bmatrix} I_{vi} \\ I_{hi} \\ 0 \\ 0 \end{bmatrix}$$ \hspace{1cm} (21a)$$

$$\begin{bmatrix} 0 \\ 0 \\ U_i \\ V_i \end{bmatrix}$$ \hspace{1cm} (21b)$$

We define $m_{\text{max}}$ to be the number of harmonics that has to be kept in the expansion of the scattering function matrix such that

$$\overline{P}^{m\nu}(\theta, \theta') \approx \overline{P}^{m\nu}(\theta, \theta') \approx 0 \quad \text{for} \quad m > m_{\text{max}}$$ \hspace{1cm} (22)$$

Then, for $m > m_{\text{max}}$ the radiative transfer equations simplify to

$$\cos \theta \frac{d}{dz} I^{m\nu}(\theta, z) = -K_n \overline{I}^{m\nu} - \overline{K}\star(\theta) \cdot \overline{I}^{m\nu}(\theta, z)$$ \hspace{1cm} (23a)$$

$$\cos \theta \frac{d}{dz} I^{m\nu}(\theta, z) = -K_n \overline{I}^{m\nu} - \overline{K}\star(\theta) \cdot \overline{I}^{m\nu}(\theta, z)$$ \hspace{1cm} (23b)$$

and the solutions to these equations can be obtained analytically, without resorting to the numerical approach.
7.4 Gaussian Quadrature Method

The set of decoupled radiative transfer equations without the azimuthal dependence for each harmonic can be solved numerically using the Gaussian quadrature method. The integrals in the radiative transfer equations are replaced by a Gaussian quadrature, an appropriately weighted sum over $2n$ intervals between $2n$ zeroes of the even-order Legendre polynomial $P_{2n}(\theta)$. The resulting system of $8n$ first-order differential equations are solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. In obtaining the eigenvalues and eigenvectors, the order of system of equations can be reduced by factor two to $4n$ equations by making use of the symmetry properties of the scattering function matrix and noting that the eigenvalues occur in pairs such that if $\xi$ is an eigenvalue, so is $-\xi$. We first break up the radiative transfer equations into two set of equations by defining, for $\alpha = e, \beta = o$ or $\alpha = o, \beta = e$, and $m = 0, 1, 2, \ldots$

\begin{align*}
\bar{I}_1(\theta, z) &\equiv \begin{bmatrix} I_{11}(\theta, z) \\ I_{12}(\theta, z) \end{bmatrix} = \begin{bmatrix} I_{w1}^{m\alpha}(\theta, z) \\ I_{h1}^{m\alpha}(\theta, z) \end{bmatrix} \quad (24a) \\
\bar{I}_2(\theta, z) &\equiv \begin{bmatrix} I_{21}(\theta, z) \\ I_{22}(\theta, z) \end{bmatrix} = \begin{bmatrix} U_{m\alpha}^{\beta}(\theta, z) \\ V_{m\alpha}^{\beta}(\theta, z) \end{bmatrix} \quad (24b)
\end{align*}

\begin{align*}
\bar{P}_{11}(\theta, \theta') &\equiv \begin{bmatrix} P_{1111} & P_{1112} \\ P_{1121} & P_{1122} \end{bmatrix} = \begin{bmatrix} P_{11}^{m\alpha} & P_{12}^{m\alpha} \\ P_{21}^{m\alpha} & P_{22}^{m\alpha} \end{bmatrix} \quad (25a) \\
\bar{P}_{12}(\theta, \theta') &\equiv \begin{bmatrix} P_{1211} & P_{1212} \\ P_{1221} & P_{1222} \end{bmatrix} = \begin{bmatrix} P_{13}^{m\alpha} & P_{14}^{m\alpha} \\ P_{23}^{m\alpha} & P_{24}^{m\alpha} \end{bmatrix} \quad (25b) \\
\bar{P}_{21}(\theta, \theta') &\equiv \begin{bmatrix} P_{2111} & P_{2112} \\ P_{2121} & P_{2122} \end{bmatrix} = \begin{bmatrix} P_{31}^{m\alpha} & P_{32}^{m\alpha} \\ P_{41}^{m\alpha} & P_{42}^{m\alpha} \end{bmatrix} \quad (25c) \\
\bar{P}_{22}(\theta, \theta') &\equiv \begin{bmatrix} P_{2211} & P_{2212} \\ P_{2221} & P_{2222} \end{bmatrix} = \begin{bmatrix} P_{33}^{m\alpha} & P_{34}^{m\alpha} \\ P_{43}^{m\alpha} & P_{44}^{m\alpha} \end{bmatrix} \quad (25d)
\end{align*}
We then have

\[
\cos \theta \frac{d}{dz} \mathcal{I}_1(\theta, z) = -\overline{K}_{r1}(\theta) + \int_0^\pi d\theta' \sin \theta' \left[ \overline{P}_{11}(\theta, \theta') \cdot \mathcal{I}_1(\theta', z) + \overline{P}_{12}(\theta, \theta') \cdot \mathcal{I}_2(\theta', z) \right]
\]

\[
(26a)
\]

\[
\cos \theta \frac{d}{dz} \mathcal{I}_2(\theta, z) = -\overline{K}_{r2}(\theta) + \int_0^\pi d\theta' \sin \theta' \left[ \overline{P}_{21}(\theta, \theta') \cdot \mathcal{I}_1(\theta', z) + \overline{P}_{22}(\theta, \theta') \cdot \mathcal{I}_2(\theta', z) \right]
\]

\[
(26b)
\]

where

\[
\overline{K}_{r1}(\theta) = K_a + \overline{K}_{s1}
\]

\[
(27a)
\]

\[
\overline{K}_{r2}(\theta) = K_a + \overline{K}_{s2}
\]

\[
(27b)
\]

with

\[
\overline{K}_{s1} = \begin{bmatrix} K_v & 0 \\ 0 & K_h \end{bmatrix}
\]

\[
(28a)
\]

\[
\overline{K}_{s2} = \begin{bmatrix} \frac{K_a + K_h}{2} & 0 \\ 0 & \frac{K_a + K_h}{2} \end{bmatrix}
\]

\[
(28b)
\]

The scattering function matrix can be shown to satisfy the following properties. For \( \alpha, \beta = 1 \) or 2,

\[
\overline{P}_{\alpha\alpha}(\theta, \theta') = \overline{P}_{\alpha\alpha}(\pi - \theta, \pi - \theta')
\]

\[
(29a)
\]

\[
\overline{P}_{\alpha\alpha}(\pi - \theta, \theta') = \overline{P}_{\alpha\alpha}(\theta, \pi - \theta')
\]

\[
(29b)
\]

and for \( \alpha \neq \beta \)

\[
\overline{P}_{\alpha\beta}(\theta, \theta') = -\overline{P}_{\alpha\beta}(\pi - \theta, \pi - \theta')
\]

\[
(30a)
\]

\[
\overline{P}_{\alpha\beta}(\pi - \theta, \theta') = -\overline{P}_{\alpha\beta}(\theta, \pi - \theta')
\]

\[
(30b)
\]
Further breaking up the intensities into upward and downward propagating intensities, denoted by superscripts $+$ and $-$ respectively, and applying the Gaussian quadrature method, we obtain the following set of equations by making use of the symmetry properties of the scattering function matrix:

\[
\begin{align*}
\bar{\mu} \cdot \frac{d}{dz} \bar{T}_1^+ &= -\bar{K}_{11} \cdot \bar{T}_1^+ + \bar{F}_{11} \cdot \bar{T}_1^- + \bar{B}_{11} \cdot \bar{T}_1^- + \bar{F}_{12} \cdot \bar{T}_2^- + \bar{B}_{12} \cdot \bar{T}_2^- \quad (31a) \\
-\bar{\mu} \cdot \frac{d}{dz} \bar{T}_1^- &= -\bar{K}_{11} \cdot \bar{T}_1^- + \bar{B}_{11} \cdot \bar{T}_1^+ + \bar{F}_{11} \cdot \bar{T}_1^+ - \bar{B}_{12} \cdot \bar{T}_2^+ - \bar{F}_{12} \cdot \bar{T}_2^+ \quad (31b) \\
\bar{\mu} \cdot \frac{d}{dz} \bar{T}_2^+ &= -\bar{K}_{12} \cdot \bar{T}_2^+ + \bar{F}_{21} \cdot \bar{T}_1^+ + \bar{B}_{21} \cdot \bar{T}_1^- + \bar{F}_{22} \cdot \bar{T}_2^- + \bar{B}_{22} \cdot \bar{T}_2^- \quad (32a) \\
-\bar{\mu} \cdot \frac{d}{dz} \bar{T}_2^- &= -\bar{K}_{12} \cdot \bar{T}_2^- - \bar{B}_{21} \cdot \bar{T}_1^- - \bar{F}_{21} \cdot \bar{T}_1^+ + \bar{B}_{22} \cdot \bar{T}_2^+ + \bar{F}_{22} \cdot \bar{T}_2^+ \quad (32b)
\end{align*}
\]

where, for $\alpha, \beta = 1, 2$, $I_\alpha^+$ and $I_\alpha^-$ are $2n \times 1$ matrices

\[
I_\alpha^+ = \begin{bmatrix} I_{\alpha 1}(\mu_1, z) \\ \vdots \\ I_{\alpha 1}(\mu_n, z) \\ I_{\alpha 2}(\mu_1, z) \\ \vdots \\ I_{\alpha 2}(\mu_n, z) \end{bmatrix}, \quad I_\alpha^- = \begin{bmatrix} I_{\alpha 1}(-\mu_1, z) \\ \vdots \\ I_{\alpha 1}(-\mu_n, z) \\ I_{\alpha 2}(-\mu_1, z) \\ \vdots \\ I_{\alpha 2}(-\mu_n, z) \end{bmatrix}
\]

and $\bar{F}_{\alpha \beta}$ and $\bar{B}_{\alpha \beta}$ are $2n \times 2n$ matrices

\[
\bar{F}_{\alpha \beta} = \begin{bmatrix} P_{\alpha \beta 11}(\mu_1, \mu_1) & \cdots & P_{\alpha \beta 11}(\mu_1, \mu_n) & \cdots & P_{\alpha \beta 12}(\mu_1, \mu_1) & \cdots & P_{\alpha \beta 12}(\mu_1, \mu_n) \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ P_{\alpha \beta 11}(\mu_n, \mu_1) & \cdots & P_{\alpha \beta 11}(\mu_n, \mu_n) & \cdots & P_{\alpha \beta 12}(\mu_n, \mu_1) & \cdots & P_{\alpha \beta 12}(\mu_n, \mu_n) \\ P_{\alpha \beta 21}(\mu_1, \mu_1) & \cdots & P_{\alpha \beta 21}(\mu_1, \mu_n) & \cdots & P_{\alpha \beta 22}(\mu_1, \mu_1) & \cdots & P_{\alpha \beta 22}(\mu_1, \mu_n) \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ P_{\alpha \beta 21}(\mu_n, \mu_1) & \cdots & P_{\alpha \beta 21}(\mu_n, \mu_n) & \cdots & P_{\alpha \beta 22}(\mu_n, \mu_1) & \cdots & P_{\alpha \beta 22}(\mu_n, \mu_n) \end{bmatrix}
\]

\[
\bar{B}_{\alpha \beta} = \begin{bmatrix} P_{\alpha \beta 11}(\mu_1, -\mu_1) & \cdots & P_{\alpha \beta 11}(\mu_1, -\mu_n) & \cdots & P_{\alpha \beta 12}(\mu_1, -\mu_1) & \cdots & P_{\alpha \beta 12}(\mu_1, -\mu_n) \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ P_{\alpha \beta 11}(\mu_n, -\mu_1) & \cdots & P_{\alpha \beta 11}(\mu_n, -\mu_n) & \cdots & P_{\alpha \beta 12}(\mu_n, -\mu_1) & \cdots & P_{\alpha \beta 12}(\mu_n, -\mu_n) \\ P_{\alpha \beta 21}(\mu_1, -\mu_1) & \cdots & P_{\alpha \beta 21}(\mu_1, -\mu_n) & \cdots & P_{\alpha \beta 22}(\mu_1, -\mu_1) & \cdots & P_{\alpha \beta 22}(\mu_1, -\mu_n) \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ P_{\alpha \beta 21}(\mu_n, -\mu_1) & \cdots & P_{\alpha \beta 21}(\mu_n, -\mu_n) & \cdots & P_{\alpha \beta 22}(\mu_n, -\mu_1) & \cdots & P_{\alpha \beta 22}(\mu_n, -\mu_n) \end{bmatrix}
\]
and \( \bar{\mu} \) and \( \bar{a} \) are the \( 2n \times 2n \) diagonal matrices

\[
\bar{\mu} = \text{diag}[\mu_1, \ldots, \mu_n, \mu_1, \ldots, \mu_n] \tag{36}
\]

\[
\bar{a} = \text{diag}[a_1, \ldots, a_n, a_1, \ldots, a_n] \tag{37}
\]

In the above equation \( \pm \mu_i \) are the zeroes of the Legendre polynomial \( P_{2n}(\mu) \) and \( a_i \) are the corresponding Christoffel weighting functions and we made use of the relations \( a_i = a_{-i} \) and \( \mu_i = -\mu_{-i} \).

The system of \( 8n \) first-order differential equations, (31) and (32), can be cast into more compact form by defining \( 4n \times 1 \) matrices \( \bar{I}_a \) and \( \bar{I}_s \)

\[
\begin{bmatrix}
\bar{I}_{a1} \\
\bar{I}_{a2}
\end{bmatrix}
= \begin{bmatrix}
\bar{I}_a \\
\bar{I}_s
\end{bmatrix}
\tag{38}
\]

such that upward propagating intensity \( \bar{I}^+ \) is given by

\[
\bar{I}^+ = \begin{bmatrix}
\bar{I}^+_1 \\
\bar{I}^+_2
\end{bmatrix} = \frac{1}{2} [\bar{I}_a + \bar{I}_s]
\tag{39}
\]

and where, for \( l = 1, 2 \), \( \bar{I}_{al} = \bar{I}^+_l + \bar{I}^-_l \) and \( \bar{I}_{sl} = \bar{I}^+_l - \bar{I}^-_l \). Then, from (31) and (32), we obtain

\[
\bar{\mu} \cdot \frac{d}{dz} \bar{I}_a = \bar{W} \cdot \bar{I}_s \tag{40a}
\]

\[
\bar{\mu} \cdot \frac{d}{dz} \bar{I}_s = \bar{A} \cdot \bar{I}_a \tag{40b}
\]

where \( \bar{W} \) and \( \bar{A} \) are the \( 4n \times 4n \) matrices

\[
\bar{W} = -\begin{bmatrix}
K_{c1} & 0 \\
0 & K_{c2}
\end{bmatrix} + \begin{bmatrix}
(\bar{F}_{11} - \bar{B}_{11}) & (\bar{F}_{12} + \bar{B}_{12}) \\
(\bar{F}_{21} - \bar{B}_{21}) & (\bar{F}_{22} + \bar{B}_{22})
\end{bmatrix} \cdot \bar{a} \tag{41a}
\]
\[
\begin{bmatrix}
\bar{K}_{11} & 0 \\
0 & \bar{K}_{22}
\end{bmatrix} + \begin{bmatrix}
\bar{F}_{11} + \bar{B}_{11} \\
\bar{F}_{21} + \bar{B}_{21}
\end{bmatrix} \begin{bmatrix}
\bar{F}_{12} - \bar{B}_{12} \\
\bar{F}_{22} - \bar{B}_{22}
\end{bmatrix} \cdot \bar{\alpha}
\]

(42b)

and the \( \bar{\mu} \) and \( \bar{\alpha} \) are \( 4n \times 4n \) diagonal matrices

\[
\bar{\mu} = \text{diag}[\mu_1, \ldots, \mu_n, \mu_1, \ldots, \mu_n, \mu_1, \ldots, \mu_n]
\]

(41a)

\[
\bar{\alpha} = \text{diag}[\alpha_1, \ldots, \alpha_n, \alpha_1, \ldots, \alpha_n, \alpha_1, \ldots, \alpha_n]
\]

(42b)

The homogeneous solution can be obtained in the form

\[
\bar{T}_u = \bar{T}_{u0} e^{\alpha z}
\]

(43a)

\[
\bar{T}_s = \bar{T}_{s0} e^{\alpha z}
\]

(43b)

Substituting the above equations into (40a) and (40b), we now have \( 4n \) eigenvalue equations.

\[
(\bar{\mu}^{-1} \cdot \bar{W} \cdot \bar{\mu}^{-1} \cdot \bar{A} - \alpha^2 \bar{I}) \cdot \bar{T}_{u0} = 0
\]

(44)

\[
\bar{T}_{u0} = \alpha^{-1} \bar{\mu}^{-1} \cdot \bar{A} \cdot \bar{T}_{u0}
\]

(45)

where \( \bar{I} \) is an identity matrix. Thus, if \( \alpha \) is an eigenvalue, so is \(-\alpha\). Once the eigenvalues \( \alpha \), and the corresponding eigenvectors \( \bar{T}_{ui} \) are obtained, we let \( \bar{E} = (\bar{T}_{u1}, \bar{T}_{u2}, \ldots, \bar{T}_{u4n}) \) be the \( 4n \times 4n \) eigenmatrix. Then the total solution for the upward propagating intensity is given by

\[
\bar{T}^+ = (\bar{E} + \bar{Q}) \cdot \bar{D}(x) \cdot \bar{z} + (\bar{E} - \bar{Q}) \cdot \bar{U}(x + d) \cdot \bar{y}
\]

(46)

where

\[
\bar{Q} = \bar{\mu}^{-1} \cdot \bar{A} \cdot \bar{E} \cdot \bar{\alpha}^{-1}
\]

(47)
and \( z \) and \( y \) are the \( 4n \times 1 \) matrices which represent \( 8n \) unknowns to be determined by the boundary conditions.

In a similar manner, the downward propagating intensity \( \overline{I}^- \) can be calculated. We obtain,

\[
\overline{I}^- = (\overline{E}' + \overline{Q}') \cdot \overline{D}(z) \cdot \overline{z} + (\overline{E}' - \overline{Q}') \cdot \overline{U}(z - d) \cdot \overline{y}
\]  

where

\[
\overline{E}' = \overline{\mu}^{-1} \cdot \overline{W}' \cdot \overline{Q} \cdot \overline{\nu}^{-1}
\]  

\[
\overline{Q}' = \overline{\mu}^{-1} \cdot \overline{A}' \cdot \overline{E} \cdot \overline{\nu}^{-1}
\]

and

\[
\overline{W}' = \begin{bmatrix}
\overline{K}_{1,1} & 0 \\
0 & -\overline{K}_{2,2}
\end{bmatrix} + \begin{bmatrix}
(\overline{F}_{11} - \overline{B}_{11}) & (\overline{F}_{12} - \overline{B}_{12}) \\
-(\overline{F}_{21} - \overline{B}_{21}) & -(\overline{F}_{22} - \overline{B}_{22})
\end{bmatrix} \cdot \overline{\nu}^{-1} \]  

\[
\overline{A}' = \begin{bmatrix}
-\overline{K}_{1,1} & 0 \\
0 & \overline{K}_{2,2}
\end{bmatrix} + \begin{bmatrix}
-(\overline{F}_{11} - \overline{B}_{11}) & -(\overline{F}_{12} - \overline{B}_{12}) \\
(\overline{F}_{21} - \overline{B}_{21}) & (\overline{F}_{22} - \overline{B}_{22})
\end{bmatrix} \cdot \overline{\nu}^{-1} \]

In the random medium model, the eigenvalue equations can be simplified further since there is no coupling between the first three Stokes parameters, \( I_n, I_b, \) and \( U \), and the last Stokes parameter \( V \) in the scattering function matrix. However, the Stokes parameters \( U \) and \( V \) are coupled together in the boundary conditions and, in general, we have to keep all four Stokes parameters.
The boundary conditions, which are to be used to determine the constants \( \bar{z} \) and \( \bar{y} \) of the upward and downward propagating intensities given by (46) and (51), are, at \( z = -d \),

\[
\bar{T}^+(z = -d) = \bar{R}_{12} \cdot \bar{T}^-(z = -d)
\]

(54)

and at \( z = 0 \)

\[
\bar{T}^-(z = 0) = \bar{R}_{10} \cdot \bar{T}^+(z = 0) - \bar{T}_{11} \cdot \bar{T}^-\bar{1}
\]

(55)

where \( \bar{R}_{12} \) and \( \bar{R}_{10} \) are the \( 4n \times 4n \) matrices which are obtained by evaluating the \( 4 \times 4 \) coupling matrices \( \bar{R}_{12}(\vartheta) \) and \( \bar{R}_{10}(\vartheta) \) at \( n \) discrete quadrature angles, and \( \bar{T}_{11} \) is the \( 4n \times 4n \) matrix which is obtained by evaluating the coupling matrix \( \bar{T}_{11} \) at the quadrature angles. The \( n_f \) is the number of quadrature angles in region 0 and the quadrature angles are related by the Snell's law. Since \( \epsilon'_i \geq \epsilon_\infty \), we have \( n_f \leq n \). Thus, for the quadrature angles in region 1 which are greater than the critical angle between regions 1 and 0, \( \vartheta_i \), where \( i > n_f \), there is no incident intensity. In the above equation (55), the incident intensity \( \bar{T}_{11} \) is obtained by discretizing the incident intensity given by (20), which is given in terms of the delta function. One way to bypass the problem of discretizing the delta function is to change the source term at the boundary into the source term in the volume by calculating the zeroth-order solution explicitly and using the radiative transfer equations for the higher order terms with the zeroth-order solution acting as the volume source [Fung and Chen, 1981b]. In this section we discretize the delta function in a consistent manner and keep the source term at the boundary. This approach gives the same solution as the other approach and also the formulation does not have to be changed when the boundary conditions are changed to incorporate the rough surface scattering [Fung and Chen, 1981b].
Consider an integral given by

$$I = \int_{\theta_0}^{\theta_1} d\theta' \sin \theta' f(\theta, \theta') g(\theta')$$  \hspace{1cm} (56)$$

Using the Gaussian quadrature method the integral $I$ is approximated as

$$I \approx \sum_{j=-n}^{n} a_j f(\theta_j, \theta_{\alpha_j}) g_j$$  \hspace{1cm} (57)$$

If we now let $g(\theta') = \delta(\cos \theta' - \cos \theta_{\alpha})$ where $\theta_{\alpha}$ is one of the quadrature angles in region 0, then the integral $I$ can be evaluated exactly to give

$$I = f(\theta, \theta_{\alpha}) \frac{\epsilon_\alpha \cos \theta_{\alpha}}{\epsilon_1 \cos \theta_i}$$  \hspace{1cm} (58)$$

where $\theta_i$ is the corresponding incident angle in region 1 which is related to $\theta_{\alpha}$ by Snell's law, and we made use of [Tsang and Kong, 1978]

$$d\theta' \sin \theta' d\phi' = d\theta_i \sin \theta_i \frac{\epsilon_\alpha \cos \theta_{\alpha}}{\epsilon_1 \cos \theta_i} d\phi_i$$  \hspace{1cm} (59)$$

Therefore, comparing (58) with (57), we obtain the discrete form for the delta function:

$$g_j = \delta_{j\alpha} \frac{1}{a_j} \frac{\epsilon_\alpha \cos \theta_{\alpha}}{\epsilon_1 \cos \theta_i}$$  \hspace{1cm} (60)$$

where

$$\delta_{j\alpha} = \begin{cases} 1 & \text{if } j = \alpha \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (61)$$

The incident intensities for even and odd terms in each harmonics, given by (20), can now be cast into the quadrature form by making use of the above relations.
Substituting in the expressions for the upward and downward propagating intensities into the boundary conditions (54) and (55), we obtain the following $8n$ equations for $8n$ unknowns $\bar{z}$ and $\bar{y}$:

\[
\begin{align*}
\left[ (\bar{E}' - \bar{Q}) - \bar{R}_{11} \cdot (\bar{E} + \bar{Q}) \right] \cdot \bar{z} + \left[ (\bar{E}' - \bar{Q}) - \bar{R}_{11} \cdot (\bar{E} - \bar{Q}) \right] \cdot \bar{D}(-d) \cdot \bar{y} &= \bar{T}_{10}^{-1} \cdot \bar{I}_{10} \quad (62a) \\
\left[ (\bar{E} + \bar{Q}) - \bar{R}_{12} \cdot (\bar{E}' + \bar{Q}') \right] \cdot \bar{D}(-d) \cdot \bar{z} + \left[ (\bar{E} + \bar{Q}) - \bar{R}_{12} \cdot (\bar{E}' + \bar{Q}') \right] \cdot \bar{y} &= 0 \quad (62b)
\end{align*}
\]

The above equations can be solved for the constants $\bar{z}$ and $\bar{y}$ for each cases when the incident intensity is at one of the quadrature angles. Note that in the halfspace random medium case when $d \to \infty$, $\bar{D} \to 0$ and the equations for $\bar{z}$ and $\bar{y}$ become decoupled and the matrix equation does not become singular [Fung and Chen, 1981b]. This is due to the form of the solution assumed in (46) and (51).

Once the constants $\bar{z}$ and $\bar{y}$ are determined, the scattered intensities from region 1 to region 0, represented by the first term on the right-hand-side of (6), can be determined. We have

\[
\bar{I}_{10} = \bar{T}_{10} \cdot \bar{I}^+(z = 0)
\]

\[
= \bar{T}_{10} \cdot \left[ (\bar{E} + \bar{Q}) \cdot \bar{z} + (\bar{E} - \bar{Q}) \cdot \bar{D}(-d) \cdot \bar{y} \right] \quad (63)
\]

Thus, the complete solution can be obtained by solving the radiative transfer equations using the Gaussian quadrature method for each harmonic as outlined above and reintroducing the azimuthal dependence. The total scattered intensities in region 0 is given by

\[
\bar{I}_{10}(\phi) = \left\{ \bar{R}_{01} + \bar{T}_{10} \cdot \left[ \bar{I} - \bar{R}_{10} \cdot \bar{R}_{12} \cdot \exp[-\bar{\mu}^{-1} \cdot \bar{R} \cdot d] \right]^{-1} \cdot \bar{T}_{10} \right\} \cdot \bar{I}_{10} \cdot \delta(\phi_{\alpha} - \phi_{\alpha})
\]
\[
- \sum_{m=1}^{M} \left\{ \widetilde{I}_{11} \cdot \left[ \widetilde{I}^{m,-} (z = 0) - \left[ \widetilde{I} - \widetilde{R}_{11} \cdot \widetilde{R}_{12} \cdot \exp \{} - \mu^{-1} \cdot \widetilde{K} \cdot d \{ \right]^{-1} \cdot \widetilde{N}_{11} \cdot \widetilde{T}^{m,+} \right] \cos m(\phi_\lambda - \phi_\delta) \\
+ \widetilde{I}_{11} \cdot \widetilde{I}^{m,-} (z = 0) \sin m(\phi_\lambda - \phi_\delta) \right\}
\]

(64)

where we have summed up the zeroth-order solution and \( \widetilde{I}^{m,-} (z = 0) \) and \( \widetilde{I}^{m,+} (z = 0) \) are the upward propagating \( m \)th cosine and sine harmonics evaluated at \( z = 0 \). Once the scattered intensities in region 0 are obtained, the bistatic scattering coefficients and the backscattering cross sections can be obtained from (7) and (8). We note that if we are only interested in calculating the scattering intensities for vertically or horizontally polarized intensities only, then we only need to calculate the even series. This is because the odd series, represented by (14b), are zero due to the fact the incident intensity for the odd series as given by (21b) is zero.
7.5 Results and Discussion

The backscattering cross sections and the bistatic scattering coefficients are calculated and illustrated for the various cases. In our calculations \( n = 16 \) is used. The backscattering cross sections are illustrated as functions of frequency and incident angle. The bistatic scattering coefficients are plotted as functions of scattering angles \( \theta \) and \( \phi \).

In Fig. 7.2 the horizontally polarized and depolarized backscattering cross sections are plotted as a function of frequency for a 48cm thick random medium. Backscattering cross sections increase as frequency is increased. This is due to the fact that as frequency increases the albedo \( |K_s/(K_a + K_s)| \) increases and the scattering becomes dominant over the absorption. Also, the difference between the like-like polarized return and the depolarized return decreases. In Fig. 7.3 the backscattering cross sections are plotted as a function of incident angle at 10 GHz.

In Fig. 7.4, the bistatic scattering coefficients \( \gamma_{hh} \) and \( \gamma_{vh} \) are plotted as a function of scattering angle \( \theta \). The positive \( \theta \) corresponds to the forward scattering case where \( \phi_s = 0 \) whereas negative \( \theta \) corresponds to the backward scattering case with \( \phi_s = 180^\circ \). We note that there is symmetry about the \( \theta = 0 \) axis which is the typical of Rayleigh scatterers. For correlation lengths small compared to the wavelength, the scattering pattern of the random medium is that of the Rayleigh scatterers [Tsang and Kong, 1976b]. The number of harmonics needed in this case was three which is the same as the case involving Rayleigh scatterers [Shin and Kong, 1981]. In Fig. 7.5 we show the bistatic scattering coefficients for larger correlation length \( t_m \). Unlike the previous case there is no symmetry. The number of harmonics needed in the computation is also larger than the previous case.
In Figs. 7.6–7.9, the bistatic scattering coefficients are plotted as a function of azimuthal scattering angle $\phi_z$ for $\theta_i = \theta_r = 33^\circ$. We only plot from $\phi_z = 0^\circ$ to $\phi_z = 180^\circ$ because the bistatic scattering coefficients are symmetrical. In Fig. 7.6, the bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vh}$ are plotted for the case of small correlation length $l_{\rho}$. There is a symmetry in the bistatic scattering coefficients about $\phi_z = 90^\circ$. In Fig. 7.7, $\gamma_{hh}$ and $\gamma_{vv}$ are compared. We note there is no symmetry for the bistatic scattering coefficient $\gamma_{vv}$. In Figs. 7.8 and 7.9, the bistatic scattering coefficients are plotted for the case of large correlation length $l_{\rho}$. We note that the scattering coefficients are more peaked toward the forward scattering direction and that there is no symmetry about the $\phi_z = 90^\circ$ axis.
Appendix A: Scattering Function Matrix, Scattering Coefficient, and Absorption Coefficient for the Random Medium

The scattering function matrix have been derived for the random medium whose fluctuating permittivity is characterized by the correlation function

\[ \langle \epsilon_f(\mathbf{r}')\epsilon_f(\mathbf{r}'') \rangle = \delta \epsilon^2 \epsilon \delta(\mathbf{r}' - \mathbf{r}'') \]  \hspace{1cm} (A1)

where \( \delta \) is the variance of the fluctuation and the function \( \delta(\mathbf{r}' - \mathbf{r}'') \) is the normalized correlation function. The scattering function matrix is given by [Tsang and Kong, 1978]

\[ \overline{P}(\theta, \phi; \theta', \phi') = \frac{\pi k^4 \delta}{2} \Phi(\theta, \phi; \theta', \phi') \begin{bmatrix} p_{11} & p_{12} & p_{13} & 0 \\ p_{21} & p_{22} & p_{23} & 0 \\ p_{31} & p_{32} & p_{33} & 0 \\ 0 & 0 & 0 & p_{44} \end{bmatrix} \]  \hspace{1cm} (A2)

where \( \Phi(\theta, \phi; \theta', \phi') \) is the spectral density of the fluctuation which is given by the Fourier transform of the correlation function and

\[ p_{11} = \sin^2 2\theta \sin^2 2\theta' + 2 \sin 2\theta \sin 2\theta' \cos 2\theta \cos 2\theta' \cos(\phi - \phi') + \cos^2 2\theta \cos^2 2\theta' \cos^2(\phi - \phi') \]  \hspace{1cm} (A3)

\[ p_{12} = \cos^2 2\theta \sin^2(\phi - \phi') \]  \hspace{1cm} (A4)

\[ p_{13} = \cos 2\theta \sin 2\theta' \cos(\phi - \phi') + \cos^2 2\theta \cos 2\theta' \sin(\phi - \phi') \cos(\phi - \phi') \]  \hspace{1cm} (A5)

\[ p_{21} = \cos 2\theta' \sin^2(\phi - \phi') \]  \hspace{1cm} (A6)

\[ p_{22} = \cos^2(\phi - \phi') \]  \hspace{1cm} (A7)

\[ p_{23} = - \cos 2\theta' \sin(\phi - \phi') \cos(\phi - \phi') \]  \hspace{1cm} (A8)
\( p_{31} = -2 \sin \theta \sin \theta' \cos \theta' \sin(\phi - \phi') - 2 \cos \theta \cos^2 \theta' \cos(\phi - \phi') \sin(\phi - \phi') \tag{A9} \)

\( p_{32} = 2 \cos \theta \sin(\phi - \phi') \cos(\phi - \phi') \tag{A10} \)

\( p_{33} = \sin \theta \sin \theta' \cos(\phi - \phi') - \cos \theta \cos \theta' \cos \theta(\phi - \phi') - \sin \theta \sin \theta' \tag{A11} \)

\( p_{44} = \sin \theta \sin \theta' \cos(\phi - \phi') + \cos \theta \cos \theta' \tag{A12} \)

For the correlation function we assume Gaussian dependence laterally and exponential dependence vertically

\[ b(\vec{r}' - \vec{r}'') = \exp \left[-\frac{(x' - x'')^2 + (y' - y'')^2}{l_r^2} - \frac{|z' - z''|^2}{l_z^2} \right] \tag{A13} \]

Then the spectral density is given by

\[ \Phi(\theta, \phi; \theta', \phi') = \frac{l_z l_r^2}{4\pi^2 |1 + k_1^2 l_z^2 (\cos \theta' - \cos \theta)^2|} \exp \left[-\frac{k_1^2 l_z^2}{4} |\sin^2 \theta' + \sin^2 \theta - 2 \sin \theta' \sin \theta \cos(\phi' - \phi)| \right] \tag{A14} \]

The scattering coefficient \( \bar{K}_s(\theta) \) is given by

\[ \bar{K}_s(\theta) = \begin{bmatrix} K_r & 0 & 0 & 0 \\ 0 & K_h & 0 & 0 \\ 0 & 0 & \frac{K_r + K_h}{2} & 0 \\ 0 & 0 & 0 & \frac{K_r + K_h}{2} \end{bmatrix} \tag{A15} \]

where

\[ K_r(\theta') = \int_{4\pi} d\Omega \frac{\pi k_1^4 \delta}{2} \Phi(\theta, \phi; \theta', \phi') [p_{11}(\theta, \phi; \theta', \phi') + p_{21}(\theta, \phi; \theta', \phi')] \tag{A16} \]

\[ K_h(\theta') = \int_{4\pi} d\Omega \frac{\pi k_1^4 \delta}{2} \Phi(\theta, \phi; \theta', \phi') [p_{12}(\theta, \phi; \theta', \phi') + p_{22}(\theta, \phi; \theta', \phi')] \tag{A17} \]

and the \( d\Omega \) integration is carried over a \( 4\pi \) solid angle. The absorption coefficient \( K_a \) is given by

\[ K_a = 2k_1'' \tag{A18} \]

where \( k_1'' \) is the imaginary part of the wave number in region 1.
Appendix B: Coupling Matrices for Stokes Parameters at Planar Dielectric Interface

The coupling matrices in the boundary conditions take the form [Tsang and Kong, 1978; Shin and Kong, 1981], for \( \alpha, \beta = 0.1, 2, \)

\[
\begin{bmatrix}
t_{\nu\alpha}(\theta_n) & 0 & 0 & 0 \\
0 & t_{h\alpha}(\theta_n) & 0 & 0 \\
0 & 0 & g_{\nu\alpha}(\theta_n) & -h_{\nu\alpha}(\theta_n) \\
0 & 0 & h_{\nu\alpha}(\theta_n) & g_{\nu\alpha}(\theta_n)
\end{bmatrix}
\]  

(B1)

and

\[
\begin{bmatrix}
r_{\nu\alpha}(\theta_n) & 0 & 0 & 0 \\
0 & r_{h\alpha}(\theta_n) & 0 & 0 \\
0 & 0 & W_{\nu\alpha}(\theta_n) & -Z_{\nu\alpha}(\theta_n) \\
0 & 0 & Z_{\nu\alpha}(\theta_n) & W_{\nu\alpha}(\theta_n)
\end{bmatrix}
\]  

(B2)

where

\[
t_{\nu\alpha}(\theta_n) = 1 - r_{\nu\alpha}(\theta_n)
\]  

(B3)

\[
t_{h\alpha}(\theta_n) = 1 - r_{h\alpha}(\theta_n)
\]  

(B4)

\[
g_{\nu\alpha}(\theta_n) = (\cos \phi_{\nu\alpha} / \cos \theta_n) \text{Re}(Y_{\nu\alpha}X_{\nu\alpha}^*)
\]  

(B5)

\[
h_{\nu\alpha}(\theta_n) = (\cos \phi_{\nu\alpha} / \cos \theta_n) \text{Im}(Y_{\nu\alpha}X_{\nu\alpha}^*)
\]  

(B6)

for \( \theta_n \) less than the critical angle, otherwise

\[
g_{\nu\alpha}(\theta_n) = h_{\nu\alpha}(\theta_n) = 0
\]  

(B7)

and

\[
X_{\nu\alpha}(\theta_n) = 1 - R_{\nu\alpha}(\theta_n)
\]  

(B8)

\[
Y_{\nu\alpha}(\theta_n) = 1 - S_{\nu\alpha}(\theta_n)
\]  

(B9)
where \( R_{\alpha}(\varphi_{\alpha}) \) and \( S_{\alpha}(\varphi_{\alpha}) \) are the TE and TM Fresnel reflection coefficients, and

\[
\begin{align*}
\tau_{\alpha}(\varphi_{\alpha}) &= |S_{\alpha}(\varphi_{\alpha})|^2 \\
\tau_{\beta}(\varphi_{\beta}) &= |R_{\alpha}(\varphi_{\alpha})|^2 \\
W_{\alpha}(\varphi_{\alpha}) &= \text{Re}(S_{\alpha}R_{\alpha}^*) \\
Z_{\alpha}(\varphi_{\alpha}) &= \text{Im}(S_{\alpha}R_{\alpha}^*)
\end{align*}
\]
Appendix C: Fourier Series Expansion of the Scattering Function Matrix

The scattering function matrix given in Appendix A can be expanded into the cosine and sine series as follows:

\[
\overline{P}(\theta, \phi : \theta', \phi') = \sum_{m=1}^{\infty} \frac{1}{(m+1)\pi} \left[ \overline{P}^{m*}(\theta, \phi') \cos m(\phi - \phi') + \overline{P}^{m*}(\theta, \phi') \sin m(\phi - \phi') \right]
\]  
(C1)

where

\[
\overline{P}^{m*}(\theta, \phi') = q(\theta, \phi')
\]

\[
\begin{bmatrix}
P^{m*}_{11} & P^{m*}_{12} & 0 & 0 \\
0 & 0 & P^{m*}_{22} & P^{m*}_{23} \\
0 & 0 & P^{m*}_{32} & P^{m*}_{33} \\
P^{m*}_{41} & P^{m*}_{42} & 0 & 0
\end{bmatrix}
\]
(C2)

\[
\overline{P}^{m*}(\theta, \phi') = q(\theta, \phi')
\]

\[
\begin{bmatrix}
0 & 0 & P^{m*}_{13} & P^{m*}_{14} \\
0 & 0 & P^{m*}_{23} & P^{m*}_{24} \\
P^{m*}_{31} & P^{m*}_{32} & 0 & 0 \\
P^{m*}_{41} & P^{m*}_{42} & 0 & 0
\end{bmatrix}
\]
(C3)

with

\[
q(\theta, \phi') = \frac{\delta k^{*4}}{4 \left[ 1 + k^{*2} \ell_2^2 (\cos \theta - \cos \theta')^2 \right]}
\]
(C4)

\[
p^{m*}_{11} = e^{-n} \left[ \sin^2 \theta \sin^2 \theta' I_m(x) + \sin \phi \sin \phi' \cos \theta \cos \theta' (I_{m-1}(x) + I_{m+1}(x)) \right] + \cos^2 \theta \cos^2 \theta' \left( \frac{1}{4} I_m(x) + \frac{1}{4} I_{m-2}(x) + \frac{1}{4} I_{m+2}(x) \right)
\]
(C5)

\[
p^{m*}_{12} = e^{-n} \cos^2 \theta \frac{1}{2} \left[ I_m(x) - \frac{1}{2} (I_{m-2}(x) + I_{m+2}(x)) \right]
\]
(C6)

\[
p^{m*}_{21} = e^{-n} \cos^2 \theta \frac{1}{2} \left[ I_m(x) - \frac{1}{2} (I_{m-2}(x) + I_{m+2}(x)) \right]
\]
(C7)

\[
p^{m*}_{22} = e^{-n} \frac{1}{2} \left[ I_m(x) + \frac{1}{2} (I_{m-2}(x) + I_{m+2}(x)) \right]
\]
(C8)
\[ p_{33}^{m\nu} = e^{-\gamma} \frac{1}{2} \left[ \sin \theta \sin \theta' (I_{m-1}(x) + I_{m+1}(x)) + \cos \theta \cos \theta' (I_{m-2}(x) + I_{m+2}(x)) \right] \] (C9)

\[ p_{44}^{m\nu} = e^{-\gamma} \left[ \cos \theta \cos \theta' I_m(x) + \sin \theta \sin \theta' \frac{1}{2} (I_{m-1}(x) - I_{m+1}(x)) \right] \] (C10)

\[ p_{34}^{m\nu} = p_{43}^{m\nu} = 0 \] (C11)

\[ p_{13}^{m\nu} = e^{-\gamma} \cos \frac{\phi}{2} \frac{1}{2} \left[ \sin \theta \sin \theta' (I_{m-1}(x) - I_{m+1}(x)) + \frac{1}{2} \cos \theta \cos \theta' (I_{m-2}(x) - I_{m+2}(x)) \right] \] (C12)

\[ p_{23}^{m\nu} = -e^{-\gamma} \cos \theta' \frac{1}{4} (I_{m-2}(x) - I_{m+2}(x)) \] (C13)

\[ p_{33}^{m\nu} = -e^{-\gamma} \cos \theta' \left[ \sin \theta \sin \theta' (I_{m-1}(x) - I_{m+1}(x)) + \frac{1}{2} \cos \theta \cos \theta' (I_{m-2}(x) - I_{m+2}(x)) \right] \] (C14)

\[ p_{22}^{m\nu} = e^{-\gamma} \cos \theta' \frac{1}{2} (I_{m-2}(x) - I_{m+2}(x)) \] (C15)

\[ p_{14}^{m\nu} = p_{24}^{m\nu} = p_{41}^{m\nu} = p_{42}^{m\nu} = 0 \] (C16)

\[ y = \frac{1}{4} k_{1\nu}^2 \frac{1}{2} (\sin^2 \theta + \sin^2 \theta') \] (C17)

\[ z = \frac{1}{2} k_{1\nu}^2 \sin \theta \sin \theta' \] (C18)

and \( I_m \) is the \( m \)-th order modified Bessel function.
Incident intensity

\[ r_1 = E_{\text{int}} + E_{\text{if}}(T) \]

Scattered intensity

\[ z = 0 \]

Region 0

\[ \epsilon_r \]

Region 1

\[ \epsilon_1 = \epsilon_{1m} + \epsilon_{1f}(\bar{r}), \delta, \ell_z, \ell_r \]

\[ \langle \epsilon_{1f}(\bar{r}) \epsilon_{1f}(\bar{r}') \rangle = \epsilon_{1m}^2 \delta \exp \left[ -\frac{(x-x')^2 + (y-y')^2 + (z-z')^2}{\ell_z^2} \right] \]

Region 2

\[ \epsilon_2 \]

Figure 7.1 Geometrical configuration of the problem.
Figure 7.2  Backscattering cross sections as a function of frequency.
Backscattering cross sections as a function of incident angle at 10 GHz.

Figure 7.3
Figure 7.4  Bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vh}$ as a function of scattering angle $\theta$, at 10 GHz.
Figure 7.5  Bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vh}$ as a function of scattering angle $\theta$ at 10 GHz.
Figure 7.6  Bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vh}$ as a function of azimuthal scattering angle $\phi_s$ at 10 GHz.
Figure 7.7 Bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vv}$ as a function of azimuthal scattering angle $\phi_s$ at 10 GHz.
Figure 7.8  Bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vh}$ as a function of azimuthal scattering angle $\phi_s$ at 10 GHz.
Bistatic scattering coefficients $\gamma_{hh}$ and $\gamma_{vv}$ as a function of azimuthal scattering angle $\phi_s$, at 10 GHz.

Figure 7.9
The scattering from multi-layered random medium is studied using the radiative transfer theory. Bistatic scattering coefficients are obtained by numerically solving the radiative transfer equations using Fourier-series expansion in the azimuthal direction and the Guassian quadrature method. The effective boundary conditions are derived which reduce the complexity of the problem to that of a two-layer case. Theoretical results are compared and illustrated for the various cases.
8.1 Introduction

In the microwave remote sensing of earth terrain, multi-layered random medium or discrete scatterer models have been applied to account for the volume scattering effects. The multi-layered models have shown to be more realistic in interpreting the remote sensing data [Tsang et al., 1975, 1977; Njoku and Kong, 1977; Tsang and Kong, 1979]. In the passive remote sensing the radiative transfer theory has been used to study thermal microwave emission from a multi-layered random medium with laminar structures [Djermakoye and Kong, 1979]. The propagation matrix formulism is applied to obtain closed form solutions. For the inhomogeneous slab random medium with nonuniform scattering, absorption and temperature profiles in the vertical direction, the method of invariant imbedding has been used [Tsang and Kong, 1977b]. The boundary value problem of the radiative transfer equations is converted to an initial value problem starting at zero slab thickness. In the active remote sensing, the scattering from multi-layered random medium has been solved using the Born approximation and the propagation matrix formulism [Zuniga et al., 1979]. The radiative transfer theory also has been applied to scattering from multi-layer of Rayleigh scatterers with rough boundaries where the iterative approach is used to obtain solutions to first-order [Shin, 1980; Karam and Fung, 1982].

In this chapter we solve the problem of scattering from a multi-layered random medium on top of homogeneous halfspace using the radiative transfer theory. The bistatic scattering coefficients are calculated using a numerical approach. A Fourier-series expansion in the azimuthal direction is used to eliminate the azimuthal \( \phi \) dependence from the radiative transfer equations. Then, the set of equations without the \( \phi \)-dependence is solved using the Gaussian quadrature method where the integrals
in the radiative transfer equations are replaced by the Gaussian quadrature and the resulting system of first-order differential equations is solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. The effective boundary conditions are derived in terms of the effective reflection matrices to reduce the complexity of the problem to that of a two-layer problem. The effective reflection matrices can be solved recursively by considering only one layer at a time. The numerical results are illustrated by plotting backscattering cross sections as a function of frequency for multi-layered cases.
8.2 Formulation

Consider a $N$-layered random medium on top of a homogeneous halfspace with permittivity $\epsilon_{N-1}$ (Fig. 8.1). The $i$-th layer is characterized by the permittivity $\epsilon_i = \epsilon_i' + \epsilon_i''$, where $\epsilon_i''$ stands for the randomly fluctuating part whose amplitude is very small and whose ensemble average is zero, and the mean permittivity has small imaginary part, $\epsilon_i = \epsilon_i'$, where $\epsilon_i'' \ll \epsilon_i'$.

We further assume that the real part of the mean permittivities of the random layers are the same, $\epsilon_i' = \epsilon_l'$ for $l = 2, 3, \ldots, N$.

The radiative transfer equations which govern the propagation of intensities inside the $i$-th random medium are, for $0 < \theta < \pi$,

$$\cos \theta \frac{d}{dz} I_i(\theta, \phi, z) = -K_{ul} I_i(\theta, \phi, z) - \overline{K_{ul}(\theta)} \cdot I_i(\theta, \phi, z) + \int_0^\pi d\theta' \sin \theta' \int_0^{2\pi} d\phi' P_{il}(\theta, \phi; \theta', \phi'). I_i(\theta', \phi', z)$$

(1)

where

$$I_i(\theta, \phi, z) = \begin{bmatrix} I_{vl}(\theta, \phi, z) \\ I_{hl}(\theta, \phi, z) \\ U_i(\theta, \phi, z) \\ V_i(\theta, \phi, z) \end{bmatrix}$$

(2)

$I_{vl}$ is the vertically polarized specific intensity, $I_{hl}$ is the horizontally polarized specific intensity, and $U_i$ and $V_i$ represent the correlation between two polarizations [Tsang and Kong, 1978; Shin and Kong, 1981]. $P_{il}(\theta, \phi; \theta', \phi')$ is a $4 \times 4$ scattering function matrix, which relates scattered intensities into the direction $(\theta', \phi')$ to the incident intensities in the direction $(\theta, \phi)$. $K_{ul}$ is the loss per unit length due to absorption, and $\overline{K_{sl}(\theta)}$ is the loss per unit length due to scattering. The random permittivity fluctuation is characterized by the variance of the fluctuation $\epsilon_i$ and the correlation function with lateral correlation length $l_{i\|}$ and vertical correlation length $l_{i\perp}$. The correlation function
is assumed to have gaussian dependence laterally and exponential dependence vertically. The scattering function matrix and the scattering coefficient have been derived by applying Born approximation with the far-field solution and are well known [Tsang and Kong, 1978].

Consider an incident wave with specific intensity \( \bar{I}_{in}(\pi - \theta, \phi, z) \) impinging from region 0, which is assumed to be free space, upon the layered random medium. The incident beam in region 0 assumes the form

\[
\bar{I}_{in}(\pi - \theta, \phi, z) = \bar{I}_{in} \delta(\cos \theta - \cos \theta_{in}) \delta(\phi - \phi_{in})
\]

where the use of Dirac delta function is made.

The boundary conditions for the specific intensities are [Tsang and Kong, 1978] for \( 0 < \theta < \pi/2 \), at \( z = d_i \) where \( i = 1, 2, \cdots, N - 1 \)

\[
\bar{I}_{i+1}(\pi - \theta, \phi, z = -d_i) = \bar{I}_i(\pi - \theta, \phi, z = -d_i)
\]

\[4\]

\[
\bar{I}_i(\theta, \phi, z = -d_i) = \bar{I}_{i+1}(\theta, \phi, z = -d_i)
\]

\[5\]

at \( z = -d_N \)

\[
\bar{I}_N(\theta, \phi, z = -d_N) = \bar{R}_{N(N+1)}(\theta) \bar{I}_{N}(\pi - \theta, \phi, z = -d_N)
\]

\[6\]

and, at \( z = 0 \)

\[
\bar{I}_1(\pi - \theta, \phi, z = 0) = \bar{R}_1(\theta, \phi, z = 0) \bar{I}_{in}(\pi - \theta, \phi, z = 0) + \bar{R}_1(\theta, \phi, z = 0)
\]

\[7\]

where we have broken up intensities in the scattering layer into upward going intensities \( \bar{I}_{i+1}(\theta, \phi, z) \) and downward going intensities \( \bar{I}_i(\pi - \theta, \phi, z) \). In the above equations \( \bar{R}_n(\theta, \phi, z) \)
represents the coupling from region 0 to region 1. $\overline{R}_{1,0}(\hat{\theta})$ represents the coupling from upward going intensities into downward going intensities at the boundary of region 1 and region 0, and $\overline{R}_{N,N-1}(\hat{\theta})$ represents similar coupling at the boundary of region $N$ and region $N-1$ (Chapter 7, Appendix B).

Once the radiative transfer equations are solved subject to the boundary conditions (4) and (5), the scattered intensity in the direction $(\eta, \phi, \iota)$ in region 0 is

$$\overline{I}_0(\theta, \phi, \iota) = \overline{I}_{1,0}(\theta, \phi, z = 0) + \overline{R}_{1,0}(\hat{\theta}) \cdot \overline{I}_1(\theta, \phi, z)$$

where $\overline{I}_{1,0}(\hat{\theta})$ represents the coupling from region 1 to region 0. The bistatic scattering coefficients $\gamma_{\alpha\beta}(\theta, \phi, \iota; \theta_{\alpha}, \phi_{\alpha})$ are defined as the ratio of the scattered power of polarization $\beta$ per unit solid angle in the direction $(\hat{\theta}, \hat{\phi})$ and the intercepted incident power of polarization $\alpha$ in the direction $(\theta, \phi)$ averaged over $4\pi$ radians [Tsang and Kong, 1978; Peake, 1959].

$$\gamma_{\alpha\beta}(\theta, \phi, \iota; \theta_{\alpha}, \phi_{\alpha}) = \frac{4\pi \frac{\cos \theta_{\alpha}}{\cos \theta_{\alpha}} \overline{I}_{\alpha\beta}(\theta, \phi, \iota)}{\cos \theta_{\alpha} \overline{I}_{\alpha\alpha}}$$

where $\alpha, \beta = v$ or $h$ with $v$ denoting vertical polarization and $h$ denoting horizontal polarization. In the backscattering direction $\hat{\theta} = \hat{\phi}$ and $\phi = \pi + \phi_{\alpha}$. The backscattering cross sections per unit area are defined to be

$$\sigma_{\alpha\beta}(\theta, \phi) = \cos \theta_{\alpha} \gamma_{\alpha\beta}(\theta, \phi, \pi + \phi_{\alpha}; \theta_{\alpha}, \phi_{\alpha})$$
8.3 Numerical Solution

The radiative transfer equations can be solved using a numerical approach. First, the azimuthal dependence from the radiative transfer equations are eliminated using the Fourier series expansion. Then, the resulting set of equations without the azimuthal dependence is solved numerically using the Gaussian quadrature method. The integrals in the radiative transfer theory are replaced by Gaussian quadratures and the resulting system of first-order differential equation with constant coefficients are solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions.

The numerical solution for the specific intensities inside the $l$-th layer is given by (Chapter 7), for each harmonic and for even or odd series,

\[
\begin{align*}
\bar{T}_i^+ &= (\bar{E}_i + \bar{Q}_i) \cdot \bar{D}_i(z + d_{i-1}) \cdot \bar{x}_i + (\bar{E}_i - \bar{Q}_i) \cdot \bar{U}_i(z + d_i) \cdot \bar{y}_i \\
\bar{T}_i^- &= (\bar{E}_i + \bar{Q}_i) \cdot \bar{D}_i(z + d_{i-1}) \cdot \bar{x}_i + (\bar{E}_i - \bar{Q}_i) \cdot \bar{U}_i(z + d_i) \cdot \bar{y}_i
\end{align*}
\]

(11a) (11b)

where $\bar{T}_i^+$ and $\bar{T}_i^-$ represent the upward and downward propagating intensities and $\bar{x}_i$ and $\bar{y}_i$ are the unknown constants.

The boundary conditions, which are to be used to determine the constants $\bar{x}_i$ and $\bar{y}_i$ of the upward and downward propagating intensities given by (11), can be obtained by discretizing the boundary conditions for the radiative transfer equations given by (4)–(7). They are, at $z = -d_i$, $l = 1, 2, \ldots, N - 1$

\[
\begin{align*}
\bar{T}_i^+(z = -d_i) &= \bar{T}_{i-1}^+(z = -d_i) \\
\bar{T}_{i-1}^-(z = -d_i) &= \bar{T}_i^-(z = -d_i)
\end{align*}
\]

(12) (13)
at \( z = -d_N \)

\[
\bar{I}_N^*(z = -d_N) = \frac{\bar{R}_{N+1}N}{1} \cdot \bar{I}_N^*(z = -d_N)
\]  \tag{14}

and at \( z = 0 \)

\[
\bar{I}_1^*(z = 0) = \bar{R}_1 \cdot \bar{I}_1^*(z = 0) + \bar{T}_{1\alpha} \cdot \bar{T}_{1\alpha}
\]  \tag{15}

Once the constants \( \bar{z}_i \) and \( \bar{y}_i \) are determined, the scattered intensities in region 0 from the random medium, represented by the first term on the right-hand-side of (8), can be determined. We have

\[
\bar{I}_{\alpha \gamma} = \bar{I}_{1\alpha} \cdot \bar{I}_1^*(z = 0)
\]

\[
= \bar{I}_{1\alpha} \cdot \left[ (\bar{E}_1 + \bar{Q}_1) \cdot \bar{z}_1 + (\bar{E}_1 - \bar{Q}_1) \cdot \bar{D}_1(-d_1) \cdot \bar{y}_1 \right]
\]  \tag{16}

The complete solution is obtained by solving the radiative transfer equations using the Gaussian quadrature method for each harmonic and reintroducing the azimuthal dependence. The total scattered intensities in region 0 is given by

\[
\bar{I}_{\alpha \gamma}(\phi, \gamma) = \left\{ \bar{R}_{1\alpha} - \bar{I}_{1\alpha} \cdot \bar{R}_{N(N+1)} \cdot \exp[-\bar{\mu}^{-1} \cdot \bar{K} \cdot d_1]^{-1} \cdot \bar{I}_{1\alpha} \right\} \cdot \bar{I}_{\alpha \gamma}(\phi, -\phi, \gamma)
\]

\[
+ \sum_{m=1}^{\infty} \left\{ \bar{I}_{1\alpha} \cdot \left[ \bar{I}_{1\alpha}^m(z = 0) - \left[ \bar{I} - \bar{I}_{1\alpha} \cdot \bar{R}_{N(N+1)} \cdot \exp[-\bar{\mu}^{-1} \cdot \bar{K} \cdot d_1]^{-1} \cdot \bar{I}_{1\alpha} \right] \bar{I}_{\alpha \gamma}^m \right] \cos m(\phi, -\phi, \gamma)
\]

\[
+ \bar{I}_{1\alpha} \cdot \bar{I}_{1\alpha}^m(z = 0) \sin m(\phi, -\phi, \gamma) \right\}
\]  \tag{17}

where

\[
\bar{R} \cdot d = \sum_{i=1}^{N} \bar{R}_{i\alpha}(d_i - d_{i-1})
\]  \tag{18}

and \( \bar{I}_{1\alpha}^m(z = 0) \) and \( \bar{I}_{1\alpha}^m(z = 0) \) are the upward propagating \( m \)th cosine and sine harmonics evaluated at \( z = 0 \). In (17) the zeroth-order solution has been summed up. Once the scattered intensities in region 0 are obtained, the bistatic scattering coefficients and the backscattering cross sections can be obtained from (9) and (10).
8.4 Effective Boundary Conditions

The problem of determining the unknown constants $x_i$ and $y_i$ by matching the boundary conditions at $N-1$ boundaries can be simplified greatly by using the effective boundary conditions. The idea is to come up with the effective boundary condition at \( z = -d_i \) in terms of the properties of the region \( l \) and the effective boundary condition at \( z = -d_i \). Thus, only a two-layer problem needs to be solved at a time. The effective boundary conditions can be derived in terms of the effective reflection matrices which can be solved recursively. Therefore, the sizes of the matrices need not be increased compared to the two-layer case and the complexity of the problem is not increased. In this way the scattered intensity can be computed very efficiently.

Consider \( l \)-th random layer for \( l = 2, 3, \ldots, N \). First, we assume that the effective boundary conditions at \( z = -d_i \) can be expressed as follows:

\[
\tilde{I}_i^+(z = -d_i) = \tilde{R}_{i(i-1)}^{\text{eff}} \tilde{I}_i^-(z = -d_i)
\]

where the effective reflection matrix contains all the information regarding \( l' \)-th layer where \( l' < l \). Our goal is to come up with an effective boundary condition at \( z = -d_i \) which relates the downward propagating intensity to the upward propagating intensity in region \( l - 1 \). Thus, the effective reflection matrix at \( z = -d_{l-1} \), \( \tilde{R}_{l(l-1)}^{\text{eff}} \), should be expressed in terms of the properties of the \( l \)-th layer and the effective reflection matrix at \( z = -d_i \). The boundary conditions at \( z = -d_{l-1} \) are given by

\[
\tilde{I}_i^-(z = -d_{l-1}) = \tilde{I}_{l-1}^-(z = -d_{l-1})
\]

and

\[
\tilde{I}_{l-1}^+(z = -d_{l-1}) = \tilde{I}_i^+(z = -d_{l-1})
\]
Substituting in the solutions for the upward and downward propagating intensities, given by (11), into the boundary conditions (19) and (20), we obtain

\[
(\overline{E}_i' + \overline{Q}_i') \overline{z}_i - (\overline{E}_i' - \overline{Q}_i') \overline{D}(-(d_i - d_{i-1})) \cdot \overline{y}_i = \overline{I}_{i-1}^- (z = -d_{i-1}) \tag{22}
\]

\[
\left[ (\overline{E}_i + \overline{Q}_i) - \overline{R}_{ll(i+1)}^\text{eff}, (\overline{E}_i' + \overline{Q}_i') \right] \overline{D}(-(d_i - d_{i-1})) \overline{z}_i + \left[ (\overline{E}_i + \overline{Q}_i) - \overline{R}_{ll(i-1)}^\text{eff}, (\overline{E}_i' - \overline{Q}_i') \right] \overline{y}_i = 0 \tag{23}
\]

The above equations can be solved for the constants \( \overline{z}_i \) and \( \overline{y}_i \). We let

\[
\begin{bmatrix}
\overline{z}_i \\
\overline{y}_i
\end{bmatrix}
= \begin{bmatrix}
\overline{x}_i \\
\overline{y}_i
\end{bmatrix}
\tag{24}
\]

\[
\overline{M}_l = \begin{bmatrix}
\overline{M}_{11} & \overline{M}_{12} \\
\overline{M}_{21} & \overline{M}_{22}
\end{bmatrix}
\tag{25}
\]

\[
\overline{N}_l = \begin{bmatrix}
\overline{I}_l \\
0
\end{bmatrix}
\tag{26}
\]

where

\[
\overline{M}_{11} = (\overline{E}_i' + \overline{Q}_i') \tag{27a}
\]

\[
\overline{M}_{12} = (\overline{E}_i' - \overline{Q}_i') \cdot \overline{D}(-(d_i - d_{i-1})) \tag{27b}
\]

\[
\overline{M}_{21} = \left[ (\overline{E}_i + \overline{Q}_i) - \overline{R}_{ll(i-1)}^\text{eff}, (\overline{E}_i' + \overline{Q}_i') \right] \cdot \overline{D}(-(d_i - d_{i-1})) \tag{27c}
\]

\[
\overline{M}_{22} = (\overline{E}_i - \overline{Q}_i) - \overline{R}_{ll(i+1)}^\text{eff}, (\overline{E}_i' - \overline{Q}_i') \tag{27d}
\]

Then, (22) and (23) can be written in compact form as

\[
\overline{M}_l \overline{z}_i = \overline{N}_l \cdot \overline{I}_{i-1}^- (z = -d_{i-1}) \tag{28}
\]
Therefore, the constants \( \bar{x}_l \) and \( \bar{y}_l \) are given in terms of \( \bar{T}^-_{i-1}(z = -d_{i-1}) \).

\[
\bar{c}_l = \overline{M}_l^{-1} \overline{N}_l \bar{T}^-_{i-1}(z = -d_{i-1}) \tag{29}
\]

The boundary condition (21) can now be used to relate \( \bar{T}^-_{i-1} \) to \( \bar{T}^-_{i-1} \). Substituting (11) into (21), we have

\[
\bar{T}^+_{i-1}(z = -d_{i-1}) = (\overline{E}_l + \overline{Q}_l) \cdot \bar{x}_l + (\overline{E}_l - \overline{Q}_l) \cdot \overline{D}(-(d_l - d_{i-1})) \cdot \bar{y}_l \tag{30}
\]

We let

\[
\overline{L}_l = \begin{bmatrix} \overline{L}_{1,l} & \overline{L}_{2,l} \end{bmatrix} \tag{31}
\]

where

\[
\overline{L}_{1,l} = (\overline{E}_l + \overline{Q}_l) \tag{32a}
\]

\[
\overline{L}_{2,l} = (\overline{E}_l - \overline{Q}_l) \cdot \overline{D}(-(d_l - d_{i-1})) \tag{32b}
\]

Then, substituting (29) into (30) we obtain the following effective boundary condition at \( z = -d_{i-1} \):

\[
\bar{T}^-_{i-1}(z = -d_{i-1}) = \overline{R}_{i-1}^{\text{eff}} \bar{T}^-_{i-1}(z = -d_{i-1}) \tag{33}
\]

where

\[
\overline{R}_{i-1}^{\text{eff}} = \overline{L}_l \cdot \overline{M}_l^{-1} \cdot \overline{N}_l \tag{34}
\]

The above effective reflection matrix at \( z = -d_{i-1} \) is defined in terms of the properties of the \( l \)-th layer and the effective reflection matrix at \( z = -d_i \). Therefore, the effective
reflection matrix can be calculated recursively and we only need to consider a two-layer problem at a time. Note that at $z = -d_N$, we have

$$\frac{\overline{R}_{N+1}}{\overline{R}_{N}^{eff}} = \overline{R}_{N}^{eff}$$

(35)

We start the calculation at the $N$-th layer where $\overline{R}_{N}^{eff}$ is known and obtain the effective reflection matrix at $z = -d_{N-1}$. Once $\overline{R}_{N-1}^{eff}$ is obtained we start over and calculate the effective reflection matrix at $z = -d_{N-2}$. This is repeated until we have calculated $\overline{R}_{1}^{eff}$, the effective reflection matrix at $z = -d_1$. In region 1, we obtain the following equations for the constants $\bar{x}_1$ and $\bar{y}_1$ upon matching the boundary conditions:

$$\left[ \overline{(E'_{1} + \overline{Q}_{1})} - \overline{R}_{10} \cdot \overline{(E'_{1} + \overline{Q}_{1})} \right] \cdot \bar{x}_1 + \left[ \overline{(E'_{1} - \overline{Q}_{1})} - \overline{R}_{10} \cdot \overline{(E'_{1} - \overline{Q}_{1})} \right] \cdot \overline{D}_{1}(-d_1) \cdot \bar{y}_1 = \overline{T}_{01} \cdot \overline{I}_{4}$$

(36)

$$\left[ \overline{(E_{1} + \overline{Q}_{1})} - \overline{R}_{12}^{eff} \cdot \overline{(E_{1} + \overline{Q}_{1})} \right] \cdot \overline{D}_{1}(-d_1) \bar{x}_1 + \left[ \overline{(E_{1} - \overline{Q}_{1})} - \overline{R}_{12}^{eff} \cdot \overline{(E_{1} - \overline{Q}_{1})} \right] \cdot \bar{y}_1 = 0$$

(37)

The above equations can be solved for the constants $\bar{x}_1$ and $\bar{y}_1$. Then, the scattered intensity in region 0 is obtained from (16) and (17).
8.5 Results and Discussion

In this section we illustrate the numerical results of the backscattering cross sections for layered random medium. In our calculations \( n = 16 \) is used. In Figs. 8.2 and 8.3, the backscattering cross sections for like-like polarized return \( \sigma_{hh} \) and for depolarized return \( \sigma_{vh} \) are plotted as a function of frequency. The results for three-layer random medium are compared with the two-layer case. In the three-layer case we introduced a thin lossy layer at the top, which can be used to model the melting of snowpack in the afternoon due to sun-light illumination [Hofer and Schanda, 1978; Stiles and Ulaby, 1980]. The parameters used were the same as the ones used in Chapter 6 to illustrate the diurnal change in the brightness temperature measurements from snowpacks. We note that in the afternoon, compared with the morning case, there is a slight decrease in the backscattered power at low frequencies while the decrease may be substantial at higher frequencies.
Incident Intensity \[ z = 0 \]

Region 0  \[ \epsilon, \delta, l_i, l_n \]

Region 1  \[ \epsilon_1, \delta_1, l_{z1}, l_{n1} \]

Region 1  \[ z = -d_1 \]

Region \( l \)  \[ \epsilon_l, \delta_l, l_{zl}, l_{ln} \]

Region \( l \)  \[ z = -d_l \]

Region \( N \)  \[ \epsilon_N, \delta_N, l_{zN}, l_{nN} \]

Region \( N \)  \[ z = -d_N \]

Region \( N + 1 \)  \[ \epsilon_{N+1} \]

Figure 8.1  Geometrical configuration of the problem.
Figure 8.2  Backscattering cross section for horizontally polarized like-like return $\sigma_{hh}$ as a function of frequency for a three-layer random medium.
Figure 8.3  Backscattering cross section for depolarized return $\sigma_{vh}$ as a function of frequency for a three-layer random medium.
CHAPTER 9

Theory for Thermal Microwave Emission from a Homogeneous Layer

with Rough Surfaces Containing Spherical Scatterers

The radiative transfer theory is used to solve the problem of thermal microwave emission from a homogeneous layer containing spherical scatterers. To model volume scattering effects, we use the Mie phase functions. To model rough top and bottom interfaces, we use the bistatic coefficients for a randomly rough surface obtained using a combination of Kirchhoff theory and geometrical optics approach. Because the bistatic coefficients violate energy conservation, there is ambiguity in the emissivity. However, using two alternate formulations, the upper and lower limits of the emissivity are calculated. The effect of a rough surface is incorporated into the radiative transfer theory by modifying the boundary conditions for the intensities. The radiative transfer equations are then solved numerically by using a Gaussian quadrature method, and the results are illustrated by plotting the brightness temperatures as a function of observation angle for different polarizations. It is shown that the presence of a bottom rough surface increases the brightness temperature except at high angles for vertical polarization. The rough surface at the top boundary makes the angular behavior flatter and displays smaller differences between horizontal and vertical polarizations.
9.1 Introduction

In the passive microwave remote sensing of earth terrain the scattering effects due to medium inhomogeneities and rough interfaces play a dominant role in the determination of brightness temperatures. The effects of volume scattering have been treated with two theoretical models for the terrain media: (1) the random medium model where scattering effects can be accounted for by introducing a randomly fluctuating part in the permittivities, and (2) the discrete scatterer model where discrete scatterers are imbedded in a homogeneous background medium. The random medium model has been used extensively to study the thermal microwave emission from earth terrain [Tsang and Kong, 1975, 1976a,b,c, 1980b: Djermakoye and Kong, 1979]. Using the discrete scatterer model, England [1975] first examined emission darkening of a medium containing Rayleigh scatterers with the radiative transfer theory. More generalized results have been obtained [Chang et al., 1976; Tsang and Kong, 1977a, 1979; Kong et al., 1979] by making use of Mie scattering phase functions. These previous works on volume scattering all assumed planar boundaries, and the effect of rough surface scattering was neglected. However, in order to understand in a more meaningful way the problem of thermal microwave emission from natural terrains, we must study a composite model that can account for both the volume and surface scattering effects.

In this chapter we use radiative transfer theory to solve the problem of thermal microwave emission from a scattering layer overlaying a homogeneous half space with rough interfaces at the top and bottom boundaries. Mie scattering phase functions are used for volume scattering, and the bistatic scattering coefficients of a Gaussian random surface, obtained using a combination of the Kirchhoff approximation and a geometrical optics approach, are used for rough surface scattering. The rough surface
effects are incorporated into the radiative transfer equations by modifying the boundary conditions satisfied by the intensities at the top and bottom interfaces. The radiative transfer equations are solved numerically, using the Gaussian quadrature method. We use two alternate formulations to calculate the emissivity of the scattering layer. By calculating the bistatic coefficients of a scattering layer with rough top and bottom interfaces and integrating over the scattered angles in the upper hemisphere we obtain an upper limit for the emissivity by invoking the principle of reciprocity. A lower limit for the emissivity is obtained by directly calculating thermal microwave emission and assuming that the same medium is at a uniform temperature. The theoretical results are illustrated by plotting the brightness temperatures as functions of observation angle and polarization.
9.2 Formulation

Consider a slab of a homogeneous medium with permittivity \( \varepsilon_1 = \varepsilon'_1 + i\varepsilon''_1 \) and physical temperature \( T_1 \), containing randomly distributed spherical scatterers with radius \( a \) and permittivity \( \varepsilon_s = \varepsilon'_s + i\varepsilon''_s \), on top of a homogeneous medium with a permittivity \( \varepsilon_2 = \varepsilon'_2 + i\varepsilon''_2 \) and temperature \( T_2 \) [Fig. 9.1]. The radiative transfer equations that govern the propagation of intensities inside the scattering layer are, for \( 0 < \theta < \pi \),

\[
\cos \theta \frac{d}{dz} \overline{I}(\theta, z) = -K_a \overline{I}(\theta, z) - K_s \overline{I}(\theta, z) + K_a C_1 T_1 + \int_{-\pi}^{\pi} d\delta' \sin \theta' \overline{P}(\theta', \theta') \cdot \overline{I}(\theta', z)
\]

(1)

where

\[
\overline{I}(\theta, z) = \begin{bmatrix} \overline{I}_v(\theta, z) \\ \overline{I}_h(\theta, z) \end{bmatrix}
\]

(2)

\( \overline{I}_v \) is the vertically polarized intensity, \( \overline{I}_h \) is the horizontally polarized intensity, \( K_a \) denotes the absorption loss, \( K_s \) denotes the scattering loss, \( C_1 = K_c \varepsilon'_s / \varepsilon_a \lambda^2 \) with \( K \) denoting the Boltzmann constant, and \( \overline{P}(\theta, \theta') \) is the scattering function matrix which relates the intensity scattered in the direction \( \theta \) to the intensity incident in the direction \( \theta' \). For spherical scatterers of arbitrary size the Mie scattering phase functions can be used, and the expressions for the absorption and scattering coefficients \( K_a \) and \( K_s \) and the scattering function matrix \( \overline{P}(\theta, \theta') \) are given in Appendix A [Tsang and Kong, 1977a].

The boundary conditions are, for \( 0 < \theta < \pi/2 \) at \( z = 0 \),

\[
\overline{I}(\pi - \theta, z = 0) = \int_{-\pi}^{\pi/2} d\delta' \sin \theta' \overline{R}_1(\theta, \theta') \cdot \overline{I}(\theta', z = 0)
\]

(3)

and at \( z = -d \)

\[
\overline{I}(\theta, z = -d) = \int_{-\pi}^{\pi/2} d\delta' \sin \theta' \overline{R}_2(\theta, \theta') \cdot \overline{I}(\pi - \theta', z = -d)
\]

\[+ \int_{-\pi}^{\pi/2} d\delta'_2 \sin \theta'_2 \overline{R}_2(\theta, \theta'_2) \cdot \overline{I}(\theta'_2)
\]

(4)
where we have broken up intensities into upward going intensities $\bar{I}(\theta, z)$ and downward going intensities $\bar{I}(\pi - \theta, z)$. In the above equations, $\bar{R}_{1,0}(\theta', \theta)$ represents the coupling from upward going intensities in the direction $\theta'$ into the downward going intensities in the direction $(\pi - \theta)$ at the boundary of region 1 and region 0, $\bar{R}_{1,2}(\theta', \theta')$ represents similar coupling at the boundary of region 1 and region 2, and $\bar{T}_{1,2}(\theta', \theta')$ represents the coupling from region 2 to region 1. Once the radiative transfer equations are solved subject to the boundary conditions (3) and (4), the brightness temperature as measured by a radiometer is obtained from

$$T_D(\theta) = \frac{1}{C_{\theta}} \int_0^{\pi/2} d\theta' \sin \theta' \bar{T}_{1,0}(\theta', \theta') \bar{I}(\theta', z = 0)$$

where

$$\bar{T}_D(\theta) = \begin{bmatrix} T_{Dv}(\theta) \\ T_{Db}(\theta) \end{bmatrix}$$

$\bar{T}_{1,0}(\theta, \theta')$ represents coupling from region 1 to region 0 and $C_{\theta} = K_{\theta} \lambda^2$. When $T_1 = T_2$, the emissivity of the medium can be calculated by

$$\begin{bmatrix} e_v(\theta) \\ e_h(\theta) \end{bmatrix} = \frac{1}{T_1} \begin{bmatrix} T_{Dv}(\theta) \\ T_{Db}(\theta) \end{bmatrix}$$
9.3 Boundary Conditions

The boundary conditions for the intensities at the planar dielectric interfaces have been derived from the continuity of tangential electric and magnetic fields [Tsang and Kong, 1978]. For a rough interface the coupling matrices can be obtained from bistatic scattering coefficients for a rough interface. We model the interface to be an isotropic Gaussian random surface and assume that the Kirchhoff approximation can be used. The bistatic reflectivity function between the scattered direction \( \hat{k}_s \) and the incident direction \( \hat{k}_i \) is defined to be

\[
P_{ls}(\hat{k}_s, \hat{k}_i) = \frac{r^2(S_r)_l}{(S_r)_a A_a \cos \theta_i} \tag{8}
\]

and the bistatic transmissivity function between \( \hat{k}_s \) and \( \hat{k}_i \) is defined to be

\[
Q_{ls}(\hat{k}_s, \hat{k}_i) = \frac{r^2(S_t)_l}{(S_t)_a A_a \cos \theta_i} \tag{9}
\]

where subscript \( a \) represents the polarization of the incident wave, subscript \( b \) the polarization of the scattered wave, \( S_r, S_s, S_t \) the Poynting power density of the incident, scattered, and transmitted waves, \( A_a \) the area of the rough surface projected onto the \( xy \) plane, \( \theta \) the incident angle, and \( r \) the distance from the observation point to the surface. The expressions for \( P_{ls}(\hat{k}_s, \hat{k}_i) \) and \( Q_{ls}(\hat{k}_s, \hat{k}_i) \) have been derived by means of vector diffraction integral and the method of stationary phase and are well known [Stogryn, 1967; Tsang and Kong, 1980a] (also see Appendix B). It has been shown that the solution obtained under the Kirchhoff approximation satisfies reciprocity but violates energy conservation [Lynch and Wagner, 1968, 1970; Tsang and Kong, 1980a]. This
is due to the neglect of the effects of multiple scattering and shadowing. There have been many works on incorporating the shadowing effect into the bistatic coefficients. Beckman, 1965; Wagner, 1967; Smith, 1967a,b; Sancer, 1969. In this chapter we use the shadowing function derived by Sancer, 1969, and modify the bistatic reflectivity and transmissivity functions as follows:

\[
\bar{P}(\hat{k}_r, \hat{k}_t) = S(\theta_r, \phi_r) \begin{bmatrix}
P_{rr}(\hat{k}_r, \hat{k}_r) & P_{rh}(\hat{k}_r, \hat{k}_t) \\
P_{hr}(\hat{k}_t, \hat{k}_r) & P_{hh}(\hat{k}_t, \hat{k}_t)
\end{bmatrix}
\]

(10)

\[
\bar{Q}(\hat{k}_r, \hat{k}_t) = S(\theta_t, \phi_t) \begin{bmatrix}
Q_{rr}(\hat{k}_r, \hat{k}_r) & Q_{rh}(\hat{k}_r, \hat{k}_t) \\
Q_{hr}(\hat{k}_t, \hat{k}_r) & Q_{hh}(\hat{k}_t, \hat{k}_t)
\end{bmatrix}
\]

(11)

where

\[
S(\theta_1, \theta_2) = \frac{1}{1 + A(\mu_1) + A(\mu_2)}
\]

(12)

\[
A(\mu) = \frac{1}{2} \left[ \sqrt{2/\pi} \frac{\lambda}{\mu} \exp(-\mu^2/2\sigma^2) - \text{erfc}(\mu/\sqrt{2\sigma}) \right]
\]

(13)

\(s^2\) is the mean square surface slope, \(\mu = \cot \theta\), and \text{erfc} is the complementary error function.

Making use of (8) and (9) to relate the reflected and transmitted intensities to the incident intensities, we obtain

\[
\bar{I}_{s}(\theta_s, \phi_s) = \int_0^{\pi/2} d\theta_r \int_0^{2\pi} d\phi_r \frac{\cos \theta_r}{\cos \theta_s} \bar{P}(\hat{k}_r, \hat{k}_t) \cdot \bar{I}_s(\theta_r, \phi_r)
\]

(14)

\[
\bar{I}_{t}(\theta_t, \phi_t) = \int_0^{\pi/2} d\theta_t \int_0^{2\pi} d\phi_t \frac{\cos \theta_t}{\cos \theta_r} \bar{Q}(\hat{k}_r, \hat{k}_t) \cdot \bar{I}_t(\theta_t, \phi_t)
\]

(15)

Comparing the above equations with (3) and (4) and noting that the thermal microwave emission is independent of the azimuthal angle \(\phi\), we obtain the coupling matrices:

\[
\bar{I}_{s,n}(\theta_{sr}, \phi_{sr}) = \int_0^{2\pi} d\theta_{sr} \frac{\cos \theta_{sr}}{\cos \theta_{sr}} \bar{Q}(\hat{k}_{sr}, \hat{k}_{sr})
\]

(16)
The single scattering solution under the Kirchhoff approximation neglects the multiple scattering effect. Therefore, even with the shadowing effects accounted for, the energy conservation is only approximately observed. It can be shown that

\[
\sum_{i} \int_{\Omega_i} d\phi_i \sin \theta_i \int_{0}^{2\pi} d\phi \cdot P_{n\omega}(\hat{k}_i, \hat{k}_i) S(\hat{\theta}_i, \hat{\phi}_i) = \sum_{i} \int_{\Omega_i} d\phi_i \sin \theta_i \int_{0}^{2\pi} d\phi_i Q_{n\omega}(\hat{k}_i, \hat{k}_i) S(\hat{\theta}_i, \hat{\phi}_i) \leq 1
\]

(18)

Because of this violation of energy conservation there is ambiguity in the emissivity of a rough surface [Tsang and Kong, 1980a]. The emissivity of a medium may also be calculated with a commonly used formula [Peake, 1959].

\[
e_{\omega}(\hat{k}_i) = 1 - \sum_{i} \frac{1}{4\pi} \int_{\text{hemisphere}} d\Omega_{k_i} \gamma_{n\omega}(\hat{k}_i, \hat{k}_i)
\]

(19)

where \(\gamma_{n\omega}(\hat{k}_i, \hat{k}_i)\) is the bistatic scattering coefficient due to the rough surface and volume scattering. The radiative transfer equations satisfy reciprocity and energy conservation. Therefore, for planar boundaries the above formula and the result of (7) are the same since the transmissivities and the reflectivities for the planar boundaries also satisfy reciprocity and energy conservation. However, for the rough surface case, because of violation of energy conservation, results due to (7) and (19) are not the same, and there is ambiguity in the emissivity.
9.4 Emissivity

The radiative transfer theory can be used to calculate the commonly used emissivity \( \varepsilon \) Equation (19), of a layer of homogeneous medium containing spherical scatterers with rough interfaces. The radiative transfer equations inside the scattering medium take the form [Shin and Kong, 1981]

\[
\frac{d}{dz} (\cos \theta) \int_{\theta} I(\theta, \phi, z) = -K_1 I(\theta, \phi, z) - K_2 \int_{\phi} \int_{\theta} d\theta' \sin \theta' P(\theta, \phi; \theta', \phi') \cdot I(\theta', \phi', z)
\]

(20)

where the intensity \( I(\theta, \phi, z) \) contains all four Stokes' parameters,

\[
I(\theta, \phi, z) = \begin{bmatrix} I_r(\theta, \phi, z) \\ I_h(\theta, \phi, z) \\ U(\theta, \phi, z) \\ V(\theta, \phi, z) \end{bmatrix}
\]

(21)

The boundary conditions are, for \( 0 < \theta < \pi/2 \),

\[
I(\pi - \theta, \phi, z = 0) = \int_{0}^{\pi/2} d\theta' \sin \theta' R_{11}(\theta, \phi; \theta', \phi') \cdot I(\theta', \phi', z = 0)
\]

(22)

\[
I(\theta, \phi, z = -d) = \int_{0}^{\pi/2} d\theta' \sin \theta' R_{12}(\theta, \phi; \theta', \phi') \cdot I(\pi - \theta', \phi, z = -d)
\]

(23)

The incident beam in region 0, \( I_i(\pi - \theta, \phi, \ldots) \), assumes the form

\[
I_i(\pi - \theta, \phi, \ldots) = \delta(\cos \theta_0 - \cos \theta_0) \delta(\phi_0 - \phi_0)
\]

(24)

where the use of the Dirac delta function is made.
Once the radiative transfer equations are solved subject to the boundary conditions, the scattered intensity in the direction \((\theta', \phi')\) in region 0 is determined from
\[
J_{\text{d}1}(\theta, \phi) = \int_0^{2\pi} d\phi' \int_0^{\pi/2} d\nu \sin \nu \, R_{\text{d}1}(\theta, \phi; \theta', \phi') \, J_{\text{d}1}(\theta', \phi', \nu = 0) + \int_0^{2\pi} d\phi' \int_0^{\pi/2} d\nu' \sin \nu' \, \bar{T}_{\text{d}1}(\theta, \phi; \theta', \phi') \, J(\theta', \phi', \nu = 0) \tag{25}
\]

The bistatic scattering coefficient \(\gamma_{\text{d}1}(\theta, \phi; \theta', \phi')\) is defined as the ratio of scattered power of polarization \(s\) per unit solid angle in the direction \((\theta, \phi)\) and the intercepted incident power of polarization \(a\) in the direction \((\theta', \phi')\) averaged over \(4\pi\) radians.

\[
\gamma_{\text{d}1}(\theta, \phi; \theta', \phi') = \frac{4\pi \cos \theta \, J_{\text{d}1}}{\cos \theta' \, I_{\text{d}1}} \tag{26}
\]

with \(\alpha, \beta = \nu\) or \(h\).

The radiative transfer equations can be solved with a numerical approach. A Fourier series expansion is used to eliminate the azimuthal \(\phi\) dependence from the radiative transfer equations. We let
\[
T(\theta, \phi, z) = \bar{T}(\theta, z) + \sum_{m=1}^{\infty} \left[ T^{\text{c}}(\theta, z) \cos m(\phi - \phi_i) + T^{\text{s}}(\theta, z) \sin m(\phi - \phi_i) \right] \tag{27}
\]
\[
\bar{P}(\theta, \phi; \theta', \phi') = \bar{P}(\theta, z) + \sum_{m=1}^{\infty} \left[ \bar{P}^{\text{c}}(\theta, \phi') \cos m(\phi - \phi_i') + \bar{P}^{\text{s}}(\theta, \phi') \sin m(\phi - \phi_i') \right] \tag{28}
\]

where the superscript \(m\) indicates the order of harmonics in the azimuthal direction and the superscripts \(c\) and \(s\) indicate the cosine and sine dependence. Substituting (27) and (28) into the radiative transfer equations, the \(\phi'\) integration can be carried
out. Then, by collecting terms with the same cosine or sine dependence, we obtain, for \( m = 0 \).

\[
\cos \theta \frac{d}{dz} \bar{T}(\theta, z) = -K \cdot \bar{T}(\theta, z) - K \cdot \bar{T}(\theta, z) + 2\pi \int_{\phi} d\phi' \sin \phi' \bar{P}(\theta, \phi') \cdot \bar{T}(\phi', z) \tag{29}
\]

and for \( m \geq 1 \)

\[
\cos \theta \frac{d}{dz} \bar{T}^{m*}(\theta, z) = -K \cdot \bar{T}^{m*}(\theta, z) - K \cdot \bar{T}^{m*}(\theta, z) - \pi \int_{\phi} d\phi' \sin \phi' \left\{ \bar{P}^{m*}(\theta, \phi') \cdot \bar{T}^{m*}(\phi', z) - \bar{P}^{m*}(\theta, \phi') \cdot \bar{T}^{m*}(\phi', z) \right\} \tag{30}
\]

Similarly, by expanding the reflection and transmission matrices and the incident intensity into Fourier series, the boundary conditions for each harmonic can be obtained from (22) and (23). Once the scattered intensities in region 0 are obtained, the bistatic scattering coefficients can be obtained from (26). In terms of its Fourier components,

\[
\gamma_{m*}(\theta, \phi, \theta', \phi') = 4\pi \cos \theta \frac{1}{\cos \theta} \frac{1}{I_{m*}} \times \left\{ I_{m*}^{\phi'}(\theta, \phi') \cos m(\phi - \phi') + I_{m*}^{\phi'}(\theta, \phi') \sin m(\phi - \phi') \right\} \tag{33}
\]

Then, the emissivity can be obtained using (19)

\[
e(\theta, \phi) = 1 - \sum_{\phi} \frac{1}{4} \int_{\phi}^{\phi + \frac{\pi}{2}} d\phi \sin \phi \int_{\phi}^{\phi + \frac{\pi}{2}} d\phi \gamma_{m*}(\theta, \phi, \theta', \phi') \frac{2\pi \cos \phi}{\cos \theta} \frac{I_{m*}^{\phi'}(\theta, \phi')}{I_{m*}} \tag{33}
\]

We note that in calculating the emissivity only the zeroth-order harmonic is needed because of \( \phi \) integration, and therefore the complexity of the problem is the same as the formulation in Section 9.2.
9.5 Numerical Results and Discussion

Our task now is to solve the radiative transfer equations subject to the boundary conditions. We solve the equations by a numerical approach using a Gaussian quadrature method. We first replace the boundary conditions by a Gaussian quadrature, an appropriately weighted sum over \(2n\) intervals between \(2n\) zeroes of the even-order Legendre polynomial \(P_{2n}(\theta)\). In our calculations, \(n = 16\) is used. The resulting system of first-order differential equations with constant coefficients is then solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions [Tsang and Kong, 1977a, 1980b]. Once the brightness temperatures and the bistatic scattering coefficients are obtained, we can calculate the upper and lower limits of the emissivity using (19) and (7), respectively. The emissivity calculated using (19) represents the upper limit of the correct solution since the bistatic scattering coefficients are obtained using only the single scattering solution for the rough interfaces. If the higher-order scattering effects at the rough surfaces are included, the net reflected power will be higher and the emissivity will always be lower. The emissivity calculated using (6) and (7) with boundary conditions incorporating only single scattering effects represents the lower limit of the correct solution. If the higher-order scattering effects at the rough interfaces are included, the elements of the transmission and reflection matrices in (18) and (17) will both increase. Consequently, more thermal emission from the bottom homogeneous medium and the scattering medium will be transmitted, and the emissivity is always increased. Therefore, the two results represent the upper and lower limits of the correct solution, and the ambiguity is due to the violation of energy conservation. Note that a well-defined emissivity of a medium depends on (1) the satisfaction of reciprocity relations, and (2) the satisfaction of conservation of energy by bistatic
scattering coefficients.

In Fig. 9.2, the effect of the rough bottom boundary is illustrated by plotting the brightness temperatures as a function of observation angle for the vertical and horizontal polarizations (optical depth = \( K d \)). The volume scattering effects are not included in order to isolate the rough surface scattering effects on the emissivities. The solid lines represent the upper and lower limits of the correct solution for the rough surface case, and the dotted lines represent the plane boundary case. Compared to the planar bottom boundary case, there is a general increase in the brightness temperature except at the high angles for vertical polarization. This decrease is due to the decrease in the emissivity of the bottom medium for the vertical polarization. The increase in the brightness temperature at nadir is due to the interaction of the rough bottom boundary and the top boundary. If we consider an incident beam at nadir, some of the reflected intensities from the rough bottom boundary will be incident at the first boundary at an angle greater than the critical angle. Therefore, the net reflected intensity in region 0 is smaller, and the emissivity will increase. Also note the larger ambiguity for the horizontal polarization due to worse energy conservation. If we keep all the parameters the same and increase the permittivity \( \epsilon_2 \), the overall brightness temperature will decrease due to higher reflectivity at the bottom boundary. Also, the difference between the plane and rough bottom boundaries is greater [Fig. 9.3]. In Fig. 9.4, the mean square surface slope \( \sigma^2 \) is increased to 0.1. There is a larger increase in the brightness temperature. However, the ambiguity is also larger due to worse energy conservation. In Fig. 9.5 we increase the permittivity of region 1, \( \epsilon_1 = (3.0 + i0.0018) \epsilon_\infty \) and also increase \( \epsilon_2 = 12 \epsilon_\infty \) such that \( \overline{R}_{12} \) and \( \overline{T}_{21} \) remain the same. We note the larger difference between the results of plane and rough bottom boundaries. This is due to the fact that for larger \( \epsilon_1 \) the critical angle is smaller.
In Figs. 9.6 and 9.7, the brightness temperature is plotted for the cases of rough top boundary for two different mean square surface slopes. Both polarizations show the flattening of the angular behavior. For larger mean square surface slope, the angular behavior is more flat and also the ambiguity is increased. In Fig. 9.8 the results for the rough top and bottom boundaries are illustrated. We see that the effects of rough top and bottom boundaries are superimposed resulting in increasing of the brightness temperature at nadir and flattening of the angular behavior.

In Figs. 9.9, 9.10, and 9.11, the results of volume scattering (albedo \( \frac{K_v}{K_v + K_s} \)) combined with the rough surface scattering are shown. There is darkening of the brightness temperature due to volume scattering. Also, there is larger coupling of the intensities propagating in the different directions causing the larger ambiguities at nadir angles. In Figs. 9.12 and 9.13, we compare the theoretical results with an experimental data set obtained during the winter season of 1977-78 in Colorado [Shiue et al., 1978] for vertical and horizontal polarizations at 18 GHz. The combined volume and rough surface scattering model gives a better match with the data set which exhibits a fairly flat angular behavior.
Appendix A: Absorption Coefficient, Scattering Coefficient, and Scattering Function Matrix for a Homogeneous Medium Containing Mie Scatterers

The scattering coefficient $K$, is given by

$$K = N \frac{2\pi}{k_1^2} \sum_{n=1}^{\infty} (2n+1)(A_n^2 + B_n^2)$$  \hspace{1cm} (A1)$$

where $N$ is the number of scattering spheres per unit volume and $k_1'$ is the real part of the wave number in region 1, $k_1$. The coefficients $A_n$ and $B_n$ are given by [Deirmendjian, 1969]

$$A_n = -\frac{Re[q_n(\rho_1)]}{q_n(\rho_1)} \left[ \frac{k_s}{k_1'}F_n(\rho_2) + n/\rho_1 \right] - \frac{Re[q_{n-1}(\rho_1)]}{q_{n-1}(\rho_1)} \left[ \frac{k_s}{k_1'}F_{n-1}(\rho_2) + n/\rho_1 \right]$$  \hspace{1cm} (A2)$$

$$B_n = -\frac{Re[q_n(\rho_1)]}{q_n(\rho_1)} \left[ \frac{k_s}{k_1'}F_n(\rho_2) + n/\rho_1 \right] - \frac{Re[q_{n-1}(\rho_1)]}{q_{n-1}(\rho_1)} \left[ \frac{k_s}{k_1'}F_{n-1}(\rho_2) + n/\rho_1 \right]$$  \hspace{1cm} (A3)$$

where $k_s = \omega \sqrt{\mu_c \varepsilon_c}$, $\rho_1 = k_1'a$, and $\rho_2 = k_2a$. The function $F_n(\rho_2)$ satisfy the recurrence formula

$$F_n(\rho_2) = -\frac{n}{\rho_2} + \left[ \frac{n}{\rho_2} - F_{n-1}(\rho_2) \right]^{-1}$$  \hspace{1cm} (A4)$$

and

$$F_n(\rho_2) = \cot \rho_2$$  \hspace{1cm} (A5)$$

The function $q_n(\rho_1)$ satisfy the recurrence formula

$$q_n(\rho_1) = \frac{2n-1}{\rho_1}q_{n-1}(\rho_1) - q_{n-2}(\rho_1)$$  \hspace{1cm} (A6)$$

and

$$q_1(\rho_1) = -i \exp(i\rho_1)$$  \hspace{1cm} (A7)$$
The absorption coefficient $K_a$ can be divided into two parts, $K_{ab}$ and $K_{as}$. $K_{ab}$ is the absorption due to the background medium, and $K_{as}$ is the absorption coefficient due to the scatterers.

\[ K_a = K_{ab} + K_{as} \quad (A9) \]

\[ K_{ab} = 2k''_n(1 - f) \quad (A10) \]

\[ K_{as} = K_{ext} - K_a \quad (A11) \]

where $f$ is the fractional volume occupied by the scatterers and $K_{ext}$ is the extinction coefficient due to the scatterers which is given by

\[ K_{ext} = -N \frac{2\pi}{k_1^2} \sum_{n=1}^{\infty} (2n + 1) Re(A_n + B_n) \quad (A12) \]

The scattering function matrix is given by [Tsang and Kong, 1977a]

\[ \overline{P}(\theta, \theta') = \begin{bmatrix} P_{11}(\theta, \theta') & P_{12}(\theta, \theta') \\ P_{21}(\theta, \theta') & P_{22}(\theta, \theta') \end{bmatrix} \quad (A13) \]

\[ P_{11}(\theta, \theta') = \frac{8\pi N}{k_1^2} \sum_{n=1}^{\infty} \frac{B_n}{n(n+1)} \epsilon_n''(\cos \theta) \epsilon_n''(\cos \theta') \left| \right|^2 \]

\[ P_{12}(\theta, \theta') = \frac{16\pi N}{k_1^2} \sum_{m=1}^{\infty} \sum_{n=m}^{\infty} \frac{1}{n(n+1)} \left| A_n t_n''(\cos \theta) t_n''(\cos \theta') + B_n \epsilon_n''(\cos \theta) \epsilon_n''(\cos \theta') \right|^2 \quad (A14) \]

\[ P_{12}(\theta, \theta') = \frac{16\pi N}{k_1^2} \sum_{m=1}^{\infty} \sum_{n=m}^{\infty} \frac{m}{n(n+1)} \left| A_n t_n''(\cos \theta) t_n''(\cos \theta') + B_n \epsilon_n''(\cos \theta) \epsilon_n''(\cos \theta') \right|^2 \quad (A15) \]
\[
P_{21}(\theta, \theta') = \frac{16\pi N}{k_1^2} \sum_{m=1}^{\infty} \left| \sum_{n=m}^{\infty} \frac{m}{n(n-1)} A_n \varepsilon^m_n(\cos \theta) t^m_n(\cos \theta') + B_n t^m_n(\cos \theta) \varepsilon^m_n(\cos \theta') \right|^2
\]  
(A16)

\[
P_{22}(\theta, \theta') = \frac{8\pi N}{k_1^2} \sum_{n=1}^{\infty} \frac{A_n}{n(n+1)} \varepsilon^m_n(\cos \theta) s^m_n(\cos \theta')
\]

\[
\frac{16\pi N}{k_1^2} \sum_{m=1}^{\infty} \frac{1}{n(n+1)} A_n \varepsilon^m_n(\cos \theta) s^m_n(\cos \theta') + B_n m^2 t^m_n(\cos \theta) t^m_n(\cos \theta') \right|^2
\]  
(A17)

where

\[
t^m_n(\cos \theta) = \frac{P^m_n(\cos \theta)}{\sin \theta} \left( \frac{(2n+1)(n-m)!}{2(n+m)!} \right)^{1/2}
\]  
(A18)

\[
\varepsilon^m_n(\cos \theta) = n \cos \theta t^m_n(\cos \theta) - \left[ \frac{2n-1}{2n-1} \left( n^2 - m^2 \right) \right]^{1/2} t^m_{n-1}(\cos \theta)
\]  
(A19)

and \(P^m_n(\cos \theta)\) is the associated Legendre polynomial of degree \(n\) and order \(m\). The function \(t^m_n(\cos \theta)\) obeys the recurrence relations

\[
t^m_{n+1}(\cos \theta) = -\sin \theta \left[ \frac{2m+3}{2m+2} \right]^{1/2} t^m_n(\cos \theta)
\]  
(A20)

\[
t^m_{n+1}(\cos \theta) = (2m+3)^{1/2} \cos \theta t^m_n(\cos \theta)
\]  
(A21)

\[
t^m_n(\cos \theta) = \left[ \frac{2n+1}{n^2 - m^2} \right]^{1/2} \left( 2n - 1 \right)^{1/2} \cos \theta t^m_{n-1}(\cos \theta) - \left[ \frac{(n-1)^2 - m^2}{2n-3} \right]^{1/2} t^m_{n-2}(\cos \theta)
\]  
(A22)

Note that \(t^1_1(\cos \theta) = -\sqrt{3}/2\) and \(s^m_n(\cos \theta) = m \cos \theta t^m_n(\cos \theta)\). The functions \(t^m_n(\cos \theta)\) and \(\varepsilon^m_n(\cos \theta)\) are well behaved as \(n\) and \(m\) become large.
Appendix B: Bistatic Reflectivity and Transmissivity Functions for Gaussian Random Surface

The bistatic reflectivity functions have been determined to be [Stogryn, 1967]

\[
P_{\nu\nu}(\vec{k}_i, \vec{k}_r) = \frac{|\vec{k}_{i.r}|^4}{4 |\vec{k}_i \times \vec{k}_r|^4} k_4^4 \cos \theta_i \exp \left[ -\frac{k_{i.r}^2}{2 \sigma^2 k_4^2} \right] f_{\nu\nu} \tag{B1}
\]

where

\[
f_{\nu\nu} = |(\hat{\nu}_i \cdot \hat{k}_i) (\hat{h}_i \cdot \hat{k}_r) R_h + (\hat{\nu}_r \cdot \hat{k}_r) (\hat{h}_i \cdot \hat{k}_i) R_i|^2
\]

\[
f_{\nu h} = |(\hat{\nu}_i \cdot \hat{k}_i) (\hat{h}_i \cdot \hat{k}_r) R_h - (\hat{\nu}_i \cdot \hat{k}_r) (\hat{h}_i \cdot \hat{k}_i) R_i|^2
\]

\[
f_{h\nu} = |(\hat{\nu}_i \cdot \hat{k}_r) (\hat{h}_i \cdot \hat{k}_r) R_h - (\hat{h}_i \cdot \hat{k}_i) (\hat{h}_i \cdot \hat{k}_i) R_i|^2
\]

\[
f_{hh} = |(\hat{\nu}_i \cdot \hat{k}_r) (\hat{h}_i \cdot \hat{k}_r) R_h + (\hat{h}_i \cdot \hat{k}_i) (\hat{h}_i \cdot \hat{k}_i) R_i|^2
\]

\[
\hat{k}_i = \hat{z} \sin \theta_i \cos \phi_i + \hat{y} \sin \theta_i \sin \phi_i - \hat{x} \cos \theta_i
\]

\[
\hat{k}_r = \hat{z} \sin \theta_r \cos \phi_r + \hat{y} \sin \theta_r \sin \phi_r + \hat{x} \cos \theta_r
\]

\[
\hat{h}_i = -\hat{z} \sin \phi_i - \hat{y} \cos \phi_i = \hat{z} \times \hat{k}_i / |\hat{z} \times \hat{k}_i|
\]

\[
\hat{h}_r = -\hat{z} \sin \phi_r + \hat{y} \cos \phi_r = \hat{z} \times \hat{k}_r / |\hat{z} \times \hat{k}_r|
\]

\[
\hat{v}_i = -\hat{x} \cos \theta_i \cos \phi_i - \hat{y} \cos \theta_i \sin \phi_i - \hat{z} \sin \theta_i = \hat{h}_i \times \hat{k}_i
\]

\[
\hat{v}_r = \hat{z} \cos \theta_r \cos \phi_r + \hat{y} \cos \theta_r \sin \phi_r - \hat{z} \sin \theta_r = \hat{h}_r \times \hat{k}_r
\]

\[
\vec{k}_{i,r} = \vec{k}_i - \vec{k}_r = \hat{z} k_{i,z} + \hat{y} k_{i,y} - \hat{z} k_{i,z}
\]
\[ k_{di} = k(\sin \theta_i \cos \phi_i - \sin \theta_s \cos \phi_s) \]

\[ k_{dw} = k(\sin \theta_i \sin \phi_i - \sin \theta_s \sin \phi_s) \]

\[ k_{dz} = -k(\cos \theta_i - \cos \theta_s) \]

\[ k_{dz}^2 = k_{dz}^2 - k_{dz}^2 \]

\( \varepsilon^2 \) is the mean square surface slope and the reflection coefficients for the horizontal and vertical polarizations are

\[ R_h = \frac{-(\hat{n} \cdot \hat{k}_i) - n_t^2 - 1 + (\hat{n} \cdot \hat{k}_s)^2}{-(\hat{n} \cdot \hat{k}_i) + n_t^2 - 1 + (\hat{n} \cdot \hat{k}_s)^2} \]

\[ R_v = \frac{-n_t^2(\hat{n} \cdot \hat{k}_i) - k_{dz} \left( \frac{k_{dz}^2}{k_{dz}^2} + k_{dz}^2 + 1 \right)^{1/2}}{-n_t^2(\hat{n} \cdot \hat{k}_i) + k_{dz} \left( \frac{k_{dz}^2}{k_{dz}^2} + k_{dz}^2 + 1 \right)^{1/2}} \]

with

\[ \hat{n} = \frac{\hat{k}_{dz}}{k_{dz}} + \frac{\hat{k}_{dz}}{k_{dz}} + \hat{z} \]

\[ n_t = k_t/k \]

\[ k = \omega \sqrt{\mu \epsilon} \]

\[ k_t = \omega \sqrt{\mu \epsilon} \]

The bistatic transmissivity functions have been determined to be [Tsang and Kong, 1980a]:

\[ Q_{tr}(\hat{k}_t, \hat{k}_i) = \frac{k_{dz}^2}{k_{dz}^2} \eta \left| \frac{k_{dz}^2}{k_{dz}^2} \right| (\hat{n} \cdot \hat{k}_i)^2 1 + \frac{1}{2\pi \varepsilon^2} \exp \left[ -\frac{k_{dz}^2}{2\varepsilon^2 k_{dz}^2} \right] W_{tr} \quad (B2) \]

where

\[ W_{tr} = \left| (\hat{n} \cdot \hat{k}_i)(\hat{n} \cdot \hat{k}_i)(1 + R_h) + (\hat{n} \cdot \hat{k}_i)(\hat{n} \cdot \hat{k}_i) \frac{1 + R_v}{n_t} \right|^2 \]
\[ W_{hr} = \left[ -\left( \hat{\mathbf{v}}_t \cdot \hat{\mathbf{k}}_i \right) \left( \hat{\mathbf{k}}_r \cdot \hat{\mathbf{k}}_i \right) \left( 1 - \frac{R_h}{n_t} \right) - \left( \hat{\mathbf{h}}_t \cdot \hat{\mathbf{k}}_i \right) \left( \hat{\mathbf{v}}_t \cdot \hat{\mathbf{k}}_i \right) \frac{1 + R_t}{n_t} \right]^2 \]

\[ W_{vb} = \left[ \left( \hat{\mathbf{h}}_t \cdot \hat{\mathbf{k}}_i \right) \left( \hat{\mathbf{v}}_i \cdot \hat{\mathbf{k}}_i \right) \left( 1 - \frac{R_h}{n_t} \right) - \left( \hat{\mathbf{v}}_i \cdot \hat{\mathbf{k}}_i \right) \left( \hat{\mathbf{h}}_t \cdot \hat{\mathbf{k}}_i \right) \frac{1 + R_t}{n_t} \right]^2 \]

\[ W_{sh} = \left[ \left( \hat{\mathbf{v}}_t \cdot \hat{\mathbf{k}}_i \right) \left( \hat{\mathbf{v}}_i \cdot \hat{\mathbf{k}}_i \right) \left( 1 + R_h \right) + \left( \hat{\mathbf{h}}_t \cdot \hat{\mathbf{k}}_i \right) \left( \hat{\mathbf{h}}_i \cdot \hat{\mathbf{k}}_i \right) \frac{1 - R_t}{n_t} \right]^2 \]

\[ \hat{\mathbf{k}}_i = \hat{x} \sin \theta_t \cos \phi_t + \hat{y} \sin \theta_t \sin \phi_t - \hat{z} \cos \theta_t \]

\[ \hat{\mathbf{h}}_t = -\hat{x} \sin \phi_t + \hat{y} \cos \phi_t \]

\[ \hat{\mathbf{v}}_t = -\hat{x} \cos \theta_t \cos \phi_t - \hat{y} \cos \theta_t \sin \phi_t - \hat{z} \sin \theta_t \]

\[ \mathbf{k}_{14} = \mathbf{k}_1 - \mathbf{k}_4 = \hat{x} k_{14} + \hat{y} k_{14} + \hat{z} k_{14} \]

\[ k_{14} = k \sin \theta_t \cos \phi_t - k_t \sin \theta_t \cos \phi_t \]

\[ k_{14} = k \sin \phi_t \sin \phi_t - k_t \sin \phi_t \sin \phi_t \]

\[ k_{d1} = -k \cos \theta_t + k_t \cos \theta_t \]

\[ R_h = \frac{(\hat{n} \cdot \hat{k}_i) - (\hat{n} \cdot \hat{k}_i) n_t}{(\hat{n} \cdot \hat{k}_i) + (\hat{n} \cdot \hat{k}_i) n_t} \]

\[ R_t = \frac{n_t (\hat{n} \cdot \hat{k}_i) - (\hat{n} \cdot \hat{k}_i) n_t}{n_t (\hat{n} \cdot \hat{k}_i) + (\hat{n} \cdot \hat{k}_i) n_t} \]
Figure 9.1  Geometrical configuration of the problem.
Figure 9.2 Brightness temperature as a function of angle for rough surface at bottom boundary.
Figure 9.3  Brightness temperature as a function of angle for rough surface at bottom boundary with $\epsilon_2 = 15\epsilon_0$. 

\[ \epsilon_1 = (1.5 + 10.0015)\epsilon_0 \]
\[ d = 20 \text{ cm} \]
\[ s^2 = 0.05 \]
\[ \text{Freq.} = 10 \text{ GHz} \]
\[ T = 272^\circ \]
Figure 9.4  Brightness temperature as a function of angle for rough surface at bottom boundary with $s^2 = 0.1$. 

\[ \epsilon_1 = (1.5 + i 0.015) \epsilon_0 \]
\[ d = 20 \text{ cm} \]
\[ s^2 = 0.1 \]
\[ \text{Freq.} = 10 \text{ GHz} \]
\[ T = 272^\circ \]
Figure 9.5  Brightness temperature as a function of angle for rough surface at bottom boundary with $\epsilon_1 = (3.0 + i0.0018)\epsilon_0$.
Figure 9.6  Brightness temperature as a function of angle for rough surface at top boundary.
Figure 9.7  Brightness temperature as a function of angle for rough surface at top boundary with $\varepsilon^2 = 0.1$. 
Figure 9.8  Brightness temperature as a function of angle for rough surfaces at top and bottom boundaries.
Figure 9.9  Brightness temperature as a function of angle for rough surface at bottom boundary with volume scattering.
Figure 9.10  Brightness temperature as a function of angle for rough surface at top boundary with volume scattering.
Figure 9.11 Brightness temperature as a function of angle for rough surface at top and bottom boundaries with volume scattering.
Figure 9.12 Brightness temperature as a function of angle at 18 GHz for vertical polarization.
Figure 9.13  Brightness temperature as a function of angle at 18 GHz for horizontal polarization.
CHAPTER 10

Theory for Active Remote Sensing of Two-Layer Random Medium with Rough Surfaces

The radiative transfer theory is used to solve the problem of scattering from a layer of random medium on top of a homogeneous halfspace with rough top and bottom boundaries. The coherent and incoherent bistatic scattering coefficients for the rough surface are used to modify the boundary conditions. The radiative transfer equations are solved numerically using the Fourier-series expansion in the azimuthal direction and the Gaussian quadrature method. The combined volume and rough surface scattering effects are studied by calculating the bistatic scattering coefficients. The theoretical results are compared and illustrated for the various cases.
10.1 Introduction

In microwave remote sensing of earth terrain, the effects of volume scattering have been treated with random medium and discrete scatterer models for terrain media. The discrete scatterer model with the radiative transfer theory has been used to study passive and active microwave remote sensing. In passive remote sensing, Rayleigh and Mie scattering functions have been used to study the thermal microwave emission from layered medium with planar and rough interfaces [England, 1975; Chang et al., 1976; Tsang and Kong, 1977a, 1979; Kong et al., 1979; Fung and Chen, 1981a; Shin and Kong, 1982]. In active remote sensing, the Rayleigh scattering model has been used extensively [Shin and Kong, 1981; Fung and Eom, 1981; Fung and Chen, 1981b; Karam and Fung, 1982]. The random medium model with the radiative transfer theory has been used to study passive remote sensing from layered earth terrain [Gurvich et al., 1973; Tsang and Kong, 1975, 1976b, 1980b; Djermakoye and Kong, 1979; Chuang and Kong, 1980]. In active remote sensing, wave approaches with iterative solutions have been used widely with the random medium model to calculate the scattering coefficients [Tsang and Kong, 1976a; Zuniga and Kong, 1980; Zuniga et al., 1979, 1980]. The radiative transfer theory with the random medium model has been applied to active remote sensing by Tsang and Kong [1978] where the iterative approach is applied to second order in albedo to calculate the bistatic scattering coefficients from a halfspace random medium. In order to more realistically model the natural terrain, a composite model that can account for both the volume and rough surface scattering effects are needed. The Rayleigh scattering model for the volume scattering with the geometrical optics solution for the random rough surface scattering have been used to study the combined effects [Fung and Eom, 1981; Fung and Chen, 1981b; Karam and
In this chapter we use the radiative transfer theory to solve the problem of scattering from a layer of random medium on top of a homogeneous halfspace with rough interfaces at the top and bottom boundaries. Using all four Stokes parameters the bistatic scattering coefficients are calculated using a numerical approach which provides a valid solution for both small and large albedos. The coherent and incoherent bistatic scattering coefficients for the rough surface are used to modify the boundary conditions satisfied by the intensities at the top and bottom interfaces. A Fourier-series expansion in the azimuthal direction is used to eliminate the azimuthal $\phi$-dependence from the radiative transfer equations and the boundary conditions. Then the set of equations without the $\phi$-dependence is solved using the method of Gaussian quadrature. The integrals in the radiative transfer equations are replaced by a Gaussian quadrature and the resulting system of first-order differential equations is solved by obtaining eigenvalues and eigenvectors and matching the boundary conditions. Legendre quadrature method is used to properly discretize the boundary conditions which contain both the coherent and incoherent bistatic scattering coefficients. The numerical results are illustrated by plotting backscattering cross sections as functions of incident angle and frequency.
10.2 Formulation

Consider a layer of random medium with rough interfaces characterized by the permittivity $\epsilon = \epsilon'$, where $\epsilon'$ stands for the randomly fluctuating part whose amplitude is very small and whose ensemble average is zero, on top of a homogeneous medium with permittivity $\epsilon_z$ [Fig. 10.1]. The radiative transfer equations which govern the propagation of intensities inside the scattering medium are, for $0 < \theta < \pi$,

$$\cos \theta \frac{d}{dz} I(\theta, \phi, z) = -K_a I(\theta, \phi, z) - \overline{K}_s(\theta) \overline{I}(\theta, \phi, z) + \int_{\theta_0}^{\theta} d\theta' \sin \theta' \int_{\phi_0}^{\phi} d\phi' P(\theta, \phi; \theta', \phi') \overline{I}(\theta', \phi', z)$$

(1)

where

$$I(\theta, \phi, z) = \begin{bmatrix} I_v(\theta, \phi, z) \\ I_h(\theta, \phi, z) \\ U(\theta, \phi, z) \\ V(\theta, \phi, z) \end{bmatrix}$$

(2)

$I_v$ is the vertically polarized specific intensity, $I_h$ is the horizontally polarized specific intensity, and $U$ and $V$ representing the correlation between two polarizations [Tsang and Kong, 1978; Shin and Kong, 1981], $\overline{P}(\theta, \phi; \theta', \phi')$ is a $4 \times 4$ scattering function matrix, which relates scattered intensities into the direction $(\theta, \phi)$ from the incident intensities in the direction $(\theta', \phi')$, $K_a$ is the loss per unit length due to absorption, and $\overline{K}_s(\theta)$ is the loss per unit length due to scattering. The random permittivity fluctuation is characterized by the variance of the fluctuation $\delta$ and the correlation function with lateral correlation length $l_r$ and vertical correlation length $l_z$. The scattering function matrix and the scattering coefficient have been derived by applying Born approximation with the far-field solution and the explicit expressions for the correlation function with gaussian dependence laterally and exponential dependence vertically are given in Chapter 7 [Tsang and Kong, 1978; Chapter 7, Appendix A].
Consider an incident wave with specific intensity $\tilde{I}_{\text{in}}(\pi - \theta, \phi, z)$ impinging from region 0, which is assumed to be free space, upon the scattering layer. The incident beam in region 0 assumes the form

$$\tilde{I}_{\text{in}}(\pi - \theta, \phi, z) = \tilde{I}_{\text{in}}(\pi - \theta, \phi) \delta(\phi, - \phi)$$

where the use of Dirac delta function is made.

The boundary conditions are, for $0 < \theta < \pi/2$,

$$\tilde{I}(\pi - \theta, \phi, z = 0) = \int_{\theta_0}^{2\pi} d\phi' \int_{\theta_0}^{\pi/2} d\theta' \sin \theta' \tilde{T}_{101}(\theta, \phi, \theta', \phi') \cdot \tilde{I}_{\text{in}}(\pi - \theta, \phi)$$

$$+ \int_{\theta_0}^{2\pi} d\phi' \int_{\theta_0}^{\pi/2} d\theta' \sin \theta' \tilde{R}_{101}(\theta, \phi, \theta', \phi') \cdot \tilde{I}(\theta', \phi', z = 0)$$

$$\tilde{I}(\theta, \phi, z = -d) = \int_{\theta_0}^{2\pi} d\phi' \int_{\theta_0}^{\pi/2} d\theta' \sin \theta' \tilde{R}_{12}(\theta, \phi, \theta', \phi') \cdot \tilde{I}(\pi - \theta, \phi, z = -d)$$

where we have broken up the intensities in the scattering layer into upward going intensities $\tilde{I}(\theta, \phi, z)$ and downward going intensities $\tilde{I}(\pi - \theta, \phi, z)$. In the above equations $\tilde{T}_{101}(\theta, \phi, \theta', \phi')$ represents the coupling from region 0 to region 1, $\tilde{R}_{101}(\theta, \phi, \theta', \phi')$ represents the coupling from upward going intensity in the direction $(\theta', \phi')$ into downward going intensity in the direction $(\pi - \theta, \phi)$ at the boundary of region 1 and region 0, and $\tilde{R}_{12}(\theta, \phi, \theta', \phi')$ represents similar coupling at the boundary of region 1 and region 2.

Once the radiative transfer equations are solved subject to the boundary conditions, the scattered intensity in the direction $(\theta, \phi, z)$ in region 0 is determined from

$$\tilde{I}_{\text{out}}(\theta, \phi, z) = \int_{\theta_0}^{2\pi} d\phi' \int_{\theta_0}^{\pi/2} d\theta' \sin \theta' \tilde{R}_{101}(\theta, \phi, \theta', \phi') \cdot \tilde{I}_{\text{in}}(\pi - \theta, \phi)$$

$$+ \int_{\theta_0}^{2\pi} d\phi' \int_{\theta_0}^{\pi/2} d\theta' \sin \theta' \tilde{R}_{11}(\theta, \phi, \theta', \phi') \cdot \tilde{I}(\theta', \phi', z = 0)$$
where $\overline{T}_{10}(\theta, \phi; \theta', \phi')$ represents coupling from region 1 to region 0.

The bistatic scattering coefficient $\gamma_{\beta\alpha}(\theta, \phi; \theta', \phi')$ is defined as the ratio of the scattered power of polarization $\beta$ per unit solid angle in the direction $(\theta', \phi')$ and the intercepted incident power of polarization $\alpha$ in the direction $(\theta, \phi)$ averaged over $4\pi$ radians [Peake, 1959].

\[
\gamma_{\beta\alpha}(\theta, \phi; \theta', \phi') = \frac{4\pi \cos \theta' I_{\beta\alpha}(\theta, \phi)}{\cos \theta I_{\alpha\alpha}}
\]  

(7)

where $\alpha, \beta = v$ or $h$ with $v$ denoting vertical polarization and $h$ denoting horizontal polarization. In the backscattering direction $\theta, \phi = \theta, \phi$ and $\phi = \pi - \phi$. The backscattering cross sections per unit area are defined to be

\[
\sigma_{\beta\alpha}(\theta, \phi) = \cos \theta \gamma_{\beta\alpha}(\theta, \phi; \pi + \phi; \theta, \phi)
\]  

(8)
10.3 Boundary Conditions

The boundary conditions satisfied by the specific intensities at rough dielectric interfaces are derived in this section. Unlike the planar interface case where the coupling at the boundary is only to the specular reflection and transmission directions, the incident intensity is coupled to all of the reflection and transmission directions. The reflection and transmission matrices are related to the bistatic scattering matrices, which is the generalization of the bistatic scattering coefficients to include the correlation between polarizations of the scattered fields.

Consider a plane wave incident from medium 1 onto medium 2 along the direction \( \hat{k} \), upon a rough dielectric interface. The electric field of the incident wave is given by

\[
\vec{E}_i = \hat{e}_i E_{\text{in}}, e^{i\hat{k} \cdot \vec{r}}
\]

where \( \vec{k}_i \) denotes the incident wave vector and \( \hat{e}_i \) is the polarization of the electric field vector. The rough surface is characterized by a random height distribution \( z = f(\vec{r}_\perp) \) where \( f(\vec{r}_\perp) \) is a Gaussian random variable with zero mean, \( \langle f(\vec{r}_\perp) \rangle = 0 \). The incident field will generate the reflected and transmitted fields in medium 1 and 2, respectively. The solutions to the problem of scattering from a random rough surface have been studied in Chapters 2, 3, and 4. In general, the scattered and transmitted fields for vertical and horizontal polarizations for the incident field with vertical and horizontal polarizations are given by

\[
\begin{bmatrix}
E_{uv} \\
E_{hv}
\end{bmatrix} = \frac{e^{i\hat{k} \cdot \vec{r}}}{r} \begin{bmatrix}
 f^r_{uv}(\theta_s, \phi_s; \theta_t, \phi_t) & f^r_{hv}(\theta_s, \phi_s; \theta_t, \phi_t) \\
 f^r_{hv}(\theta_s, \phi_s; \theta_t, \phi_t) & f^r_{hh}(\theta_s, \phi_s; \theta_t, \phi_t)
\end{bmatrix} \begin{bmatrix}
E_{vi} \\
E_{hi}
\end{bmatrix}
\]

\[
\begin{bmatrix}
E_{vt} \\
E_{ht}
\end{bmatrix} = \frac{e^{i\hat{k} \cdot \vec{r}}}{r} \begin{bmatrix}
 f^r_{vt}(\theta_s, \phi_s; \theta_t, \phi_t) & f^r_{ht}(\theta_s, \phi_s; \theta_t, \phi_t) \\
 f^r_{ht}(\theta_s, \phi_s; \theta_t, \phi_t) & f^r_{hh}(\theta_s, \phi_s; \theta_t, \phi_t)
\end{bmatrix} \begin{bmatrix}
E_{vi} \\
E_{hi}
\end{bmatrix}
\]
Now the scattered specific intensities can be expressed in terms of the incident specific intensities.

\[ \mathbf{I}_s = \mathbf{R}_{12} \mathbf{I}_i \]  \hspace{1cm} (12) \]

\[ \mathbf{I}_s = \mathbf{T}_{12} \mathbf{I}_i \]  \hspace{1cm} (13) \]

where \( \mathbf{I}_i, \mathbf{I}_s, \) and \( \mathbf{I}_t \) are the column matrices for the specific intensities containing the four Stokes parameters

\[ \mathbf{I}_\alpha = \begin{bmatrix} I_{\alpha i} \\ I_{\alpha r} \\ I_{\alpha t} \\ V_{\alpha} \end{bmatrix} \quad \alpha = i, r, t \]  \hspace{1cm} (14) \]

and

\[ \mathbf{R}_{12}(\theta_i, \phi_i; \theta_t, \phi_t) = \frac{1}{A_i \cos \theta_i} \mathbf{L}' \]  \hspace{1cm} (15) \]

\[ \mathbf{T}_{12}(\theta_i, \phi_i; \theta_t, \phi_t) = \frac{1}{A_i \cos \theta_i \eta_2} \mathbf{L}' \]  \hspace{1cm} (16) \]

with

\[ \mathbf{L}' = \begin{bmatrix} (|f_{iv}|^2) & (|f_{iv}|^2) & Re((f_{iv}, f_{iv}^*)^*) & -Im((f_{iv}, f_{iv}^*),) \\ (|f_{iv}|^2) & (|f_{iv}|^2) & Re((f_{iv}, f_{iv}^*)^*) & -Im((f_{iv}, f_{iv}^*),) \\ 2Re((f_{iv}, f_{iv}^*)) & 2Re((f_{iv}, f_{iv}^*)) & Re((f_{iv}, f_{iv}^*)^*) & -Im((f_{iv}, f_{iv}^*),) \\ 2Im((f_{iv}, f_{iv}^*)) & 2Im((f_{iv}, f_{iv}^*)) & Im((f_{iv}, f_{iv}^*)^*) & Re((f_{iv}, f_{iv}^*),) \end{bmatrix} \]  \hspace{1cm} (17) \]

Thus, the boundary conditions for the specific intensities at a rough interface is given by

\[ \mathbf{I}_1(\mathbf{k}_i) = \int_{0}^{2\pi} d\phi_i \int_{0}^{\pi/2} d\theta_i \sin \theta_i \mathbf{R}_{12}(\theta_i, \phi_i; \theta_t, \phi_t) \cdot \mathbf{I}_1(\mathbf{k}_i) \]  \hspace{1cm} (18) \]

\[ \mathbf{I}_2(\mathbf{k}_i) = \int_{0}^{2\pi} d\phi_i \int_{0}^{\pi/2} d\theta_i \sin \theta_i \mathbf{T}_{12}(\theta_i, \phi_i; \theta_t, \phi_t) \cdot \mathbf{I}_1(\mathbf{k}_i) \]  \hspace{1cm} (19) \]
The reflected and transmitted intensities at the directions $\hat{k}$ and $\hat{k}_t$ are given by integration of all the scattered intensities which are coupled to that direction from the incident intensity.

The reflection and transmission coupling matrices can also be related to the previously used bistatic scattering coefficients. First, we generalize the definition of bistatic scattering coefficients to include the correlation between polarizations. We define the bistatic scattering matrix $\tilde{\gamma}$ whose elements are given by

$$\gamma_{\alpha\beta}(\theta_s, \phi_s; \theta_t, \phi_t) = 4\pi \frac{\cos \theta_s}{\cos \theta_t} \frac{I_{\alpha\beta}(\theta_s, \phi_s)}{I_{\alpha\beta}} \quad \alpha, \beta = 1, 2, 3, 4$$

where

$$\tilde{I}_\alpha = \begin{bmatrix} I_{1\alpha} \\ I_{2\alpha} \\ I_{3\alpha} \\ I_{4\alpha} \end{bmatrix} = \begin{bmatrix} I_{\alpha} \\ I_{\alpha} \\ U_{\alpha} \\ V_{\alpha} \end{bmatrix} \quad \alpha = t, s$$

The previously used bistatic scattering coefficients are

$$\gamma_{vv} = \gamma_{11} \quad \gamma_{vh} = \gamma_{12} \quad \gamma_{hv} = \gamma_{21} \quad \gamma_{hh} = \gamma_{22}$$

The reflection coupling matrix is related to the bistatic scattering matrix as follows:

$$\bar{R}_{12}(\theta_s, \phi_s; \theta_t, \phi_t) = \frac{1}{4\pi \cos \theta_s} \frac{\cos \theta_t}{\gamma_{12}} \tilde{\gamma}(\theta_s, \phi_s; \theta_t, \phi_t)$$

In a similar manner, we can relate the transmission coupling matrix to the bistatic scattering coefficients for the transmitted intensities:

$$\bar{T}_{12}(\theta_t, \phi_t; \theta_s, \phi_s) = \frac{1}{4\pi \cos \theta_t} \frac{\cos \theta_s}{\gamma_{12}} \tilde{\gamma}(\theta_t, \phi_t; \theta_s, \phi_s)$$
The explicit expressions for the reflection and transmission matrices, obtained using the scattered and transmitted fields derived by a combination of Kirchhoff approximation and geometrical optics approach, are given in Appendix A. The other solutions for the scattering from a rough dielectric interface, such as small perturbation method (SPM) or modified SPM, can also be used to derive the coupling matrices to be used with the radiative transfer equations.

We also note that the coupling matrices can be broken up into coherent and incoherent components in a manner similar to the breaking up of the bistatic scattering coefficients. The coherent components only couple the incident intensity into the specular reflection and transmission directions while the incoherent components couple to all reflection and transmission directions.

\[
\overline{R}_{12}(\vartheta_s, \varphi_s; \vartheta_t, \varphi_t) = \overline{R}_{12}^r(\vartheta_s, \varphi_s; \vartheta_t, \varphi_t) + \overline{R}_{12}^i(\vartheta_s, \varphi_s; \vartheta_t, \varphi_t) \quad (25)
\]

\[
\overline{T}_{12}(\vartheta_t, \varphi_t; \vartheta_s, \varphi_s) = \overline{T}_{12}^r(\vartheta_t, \varphi_t; \vartheta_s, \varphi_s) + \overline{T}_{12}^i(\vartheta_t, \varphi_t; \vartheta_s, \varphi_s) \quad (26)
\]
10.4 Fourier Series Expansion

The radiative transfer equations and the associated boundary conditions can be solved using a numerical approach. We first use a Fourier-series expansion in the azimuthal direction to eliminate the $\phi$-dependence from the radiative transfer equations. We let

$$
\bar{T}(\theta, \phi, z) = \sum_{m=1}^{\infty} \left[ \bar{T}_{m'}(\theta, z) \cos m(\phi - \phi_i) - \bar{T}_{m''}(\theta, z) \sin m(\phi - \phi_i) \right] \tag{27}
$$

$$
\bar{P}(\theta, \phi; \theta', \phi') = \sum_{m=1}^{\infty} \frac{1}{(1 - \delta_m)\pi} \left[ \bar{P}_{m'}(\theta, \theta') \cos m(\phi - \phi') + \bar{P}_{m''}(\theta, \theta') \sin m(\phi - \phi') \right] \tag{28}
$$

where the superscript $m$ indicates the order of harmonic in the azimuthal direction, the superscripts $c$ and $s$ indicate the cosine and sine dependence, and the Neumann number $\delta_m = 0$ for $m \neq 0$ and $\delta_m = 1$. Substituting (27) and (28) into the radiative transfer equations, the $\phi'$-integration can be carried out. Then, by collecting terms with the same sine or cosine dependence, we obtain a set of equations without the $\phi$-dependence [Chapter 7, Section 7.3].

The $\phi$-dependence from the boundary conditions can also be eliminated using the Fourier-series expansion. We let

$$
\bar{I}_{\alpha}(\theta, \phi, \phi_i) = \bar{I}_{\alpha}(\theta, \phi_i) \delta(\cos \theta_i - \cos \theta) \sum_{m=1}^{\infty} \frac{1}{(1 + \delta_m)\pi} \cos m(\phi - \phi_i) \tag{29}
$$

and, for $\alpha, \beta = 0, 1, 2$,

$$
\bar{R}_{i,\alpha}(\theta, \phi; \theta', \phi') = \bar{R}_{i,\alpha}(\theta, \phi') \delta(\cos \theta - \cos \theta') \sum_{m=1}^{\infty} \frac{1}{(1 + \delta_m)\pi} \cos m(\phi - \phi') \tag{30a}
$$

$$
\bar{R}_{i,\alpha}(\theta, \phi; \theta', \phi') = \sum_{m=1}^{\infty} \frac{1}{(1 + \delta_m)\pi} \left[ \bar{R}_{i,\alpha}(\theta, \theta') \cos m(\phi - \phi') + \bar{R}_{i,\alpha}(\theta, \theta') \sin m(\phi - \phi') \right] \tag{30b}
$$
\[
\overline{T}_{11}(\theta, \phi; \theta', \phi') = \overline{T}_{110}(\theta, \phi) \delta(\sin \phi - \cos \phi') \sum_{m=0}^{\infty} \frac{1}{(1 + \delta_m)^{\pi}} \cos m(\phi - \phi') \tag{31a}
\]

\[
\overline{T}_{11}(\theta, \phi; \phi', \phi') = \sum_{m=0}^{\infty} \frac{1}{(1 + \delta_m)^{\pi}} \left[ \overline{T}_{110}(\theta, \phi, \phi') \cos m(\phi - \phi') - \overline{T}_{110}(\theta, \phi') \sin m(\phi - \phi') \right] \tag{31b}
\]

where \(\epsilon_0\) and \(\epsilon_1\) are related by the Snell's law.

Substituting (29), (30), and (31) into the boundary conditions (4) and (5) and carrying out the \(d\phi'\) and \(d\phi\) integrations, we obtain the following set of equations. For \(0 < \theta < \pi/2\) and \(m = 0, 1, 2, \ldots\)

\[
\overline{T}_{110}(\theta, \phi; \pi - \theta, z = 0) = \int_{0}^{\pi/2} d\phi' \sin \phi' \overline{T}_{110}(\theta, \phi ; \pi - \phi') \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = 0) + \overline{T}_{110}(\theta, \phi') \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = 0) \tag{32a}
\]

\[
\overline{T}_{110}(\theta, \phi; \pi - \theta, z = 0) = \int_{0}^{\pi/2} d\phi' \sin \phi' \overline{T}_{110}(\theta, \phi ; \pi - \phi') \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = 0) + \overline{T}_{110}(\theta, \phi') \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = 0) \tag{32b}
\]

\[
\overline{T}_{110}(\theta, \phi; \theta - d, z = 0) = \int_{0}^{\pi/2} d\phi' \sin \phi' \overline{T}_{110}(\theta, \phi ; \theta - d) \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = -d) - \overline{T}_{110}(\theta, \phi') \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = -d) \tag{33a}
\]

\[
\overline{T}_{110}(\theta, \phi; \theta - d, z = 0) = \int_{0}^{\pi/2} d\phi' \sin \phi' \overline{T}_{110}(\theta, \phi ; \theta - d) \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = -d) - \overline{T}_{110}(\theta, \phi') \overline{T}_{110}^{\pi - \phi'}(\pi - \theta, z = -d) \tag{33b}
\]
where

\[ \widetilde{T}_{\alpha\epsilon}^{\mu
u}(\pi - \theta, z) = \frac{1}{(\delta m - 1)\pi} \delta(\cos \theta - \cos \theta_{\epsilon, \alpha}) \]  

(34)

We note that the Fourier-series expanded coupling matrices for azimuthally isotropic rough boundaries do not couple the first two Stokes parameters to the last two Stokes parameters. The coupling matrices can be expanded as follows. For \( A = R \) or \( T \), and \( \alpha, \beta = 0, 1, 2, \)

\[ \overline{A}_{\alpha, \beta}^{\mu
u} = \begin{bmatrix} A_{\mu
u}^{\alpha, \beta, 1} & A_{\mu
u}^{\alpha, \beta, 2} & 0 & 0 \\ A_{\mu\nu}^{\alpha, \beta, 2} & 0 & 0 & 0 \\ 0 & 0 & A_{\mu\nu}^{\alpha, \beta, 3} & A_{\mu\nu}^{\alpha, \beta, 4} \\ 0 & 0 & A_{\mu\nu}^{\alpha, \beta, 4} & 0 \end{bmatrix} \]

(35a)

\[ \overline{A}_{\alpha, \beta}^{\mu
u} = \begin{bmatrix} 0 & 0 & A_{\mu\nu}^{\alpha, \beta, 3} & A_{\mu\nu}^{\alpha, \beta, 4} \\ 0 & 0 & A_{\mu\nu}^{\alpha, \beta, 4} & 0 \\ A_{\mu\nu}^{\alpha, \beta, 3} & A_{\mu\nu}^{\alpha, \beta, 4} & 0 & 0 \\ A_{\mu\nu}^{\alpha, \beta, 4} & 0 & 0 & 0 \end{bmatrix} \]

(35b)

Thus, the boundary conditions (32) and (33) can be decoupled by defining

\[ \overline{T}_{\epsilon}^{\mu
u}(\theta, z) = \begin{bmatrix} I_{\epsilon}^{\mu
u}(\theta, z) \\ I_{\epsilon}^{\mu
u}(\theta, z) \\ V^{\mu
u}(\theta, z) \end{bmatrix} \]

(36a)

\[ \overline{T}_{\epsilon}^{\mu
u}(\theta, z) = \begin{bmatrix} I_{\epsilon}^{\mu
u}(\theta, z) \\ I_{\epsilon}^{\mu
u}(\theta, z) \\ V^{\mu
u}(\theta, z) \end{bmatrix} \]

(36b)

where superscripts \( \epsilon \) and \( \sigma \) stands for even or odd dependence in the first two Stokes parameters. After carrying out the \( d\theta \) integration, the decoupled boundary conditions are given by, for \( \alpha = \epsilon \) or \( \sigma \),

\[ \overline{T}_{\epsilon\epsilon}^{\mu
u}(\pi - \theta, z = 0) = \overline{T}_{\epsilon\epsilon}^{\mu
u}(\theta, z) \cdot \overline{T}_{\epsilon\epsilon}^{\mu
u}(\pi - \theta, z) - \overline{T}_{\epsilon\epsilon}^{\mu
u}(\theta, \theta) \cdot \overline{T}_{\epsilon\epsilon}^{\mu
u}(\theta, z) 

- \int_{0}^{\pi/2} d\theta' \sin \theta' \left[ \overline{R}_{11}^{\epsilon\epsilon}(\theta, \theta') - \overline{R}_{11}^{\epsilon\epsilon}(\theta, \theta') \right] \cdot \overline{T}_{\epsilon\epsilon}^{\mu
u}(\theta, z = 0) \]  

(37a)
\[ T''''(\hat{\nu}, \hat{\nu}' = -d) = \int_{\theta'}^{\pi/2} d\theta' \sin \theta' \left[ \overline{R}^{'''}_{12}(\hat{\nu}, \theta') - \overline{R}''_{12}(\hat{\nu}, \theta') \right] \overline{T}''''(\pi - \theta', z = -d) \]  

(37b)

where, for \( A = R \) or \( T \), and \( \alpha, \beta = 0, 1, 2 \).

\[
\overline{A}''''_{\alpha/4} = \begin{bmatrix}
A'''_{\nu/4} & A'''_{\nu+1/4} & -A'''_{\nu+1/2} & -A'''_{\nu+1/4} \\
A'''_{\nu+1/4} & A'''_{\nu+3/4} & -A'''_{\nu+3/2} & -A'''_{\nu+3/4} \\
A'''_{\nu+1/2} & A'''_{\nu+3/2} & A'''_{\nu+3/4} \\
A'''_{\nu+1/4} & A'''_{\nu+3/4} & A'''_{\nu+1/2} & A'''_{\nu+3/4}
\end{bmatrix}
\]  

(38a)

\[
\overline{A}''''_{\nu/4} = \begin{bmatrix}
A'''_{\nu/4} & A'''_{\nu+1/4} & A'''_{\nu+1/2} & A'''_{\nu+1/4} \\
A'''_{\nu+1/4} & A'''_{\nu+3/4} & A'''_{\nu+3/2} & A'''_{\nu+3/4} \\
A'''_{\nu+1/2} & A'''_{\nu+3/2} & A'''_{\nu+3/4} \\
A'''_{\nu+1/4} & A'''_{\nu+3/4} & A'''_{\nu+1/2} & A'''_{\nu+3/4}
\end{bmatrix}
\]  

(38b)

and, for \( \alpha = e \) or \( o \),

\[
\overline{T}''''_{\alpha/4}(\pi - \theta, \nu) = \overline{T}''''_{\alpha/4} \frac{1}{(\ell_{m} + 1)\pi} \delta(\cos \theta_{m} - \cos \theta_{\nu})
\]  

(39)

with

\[
\overline{T}''''_{\alpha/4} = \begin{bmatrix}
I_{\nu/4} \\
I_{\nu+1/4} \\
0 \\
0
\end{bmatrix}
\]  

(40a)

\[
\overline{T}''''_{\alpha/4} = \begin{bmatrix}
0 \\
0 \\
V_{\nu} \\
V_{\nu+1/4}
\end{bmatrix}
\]  

(40b)

The radiative transfer equations for the even and odd series can be obtained in a similar manner. We have, for \( \alpha = e \) or \( o \) and \( m = 0, 1, 2, \cdots \)

\[
\cos \theta \frac{d}{dz} \overline{T}'''''(\hat{\nu}, \nu) = -K_{\alpha} \overline{T}'''''(\hat{\nu}, \nu) - \overline{K}_{\alpha}(\theta) \overline{T}'''''(\hat{\nu}, \nu) + \int_{\theta'}^{\pi} d\theta' \sin \theta' \overline{P}'''''(\theta, \theta') \cdot \overline{T}'''''(\theta', \nu)
\]  

(41)
where \( \overline{P}^{(\ell', \ell')} \) is defined in a similar manner to (38) [Chapter 7, Section 7.3].

We define \( m_{\text{max}} \) and \( m'_{\text{max}} \) to be the number of harmonics that has to be kept in the expansions of the scattering function matrix and the coupling matrices, respectively, such that

\[
\overline{P}^{(\ell', \ell')} \simeq \overline{P}^{(\ell, \ell')} \simeq 0 \quad \text{for} \quad m > m_{\text{max}} \tag{42}
\]

and

\[
\overline{A}^{(\ell', \ell')} \simeq \overline{A}^{(\ell, \ell')} \simeq 0 \quad \text{for} \quad m > m'_{\text{max}} \tag{43}
\]

Then, for \( m > m_{\text{max}} \) the radiative transfer equations simplify to

\[
\cos \theta \frac{d}{dz} \overline{T}^{(\ell, \ell')} (\theta, z) = -K_{\alpha} \overline{T}^{(\ell, \ell')} - \overline{\alpha_\ast} (\theta) \cdot \overline{T}^{(\ell, \ell')} (\theta, z) \tag{44}
\]

where \( \alpha = \epsilon \) or \( \sigma \). Similarly, for \( m > m'_{\text{max}} \) the boundary conditions simplify to

\[
\overline{T}^{(\ell, \ell')} (\pi - \theta, z = 0) = \overline{T}_{n1} (\theta, ) \cdot \overline{T}^{(\ell, \ell')} (\pi - \theta, z = 0) + \overline{R}_{11} (\theta) \cdot \overline{T}^{(\ell, \ell')} (\theta, z = 0) \tag{45a}
\]

and

\[
\overline{T}^{(\ell, \ell')} (\theta, z = -d) = \overline{R}_{12} (\theta) \cdot \overline{T}^{(\ell, \ell')} (\pi - \theta, z = -d) \tag{45b}
\]

where \( \int d\theta' \) integrations are carried out. Thus, for \( m > \max\{m_{\text{max}}, m'_{\text{max}}\} \), we can use the simplified radiative transfer equations and the boundary conditions, given by (44) and (45), to obtain the solutions analytically without resorting to the numerical approach.
10.5 Numerical Solution

The set of decoupled radiative transfer equations without the azimuthal dependence for each harmonic can be solved numerically using the Gaussian quadrature method. The integrals in the radiative transfer equations are replaced by Gaussian quadratures and the resulting system of first-order differential equation with constants coefficients are solved by obtaining eigenvalues and eigenvectors. The numerical solution for the specific intensity is given by [Chapter 7], for each harmonic and for even or odd series,

\[ I^+ = (E + Q) \bar{D}(z) \bar{x} + (E - Q) \bar{U}(z + d) \bar{y} \]  \hspace{1cm} (46a)

\[ I^- = (E' + Q') \bar{D}(z) \bar{x} - (E' - Q') \bar{U}(z + d) \bar{y} \]  \hspace{1cm} (46b)

where \( I^+ \) and \( I^- \) represent the upward and downward propagating intensities and \( \bar{x} \) and \( \bar{y} \) are the unknown constants.

The boundary conditions, which are to be used to determine the unknown constants \( \bar{x} \) and \( \bar{y} \), can be obtained by discretizing the boundary conditions given by (37). Following the procedure outlined in the Appendix B, we obtain the following set of equations:

\[ T^-(z = 0) = \bar{R}_{10} \cdot T^+(z = 0) + \bar{T}_{101} \cdot I^- \]  \hspace{1cm} (47a)

\[ T^-(z = -d) = \bar{R}_{12} \cdot T^-(z = -d) \]  \hspace{1cm} (48a)

Substituting in the expressions for the upward and downward propagating intensities into the boundary conditions (54) and (55), we obtain the following set of equations for \( \bar{x} \) and \( \bar{y} \):

\[ \left[ (E' + Q') - \bar{R}_{10} (E - Q) \right] \cdot \bar{x} + \left[ (E' - Q') - \bar{R}_{10} (E - Q) \right] \cdot \bar{D}(-d) \cdot \bar{y} = \bar{T}_{101} \cdot I^- \]  \hspace{1cm} (49a)
The above equations can be solved for the constants $\bar{z}$ and $\bar{y}$ for the each cases when the incident intensity is at one of the quadrature angles. Note that in the halfspace random medium case when $d \to \infty$, $\bar{D} \to 0$ and the equations for $\bar{z}$ and $\bar{y}$ become decoupled and the matrix equation does not become singular (Fung and Chen, 1981b). This is due to the form of the solution assumed in (46).

Once the constants $\bar{z}$ and $\bar{y}$ are determined, the scattered intensities from region 1 to region 0, represented by the first term on the right-hand-side of (6), can be determined. We have

$$
\bar{I}_{1,\varphi} = \bar{T}_{10} \cdot \bar{T}^+(z = 0)
$$

$$
= \bar{T}_{10} \cdot \left[ (\bar{E} - \bar{Q}) \cdot \bar{z} + (\bar{E} - \bar{Q}) \cdot \bar{D}(-d) \cdot \bar{y} \right]
$$

Thus, the complete solution can be obtained by solving the radiative transfer equations using the Gaussian quadrature method for each harmonic as outlined above and reintroducing the azimuthal dependence. The total scattered intensities in region 0 is given by

$$
\bar{I}_{1,\varphi} = \left\{ \bar{R}_{01} + \bar{T}_{10} \cdot \left[ \bar{I} - \bar{R}_{10} \cdot \bar{R}_{12} \cdot \exp(-\bar{\mu}^{-1} \cdot \bar{K} \cdot d) \right] \right\}^{-1} \cdot \bar{T}_{01} \cdot \delta(\varphi_{..} - \varphi_{.,a})
$$

$$
+ \sum_{m=1}^{\infty} \left\{ \bar{R}_{01} \cdot \bar{T}_{01} \cdot \bar{T}^{m,*} \cos m(\varphi_{..} - \varphi_{.,a}) + \bar{R}_{01} \cdot \bar{T}_{01} \cdot \bar{T}^{m,*} \sin m(\varphi_{..} - \varphi_{.,a})
$$

$$
+ \bar{T}_{10} \cdot \bar{T}^{m,*} (z = 0) \cos m(\varphi_{..} - \varphi_{.,a}) + \bar{T}_{10} \cdot \bar{T}^{m,*} (z = 0) \sin m(\varphi_{..} - \varphi_{.,a})
$$

$$
- \bar{T}_{10} \cdot \left[ \bar{I} - \bar{R}_{10} \cdot \bar{R}_{12} \cdot \exp(-\bar{\mu}^{-1} \cdot \bar{K} \cdot d) \right]^{-1} \cdot \bar{T}_{01} \cdot \bar{T}^{m,*} \cos m(\varphi_{..} - \varphi_{.,a})
$$

$$
+ \left\{ \bar{T}_{10} \cdot \bar{T}^{m,*} (z = 0) + \bar{T}_{10} \cdot \bar{T}^{m,*} (z = 0) \right\} \sin m(\varphi_{..} - \varphi_{.,a}) \right\}
$$

(51)
where \( m''_{\text{max}} = \max \{ m_{\text{max}}, m'_{\text{max}} \} \) and for \( m > m''_{\text{max}} \), we have evaluated the scattered intensities analytically and summed them up. Once the scattered intensities in region 0 are obtained, the bistatic scattering coefficients and the backscattering cross sections can be obtained from (7) and (8). We note that if we are only interested in calculating the scattering intensities for vertically or horizontally polarized intensities, then we only need to calculate the even series. This is because the odd series, represented by (36b), is zero due to the fact the incident intensity for the odd series as given by (40b) is zero.
10.6 Results and Discussion

In this section we illustrate the theoretical results by plotting backscattering cross sections as functions of incident angle and frequency for various cases. In our calculations $n = 16$ is used. The combined volume and rough surface scattering model is illustrated using the geometrical optics solution for the rough surface modified with the shadowing function. In Fig. 10.2, the backscattering cross sections for like-like polarized return $\sigma_{hh}$ and depolarized return $\sigma_{vh}$ are plotted as a function of incident angle at 5.0 GHz. The bottom boundary is assumed to be rough with mean square surface slope $\sigma = 0.05$. We note that unlike the case of only volume scattering, which has a fairly smooth angular dependence, we have a peak near nadir. This is due to the contribution from the bottom rough surface. Also, depolarization return for the combined model is higher than the volume scattering model. In the volume scattering case, the depolarizaion of the backscattered power is due to the second-order and higher-order scattering effects. However, in the presence of a rough boundary, there is the effect of interaction between the rough surface and volume scattering.

In Fig. 10.3, we compare the backscattering cross sections for volume scattering, rough surface scattering, and the combined volume and rough surface scattering. We can see that the backscattering cross section near nadir is dominated by the rough surface scattering whereas for larger angles of incidence volume scattering effects dominate.

In Figs. 10.4 and 10.5, we compare the volume scattering effects and the combined volume and rough surface scattering effects by plotting the backscattering cross sections as a function of frequency. In Fig. 10.4 the angle of incidence is $\theta_i = 4.2^\circ$. At low frequencies the backscattered power due to volume scattering diminishes and the rough
surface effects dominate. As frequency is increased the effect of the bottom rough surface diminishes since the intensities do not penetrate the scattering layer as much as at lower frequencies, and the backscattered power is due to the volume scattering. In Fig. 10.5, we illustrate the same case for the angle of incidence \( \theta_i = 32^\circ \). Again, the rough surface scattering dominates at low frequencies. However, the rough surface scattering effect diminishes faster as frequency is increased which is due to the fact that at higher incident angles the intensities have to travel a longer path before being affected by the bottom rough surface.
Appendix A: Expressions for Coupling Matrices obtained using Geometrical Optics

The reflection and transmission coupling matrices at the rough dielectric interface can be obtained using the scattered and the transmitted fields derived by a combination of Kirchhoff approximation and geometrical optics approach. The explicit expressions for the coupling matrices \( \bar{R}_{12} \) and \( \bar{T}_{12} \) are given by [Chapter 2, Section 2.5]

\[
\bar{R}_{12}(\theta_0, \phi_0; \hat{\theta}_1, \hat{\phi}_1) = \frac{1}{\cos \theta_0} \frac{[\bar{k}_{1d}]^4}{4 \bar{k}_{1} \times \bar{k}_{2} \times \bar{k}_{4} \times \bar{k}_{6}} \frac{1}{2 \pi \varepsilon^2} \exp \left[ -\frac{k_{1dz}^2 + k_{1dy}^2}{2k_{1dz}^2 \varepsilon^2} \right] \bar{C}_{12}(\theta_0, \phi_0; \hat{\theta}_1, \hat{\phi}_1) \quad (A1)
\]

\[
\bar{T}_{12}(\theta_0, \phi_0; \hat{\theta}_1, \hat{\phi}_1) = \frac{1}{\cos \theta_0} \frac{k_{2d}^2 k_{2d}^2 (\hat{n} \cdot \hat{k_u})^2 \eta_1}{\bar{k}_{1} \times \bar{k}_{2} \times \bar{k}_{4} \times \bar{k}_{6}} \frac{1}{2 \pi \varepsilon^2} \exp \left[ -\frac{k_{2dz}^2 + k_{2dy}^2}{2k_{2dz}^2 \varepsilon^2} \right] \bar{C}_{12}(\theta_0, \phi_0; \hat{\theta}_1, \hat{\phi}_1) \quad (A2)
\]

where \( \varepsilon^2 \) is the mean square surface slope

\[
\bar{k}_{1d} = \bar{k}_1 - \bar{k}_s \quad (A3)
\]

\[
\bar{k}_{2d} = \bar{k}_1 - \bar{k}_t \quad (A4)
\]

\[
\bar{C}_{12} = \begin{bmatrix}
|f_{vv}^*|^2 & |f_{vh}^*|^2 & Re(f_{vv}^* f_{vh}^*) & -Im(f_{vv}^* f_{vh}^*) \\
|f_{hv}^*|^2 & |f_{hh}^*|^2 & Re(f_{hv}^* f_{hh}^*) & -Im(f_{hv}^* f_{hh}^*) \\
2Re(f_{vv}^* f_{hv}^*) & 2Re(f_{vh}^* f_{hh}^*) & Re(f_{vv}^* f_{hh}^* + f_{vh}^* f_{hv}^*) & -Im(f_{vv}^* f_{hh}^* - f_{vh}^* f_{hv}^*) \\
2Im(f_{vv}^* f_{hv}^*) & 2Im(f_{vh}^* f_{hh}^*) & Im(f_{vv}^* f_{hh}^* + f_{vh}^* f_{hv}^*) & Re(f_{vv}^* f_{hh}^* - f_{vh}^* f_{hv}^*)
\end{bmatrix} \quad (A5)
\]

with

\[
f_{vv}^* = (\hat{h}_v \cdot \hat{k}_t)(\hat{h}_i \cdot \hat{k}_s)R_h + (\hat{\theta}_v \cdot \hat{k}_i)(\hat{\theta}_i \cdot \hat{k}_s)R_v \quad (A6)
\]

\[
f_{hv}^* = -(\hat{\theta}_v \cdot \hat{k}_i)(\hat{h}_i \cdot \hat{k}_s)R_h + (\hat{\theta}_v \cdot \hat{k}_i)(\hat{\theta}_i \cdot \hat{k}_s)R_v \quad (A7)
\]

\[
f_{hv}^* = (\hat{h}_v \cdot \hat{k}_i)(\hat{h}_i \cdot \hat{k}_s)R_h - (\hat{\theta}_v \cdot \hat{k}_i)(\hat{\theta}_i \cdot \hat{k}_s)R_v \quad (A8)
\]
and

\[
 f'_{hh} = (\hat{v}_t \cdot \hat{k}_t)(\hat{v}_t \cdot \hat{k}_t)(1 + R'_v) \quad (A9)
\]

and

\[
 f'_{hv} = (\hat{h}_v \cdot \hat{k}_v)(\hat{h}_v \cdot \hat{k}_v)(1 + R'_v) + (\hat{v}_t \cdot \hat{k}_t)(\hat{v}_t \cdot \hat{k}_t) \frac{n_2}{n_1} (1 + R'_v) \quad (A10)
\]

\[
 f'_{vh} = -(\hat{h}_v \cdot \hat{k}_v)(\hat{v}_t \cdot \hat{k}_t)(1 + R'_v) + (\hat{h}_v \cdot \hat{k}_v)(\hat{h}_v \cdot \hat{k}_v) \frac{n_2}{n_1} (1 + R'_v) \quad (A11)
\]

\[
 f'_{vh} = (\hat{v}_t \cdot \hat{k}_t)(\hat{v}_t \cdot \hat{k}_t)(1 + R'_v) + (\hat{h}_v \cdot \hat{k}_v)(\hat{h}_v \cdot \hat{k}_v) \frac{n_2}{n_1} (1 + R'_v) \quad (A12)
\]

\[
 f'_{hh} = (\hat{v}_t \cdot \hat{k}_t)(\hat{v}_t \cdot \hat{k}_t)(1 + R'_v) + (\hat{h}_v \cdot \hat{k}_v)(\hat{h}_v \cdot \hat{k}_v) \frac{n_2}{n_1} (1 + R'_v) \quad (A13)
\]

\[ R_v, \quad R_h, \quad R'_v, \quad \text{and} \quad R'_h \quad \text{are the local reflection coefficients for the vertical and horizontal polarizations evaluated at the stationary phase points} \quad (\alpha_v, \beta_v) \quad \text{and} \quad (\alpha'_h, \beta'_h), \quad \text{respectively.}
\]

As mentioned in Chapter 2, the geometrical optics solution used to derived the boundary conditions for rough dielectric interface satisfies the principle of reciprocity but violates the principle of energy conservation. This is due to the neglect of the effects of multiple scattering and shadowing. The shadowing effects can be incorporated to modify the boundary conditions. Following the same procedure as in Chapter 2, we obtain

\[
 \overline{R}_{12}(\hat{k}_n; \hat{k}_i) = S(\hat{k}_n, \hat{k}_i) \overline{R}_{12}(\hat{k}_n; \hat{k}_i) \quad (A14)
\]

\[
 \overline{T}_{12}(\hat{k}_n; \hat{k}_i) = S(\hat{k}_n, \hat{k}_i) \overline{T}_{12}(\hat{k}_n; \hat{k}_i) \quad (A15)
\]

where \( S(\hat{k}_n, \hat{k}_n) \) is the probability that a point will be illuminated by rays having the directions \( \hat{k}_n \) and \( -\hat{k}_n \), given the values of the slope at the point and has been discussed in Section 2.5.
Appendix B: Application of Legendre Quadrature Formula to the Boundary Conditions

The boundary conditions given by (37) can be put into the matrix form using the quadrature formula. In this appendix we will illustrate the application of the Legendre quadrature formula to the boundary conditions. The boundary conditions are approximated in a manner such that the formulation does not have to be changed when applied to the flat surface case.

Consider the following scalar version of the boundary condition at \( z = -d \):

\[
I(\theta, z = -d) = \int_{0}^{\pi/2} d\theta' \sin \theta' r_{12}(\theta, \theta') I(\pi - \theta', z = -d)
\]

One way to approximate the above equations is to apply the Gaussian quadrature method. We obtain, for \( i, j = 1, 2, \ldots, n \),

\[
I(\theta_i, z = -d) = \sum_{j=1}^{n} a_j r_{12}(\theta_i, \theta_j) I(\pi - \theta_j, z = -d)
\]

This approach is justified as long the approximation of changing the integration to the summation is accurate. This means the number of quadrature points \( n \) has to be large enough so that the above approximation is valid. Note that as \( r_{12}(\theta, \theta') \) becomes more sharply peaked function at the specular direction, the number of quadrature points has to be increased. Thus, it would be difficult to use the above approach for the case of near specular surface. In the limit of specular surface the coupling function is given by

\[
r_{12}(\theta, \theta') = r_{12}(\theta) \delta(\cos \theta' - \cos \theta)
\]
and boundary condition simplifies to

\[ I(\theta, z = -d) = r_{12}(\theta) I(\pi - \theta, z = -d) \]  \hspace{1cm} (B4)

In this limit we note that the number of quadrature points does not have to be large as long as \( r_{12}(\theta) \) is a fairly smooth function.

One way to overcome the above problem is to use the Legendre quadrature formula. We let \( \mu = \cos \theta \). Then, for \( i = 1, 2, \ldots, n \) and \( j = -n, \ldots, -1, 1, 2, \ldots, n \),

\[ I(\mu, z = -d) = \sum_{j=-n}^{n} w_{ij} I(\mu, z = -d) \]  \hspace{1cm} (B5)

where

\[ w_{ij} = \frac{1}{\Pi'(\mu_j)} \int_{\mu_i}^{\mu_j} d\mu r_{12}(\mu_i, \mu) \frac{\Pi(\mu)}{\mu - \mu_j} \]  \hspace{1cm} (B6)

\[ \Pi(\mu) = (\mu - \mu_1)(\mu - \mu_2) \cdots (\mu - \mu_n)(\mu + \mu_1)(\mu + \mu_2) \cdots (\mu + \mu_n) \]  \hspace{1cm} (B7)

\[ \Pi'(\mu_j) = \frac{d}{d\mu} \Pi(\mu) \bigg|_{\mu = \mu_j} \]  \hspace{1cm} (B8)

\[ \mu_j = \cos \theta_j \hspace{1cm} \mu_{-j} = \cos(\pi - \theta_j) \]  \hspace{1cm} (B9)

In the above formulation, we note that as \( r_{12}(\mu, \mu') \) becomes a sharply peaked function around the specular direction, the number of quadrature angles \( n \) does not have to be increased as long as the coefficients \( w_{ij} \) are evaluated accurately. In the limit of specular surface, we have

\[ w_{ij} = r_{12}(\mu_j) \delta_{ij} \]  \hspace{1cm} (B10)

where

\[ \delta_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (B11)
Therefore, in the limit of specular surface, we have

\[ I(\sigma, z = -d) = r_{12}(\sigma) I(\sigma - \ell, z = -d) \]  \hspace{1cm} (B12)

Thus, if we use the Legendre quadrature formula to discretize the boundary conditions, then as the surface becomes more specular the number of quadrature angles does not have to be increased and also the formulations does not have to be changed.

The boundary condition (B5) can be cast into the following matrix equation:

\[ \overline{I}^+(z = -d) = \overline{W}_{12} \cdot \overline{I}^-(z = -d) + \overline{U}_{12} \cdot \overline{I}^+(z = -d) \]  \hspace{1cm} (B13)

where

\[ \overline{I}^+(z = -d) = \begin{bmatrix} I(\mu_1, z = -d) \\ \vdots \\ I(\mu_n, z = -d) \end{bmatrix}, \quad \overline{I}^-(z = -d) = \begin{bmatrix} I(\mu_{-1}, z = -d) \\ \vdots \\ I(\mu_{-n}, z = -d) \end{bmatrix} \]  \hspace{1cm} (B14)

\[ \overline{W}_{12} = \begin{bmatrix} w_{11} & \cdots & w_{1n} \\ \vdots & \ddots & \vdots \\ w_{n1} & \cdots & w_{nn} \end{bmatrix} \]  \hspace{1cm} (B15)

\[ \overline{U}_{12} = \begin{bmatrix} w_{1(-1)} & \cdots & w_{1(-n)} \\ \vdots & \ddots & \vdots \\ w_{n(-1)} & \cdots & w_{n(-n)} \end{bmatrix} \]  \hspace{1cm} (B16)

Thus, the appropriate boundary condition is given by

\[ \overline{I}^+(z = -d) = \overline{R}_{12} \cdot \overline{I}^-(z = -d) \]  \hspace{1cm} (B17)

where

\[ \overline{R}_{12} = [\overline{I} - \overline{U}_{12}]^{-1} \overline{W}_{12} \]  \hspace{1cm} (B18)
We note that

\[ F_{12} \approx 0 \quad (B19) \]

and the coupling matrix is given by

\[ \overline{R}_{12} = \overline{W}_{12} \quad (B20) \]

The boundary condition at \( z = 0 \) is next considered. Unlike the boundary condition at \( z = -d \), there is an additional source term, which is the incident intensity being transmitted from the upper region. Consider the following scalar version of the boundary condition at \( z = 0 \):

\[ I(\pi - \theta, z = 0) = g(\theta, \theta, \alpha) + \int_{0}^{\pi/2} d\theta' \sin \theta' r_{1,0}(\theta, \theta') I(\theta', z = 0) \quad (B21) \]

where \( g(\theta, \theta, \alpha) \) represents the incident intensity at \( \theta, \alpha \), transmitted from region 0 to region 1. The second term in the left-side of the above equation can be approximated following the same procedure outlined above for the boundary condition at \( z = -d \). Thus, we will concentrate on approximating the source term \( g(\theta, \theta, \alpha) \).

We note that for \( g(\theta, \theta, \alpha) \) which is a smooth function, there is no problem as long as the number of quadrature angles is sufficiently large. Then, the boundary condition can be discretized in a straightforward manner. In the limit of a specular surface, the source term is given by the delta function and another approach must be used. One way to bypass the problem of discretizing the delta function is to change the source term at the boundary into the source term in the volume by calculating the zeroth-order solution explicitly and using the radiative transfer equations for the higher order terms with the zeroth-order solution acting as the volume source |Fung and Chen,
However, this approach requires two different formulations for the rough and planar boundaries. Also, the case of near specular surface where the source term is very sharply peaked in the specular direction cannot be treated easily.

In Chapter 7, we outlined the procedure for discretizing the delta function and keeping the source term at the boundary. This approach also gives the same solution as the other approach of using the volume source terms. We will now generalize that procedure and discretize the sharply peaked incident intensity. Consider an integral given by

\[ I = \int_{\theta'}^{\pi/2} f(\theta, \theta') g(\theta', \theta) \quad (B22) \]

where \( f(\theta, \theta') \) is a smooth function. Using the Gaussian quadrature method, the integral \( I \) is approximated as

\[ I \approx \sum_{j=-n}^{j=n} a_j f(\theta, \theta_j) g_j \quad (B23) \]

Our task is to come up with a set of coefficients \( g_j \), such that the above approximation is accurate for an arbitrary function \( g(\theta', \theta) \). Using the Legendre quadrature formula, the integral \( I \) is accurately approximated as

\[ I \approx \sum_{j=-n}^{j=n} f(\theta, \theta_j) w_j \quad (B24) \]

where

\[ w_j = \frac{1}{\Pi(\mu_j)} \int_{-1}^{1} d\mu g(\mu, \mu_m) \frac{\Pi(\mu)}{\mu - \mu_j} \quad (B25) \]

Comparing (B24) and (B25), we obtain

\[ g_j = \frac{1}{a_j} w_j \quad (B26) \]
If we now let $g(\theta', \theta_{\mu}) = \delta(\cos \theta' - \cos \theta_{\mu})$ where $\theta_{\mu}$ is one of the quadrature angles in region $0$, the coefficients $w_j$ is given by

$$w_j = \delta_{ij} \frac{\epsilon_{nn} \cos \theta_{\mu}}{c_j \cos \theta_i} \tag{B27}$$

Thus, the discrete form for the delta function is given by

$$g_j = \delta_{jj} \frac{\epsilon_{nn} \cos \theta_{\mu}}{a_j c_j \cos \theta_i} \tag{B28}$$

which is the same as the result given in Chapter 7. If $g(\theta', \theta_{\mu})$ is a smooth function, then the coefficients $w_j$ can be approximated as

$$w_j \approx g(\mu_j, \mu_{\mu}) \frac{1}{P(\mu_j)} \int_{-1}^{1} d\mu \frac{P(\mu)}{\mu - \mu_j}$$

$$= g(\mu_j, \mu_{\mu}) a_j \tag{B29}$$

Therefore,

$$g_j = g(\mu_j, \mu_{\mu}) \tag{B30}$$

which is also a consistent result. Thus, the discretization of the source term by (B25) and (B26) gives the correct results in both limits of very sharply peaked and smooth incident intensities. We also note that

$$w_j \approx 0 \quad \text{for} \quad j = -1, -2, \ldots, -n \tag{B31}$$
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Figure 10.1  Geometrical configuration of the problem.
Figure 10.2 Backscattering cross sections as a function of incident angle for rough surface and volume scattering at 5 GHz.
Figure 10.3 Backscattering cross sections as a function of incident angle for volume scattering, rough surface scattering, and combined volume and rough surface scattering at 5 GHz.
Figure 10.4. Backscattering cross sections as a function of frequency for $\theta_i = 4.2^\circ$.
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Figure 10.5: Backscattering cross sections as a function of frequency for $\theta_r = 32^\circ$.
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CHAPTER 11

Conclusions and Recommendations for Future Studies

In this thesis, various theoretical models have been developed for electromagnetic wave scattering and emission from layered scattering media with applications to microwave remote sensing of earth terrain. In the active and passive microwave remote sensing of earth terrain, scattering effects due to medium inhomogeneities and surface roughness play a dominant role in the determination of brightness temperatures and radar backscattering coefficients. The volume scattering effects have been accounted for by modeling earth terrain either as a random medium or as a homogeneous medium containing discrete scatterers. The rough surface effects have been studied with models of random and periodic rough surfaces. In order to more realistically model earth terrain, a composite model which accounts for volume and rough surface scattering is developed.

The volume scattering effects due to medium inhomogeneities have been studied by characterizing earth terrain with a layered random medium model. The radiative transfer theory is used to calculate the backscattering and bistatic scattering coefficients from a two-layer random medium. Radiative transfer equations are solved numerically using the Fourier series expansion and the Gaussian quadrature method. In order to explain the scattering and emission characteristics of earth terrain which exhibit the effects of layered structure, the results have been generalized to the case
of multi-layered random medium. The complexity of the problem is kept at the same level as the two-layer cases by deriving effective boundary conditions which incorporate all the properties of the medium below that boundary.

The rough surface effects have been studied with the models of random and periodic rough surfaces. The scattering and emission characteristics of randomly rough surface is studied by deriving bistatic scattering coefficients for the reflected and the transmitted waves with the Kirchhoff approach and the small perturbation method. The geometrical optics solution modified to incorporate the shadowing effect is used to study energy conservation and to derive the upper and lower bounds for the emissivities. The small perturbation method is modified with the use of a cumulant technique which is shown to have wider regions of validity. Active remote sensing of plowed fields has been studied with the model of a randomly perturbed quasiperiodic surface and the Kirchhoff approach. The narrow-band Gaussian random variation around the spatial frequency of the sinusoidal variation is used to introduce the quasiperiodicity. It is shown that there is a large difference between the cases where the incident wave vector is parallel or perpendicular to the row direction. When the incident wave vector is perpendicular to the row direction, the maximum value of the backscattering cross section does not necessarily occur at normal incidence. The scattering pattern is interpreted as a convolution of the scattering patterns for the sinusoidal and the random rough surfaces.

The composite model comprising an inhomogeneous layer over a homogeneous halfspace with rough boundaries has been developed to study the scattering and emission characteristics of earth terrain. The radiative transfer theory is used. The random medium and discrete scatterer models are used to incorporate the volume scattering effects. To model rough top and bottom interfaces, the bistatic scattering coefficients
for a randomly rough surface obtained using a combination of Kirchhoff theory and geometrical optics approach are used. Rough surface effects are incorporated into the radiative transfer theory by modifying the boundary conditions. Because the bistatic scattering coefficients for the rough surface violate energy conservation there is ambiguity in the emissivity. However, two alternate formulations are used to calculate the emissivity. By calculating the bistatic scattering coefficients of the scattering layer with rough top and bottom interfaces and integrating over the upper hemisphere an upper limit for the emissivity is obtained by invoking the principle of reciprocity. A lower limit for the emissivity is obtained by directly calculating thermal microwave emission and assuming that the same medium is at a uniform temperature. It has been shown that the backscattering cross section for the angles of incidence near nadir is dominated by the rough surface effects whereas the large angle of incidence behavior is dominated by the volume scattering effects. The rough surface also causes the angular behavior of thermal emission to become flatter and displays smaller differences between horizontal and vertical polarizations due to more coupling of intensities at the boundaries.

The task of developing theoretical models is by no means complete. We have considered primarily the radiative transfer theory which deals with the intensities of the field quantities and neglects the coherent effects. There is a need to develop a more complete theory that accounts for the coherence effects. The interference effects due to the boundaries in the layered structures have been observed to be important in some snow field measurements. Also, the coherence effects due to the conjugate fields is large in the backscattering direction, especially for the depolarized backscattered intensities.

The problem of scattering and emission of electromagnetic waves from rough surfaces remains a challenging problem. The solution which accounts for shadowing and
multiple scattering and satisfies the principles of energy conservation and reciprocity needs to be investigated.

The combined rough surface and volume scattering problem for the anisotropic media still remains to be solved. The volume anisotropy plays a dominant role in the remote sensing of vegetation canopy with row structures or sea ice where the brine inclusions display a preferred direction. The rough surface anisotropy is a dominant effect in the remote sensing of plowed fields.
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