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Abstract

In this thesis, the magnetic behavior of nanostructured ferromagnetic particle arrays are
studied by experiments and numerical micromagnetics for ultra-high-density data storage
applications. 100nm or 200nm period arrays of nanostructured nickel, cobalt, and cobalt
phosphorus are fabricated by the techniques of interference lithography combined with
evaporation and electrodeposition. The nanomagnet arrays are characterized by bulk mag-
netometry and magnetic force microscopy. The remanent states of evaporated conical par-
ticles and electrodeposited cylindrical particles are studied by micromagnetic simulations
and compared with experimental measurements. For electrodeposited particles, the influ-
ence of size, aspect ratio and microstructure on switching field is also investigated.
Finally, the effect of demagnetizing magnetostatic interactions and switching field spread
on the squareness and the shape of hysteresis loops is studied with the help of an Ising-like
interaction model. Based on these observations, a stability condition for patterned media is
found and used for determining the optimum spacing between nanomagnets.
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Chapter 1

Introduction
Section 1.1 describes the history of the hard drive and its impact on data storage as a back-

ground. Motivation for the thesis is delivered in Section 1.2. The goals of this work are
given in Section 1.3. Section 1.4 discusses the history and the critical role of micromag-

netic modeling. Section 1.5 concludes Chapter 1 with the outline of the thesis.

1.1 Background
1.1.1 History of the Hard Disk

Hard disk storage is one of the most important components of the storage hierarchy in
modern computers due to its nonvolatility and low cost per megabyte. Since IBM intro-
duced the first computer disk storage system in 1956, the Random Access Method of
Accounting and Control (RAMAC), the areal density of hard disks has been increased
enormously and the price per megabyte has dropped significantly. In general, densities and
data rates have doubled every three years [1]. Since 1991, the areal density of hard disks
has increased at a rate of 60% per year, and since 1997, it has doubled every year [2]. This
acceleration of growth is due to the introduction of the magnetoresistive (MR) recording
head by IBM, an increase of competition in the marketplace, and a transfer of technologi-
cal leadership to small-diameter drives with shorter design cycles [2]. Moreover, there are
greater demands for high performance data storage systems in recent years. Specifically,
with the advent and prevalence of high performance personal computers, Internet, and
digital audio/video technologies, storage systems with densities of more than several hun-
dred Gbytes need to be built. Customers are willing to spend money for better data storage
if the cost is not too high. It is shown that each 1% decrease in price is accompanied by 4%

increase in demand [3].
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Today, a megabyte in a hard disk costs only $0.02. Data transfer rate of 60Mbytes/s
have been realized with high areal densities and disk rotation of 10,000 RPM [4]. Through
the use of advanced actuator designs and improved, lighter materials, the access time is
now about 9 milliseconds [4]. A 17.2 Gbits/in? hard drive (IBM’s Travelstar 30GT) is
available on the market, and researchers presented laboratory demonstrations of 65 Gbits/
in? in 2001. However, many researchers believe that increases beyond 200 Gbits/in® will
be limited by the thermal instability, or superparamagnetism, of grains comprising the Co-
alloy based thin film media. The detailed explanation for this phenomena is given in the

following section.

1.2 Motivation: Superparamagnetic Limit

Conventional hard disk media is commonly made by sputtering a Cr underlayer and a Co-
alloy magnetic layer onto a substrate made of nickel-phosphorus (NIP)-plated aluminum.
The Co-alloy layer is polycrystalline with the grains or ‘particles’ on the order of 10-15nm
in diameter in the film plane (Figure. 1.1). The grain easy axes (Co [0002] axis) are ran-
dom in the plane and the grains are magnetically exchange decoupled due the preferential
Cr segregation around the grain boundaries. Since each grain is small enough to be a sin-
gle-domain particle, the thin-film media can be thought as a collection of weakly coupled
uniaxial single-domain particles. Data is recorded by applying a magnetic field with an
inductive head, magnetizing a cluster of grains, called a bit cell. Read-back is achieved by
sensing the fringing field between two oppositely magnetized, neighboring bit cells. Since
only the average magnetization value over the bit-cell is measured, each bit cell must be
comprised of at least 1000 grains to give a reasonable signal-to-noise ratio (S/N), which is
proportional to the square root of the number of grains in each bit cell. To increase the

areal density of a hard disk, the bit cell size should be decreased, which means the grain
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size has to be refined while maintaining the number of grains per each bit.

_ Net Magnetization
— —> <

(@) (b) Transition

Figure 1.1: (a) TEM image of typical polycrystalline thin film
conventional media. Taken from M. Doerner et al [5]. (b) Sche-
matic of written magnetic transition. Bits are represented as
transitions between regions of opposite net magnetization. Each
bit is composed of hundreds of single-domain grains [6].

Heretofore, the areal density growth has been possible through a scaling down of both
bit-cell size and grain size, but if grains become too small, the thermal energy (kg7) can
reverse their magnetization direction, which means that we can not use these grains for
data storage any longer. Each grain can exist in one of two equivalent states of opposite
magnetization, and occupies one state, depending on its past history. These two energy
minima are separated by an energy barrier with a magnitude KV, where K is the magnetic

anisotropy energy density of the grain and V' is the grain volume (Figure 1.2). A grain’s

average magnetic reversal time (in seconds) is given by:
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KV
-1 kpT
T = fpe ! (1.1)

where f)) is a constant, which has a dimension of frequency. The original estimation of

Neel was f, =10° s!, but it has recently become more customary to take f =101% s [7].

Energy (A. U)

First Second
Minimum Minimum

Figure 1.2: The energy barrier between bi-stable
states of single-domain grain with zero applied field.
The arrow inside the grain represents the magnetiza-

tion direction within the single-domain grain.

The dependence of the average reversal time on the ratio V/T is extremely large. For
example, if we take K~ 3.9 x 106 ergs/cm2 (the magnetocrystalline anisotropy constant of
cobalt) with the Neel value of f, =10° s'! and assume 7 ~ 300K, we find that 7 changes

from 1.08 x 10° sto 1.3 x 10™* s when V3 changes from 7nm to Snm. The particle of 7nm
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size appears to be permanently magnetized in a fixed direction over usual measurement
times, whereas the particle of Snm size oscillates between two opposite magnetizations so
rapidly that on the measurement time scale, it would appear to have a magnetization value
of zero. This particle resembles paramagnetic particles since its net magnetization is zero
under the absence of the magnetic field; this type of behavior is called superparamag-
netism. The transition between these two extrema depends on the time scale of interest,
but an energy barrier of 25kz7, which gives average reversal times on the order of a few
seconds is commonly chosen as a transition value. For data storage applications, informa-
tion has to be kept for years, so we use larger value for the thermal stability in hard disk
media. Moreover, in hard disk media, the demagnetization field from neighboring bits
lowers the effective barrier height, so 60kpT is used as an acceptable barrier height. Grain
diameters and film thicknesses currently range between 10 - 20nm, leaving little opportu-
nity for decreasing grain volume while retaining thermal stability. Decreases in grain vol-
ume could be compensated by increases in K, but with high values of X, it becomes more
difficult to write the data on the medium. The maximum field that a writing head can pro-
duce is about 5000 Oe [8]; hence, there is certainly a limit for the increase of the anisot-
ropy. Recently, researchers at IBM demonstrated an antiferromagnetically coupled media
(AFC media), in which V is effectively increased while maintaining M,¢ (M,: remanent
magnetization, ¢: thickness of the film) and S/N [5], but it seems that this enables at most a
two-fold to four-fold increase in areal density. More drastic measures to attack this funda-
mental physical limit have to be taken, and patterned discrete media, which is one of the

most promising solutions, will be explained in the following section.
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1.3 Goals: What patterned media can do for high density storage

1.3.1 Patterned Media: 200 Gbits/in?> and Beyond
The concept of lithographically patterning a hard disk was originally introduced to

improve head tracking and S/N, but it is now clear that patterning offers the possibility of
much higher areal densities than conventional hard disk media [6,9,10]. A patterned
medium consists of a periodic array of discrete elements or “nanomagnets.” Each element
is a single domain magnetic particle, with uniaxial magnetic anisotropy so that the magne-
tization of the element points in one of only two possible directions at remanence, repre-
senting 1 bit of data. Each element can be a single crystal or polycrystalline. For
polycrystalline structures, grains are strongly coupled to one another, so they respond to a
magnetic field in a collective way, contrary to conventional hard disk media. So, for ther-
mal stability considerations in patterned media, not grain size but element size is relevant.
A schematic of patterned media is illustrated in Figure 1.3. The maximum achievable den-
sity depends on the size of particles (which controls thermal stability) and the period of
particle arrays (which controls magnetostatic interaction). With a 10nm particle size and
25nm period, ultra-high densities of 1 Tbits/in? could be achievable. Since we are dealing
with strongly-coupled grains, we do not need many grains per bit for a high S/N, and that
is why we can scale down bit size much further than in conventional hard disk media.
There are two schemes to align the magnetic easy axis. The magnetic anisotropy axis can
lie either parallel to the plane, as in longitudinal thin-film media, or perpendicular to the
plane, as in perpendicular media. Since higher areal density would be achievable with per-
pendicular media due to advantages with respect to “self-demagnetization,” only perpen-

dicular media is considered in this work.
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Figure 1.3: (a) Patterned medium with in-plane mag-
netization. Bits are lithographically defined and have
period p. (b) Patterned medium with out-of-plane
magnetization. The height is /, the diameter d, and the
period p. Bi-stable states are shown as ‘1’ and ‘0. Fig-
ures are taken from [6].

1.3.2 .Goals of the Research

Studies of the magnetic properties of single-domain particles and their potential appli-
cations in magnetic storage have been a challenge for decades and have prompted intense
research activity. The literature is rich with both fabrication schemes and theoretical
micromagnetic studies, but few researchers have attempted to directly compare experi-
ments with theoretical predictions. This fact is due mainly to the lack of control over the
sample geometry on the fabrication side, and lack of computing power on the simulation
side. Experimentally, assemblies of small ferromagnetic particles have been made by a
range of techniques, but the behavior of the assemblies has been difficult to model because

of the variability in the sizes, shapes, and spacings of the particles. Theoretically, the mis-

17



match between the size of real samples and the size for which three-dimensional numeri-
cal micromagnetic calculations are possible have made finding a model system for the

simulation results quite difficult.

Recent advances in both lithography techniques and computing power allow us to now
correlate the experimental results with theoretical predictions, thus opening the possibility
of applying computations to design and optimization of nanomagnet arrays for data stor-
age. The goal of this work is to perform a comprehensive study of single-domain particle
arrays in order to discover what the design rules for the patterned media are. This is sum-

marized below.

(1) By using a versatile nanolithography technique, we have made prototype patterned
media with particles of different sizes, shapes, and materials, and characterized them with

magnetometries and conventional structural characterization tools.

(2) With the help of a micromagnetic simulation and a model of magnetostatic interac-
tion, the effect of control parameters (diameter, height, shape, saturation moment, and
anisotropy constant of particles) on magnetic properties of particle arrays is calculated and

compared with experimental results.

(3) From these experimental and theoretical findings, we make design and optimiza-

tion rules for ideal patterned media.
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1.4 Micromagnetic Modeling and Its Critical Role for Design

Since the fabrication and characterization of samples is quite time-intensive and difficult,
micromagnetic modeling can be an useful tool for designing and optimizing patterned
media if it can be experimentally verified. A larger parameter space can be studied in a
controlled way through numerical experiments, which gives valuable insights for making
improved media. Micromagnetics is a phenomenological model based on continuum the-
ory. It searches for magnetization distributions with the lowest total energy. In a ferromag-
netic particle systems, there are four types of free energy: magnetic anisotropy energy
which is magnetocrystalline in origin; exchange energy due to spin-spin exchange cou-
pling; magnetostatic energy due to dipole interaction among elements; and Zeeman energy
due to an external field. With a given field history, an equilibrium magnetization configu-
ration is computed at each field, which gives figures of merit (FOM) for the media, such
as remanence, squareness, coercivity (switching field), and so on. The details will be

given in Chapter 2.

1.5 Thesis Outline

This thesis is organized as follows. In Chapter 2, the micromagnetic model and the calcu-
lation methodology are presented. In Chapter 3, details of sample fabrication and charac-
terization methods are given. In Chapter 4, experimental results on evaporated conical
particles are compared with micromagnetic simulation results. Chapter 5 is divided into
two parts. In the first part, experimental results for individual electrodeposited cylindrical

particle are compared with micromagnetic simulation results. Based on the properties of
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single particles, the collective behavior of particle arrays is analyzed in the second part.
The effect of magnetostatic interactions on the magnetic properties of particle arrays is
addressed with the help of an interaction model. Finally, patterned media design criteria
are summarized. Chapter 6 concludes this thesis by giving a summary and discussing the
limitation and barriers for real implementation. All equations and magnetic parameters are

reported in cgs units in this thesis.
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Chapter 2

Micromagnetic Model and Computation

2.1 Micromagnetics: Methodology and Governing Equations

In micromagnetics, magnetization is represented by a continuous function of position.
Magnetization is assumed to have a constant magnitude M, but can vary its direction from
point to point. For given material parameters and external field, the magnetization config-
uration of minimum total free energy is sought, based on a variational principle. Except
for ideal shapes such as ellipsoids or an infinite cylinder, it is hard to analytically solve
these problems, so numerical schemes are used in general. The micromagnetics method is
based on two governing equations, depending on whether we are interested in equilibrium
magnetization spin configuration or dynamic evolution of the spin system. Brown’s equa-
tion is derived from the energy minimization of a spin system. Each individual spin is sub-
ject to the action of the torque due to internal forces such as exchange, anisotropy,

magnetostatic interaction, and external field. The vector torque per unit volume,

—

> >
L=MxHy on

should be zero everywhere in the sample volume. Here ]?/I is the magnetization vector
at each point and H_;f is the local effective field obtained by adding up contributions
from all internal forces described above. The equilibrium state is reached when the mag-
netization at any point aligns itself in the direction of the local field, thus making the

torque per unit volume vanish everywhere. The dynamic behavior of the spin system can

be described by:
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9
QG =L (2.2)

ot
9 . - . . %
where Gdv is the angular momentum associated with the magnetic moment Mdv .
_9
According to quantum theory, the magnetic moment M is proportional to its angular

%
momentum G,

> -
G =M 23)

where y is the gyromagnetic ratio. Combining Eq. 2.1, Eq 2.2, and Eq. 2.3 gives the

equation of motion for the magnetization,

o= - >
—M = yMx Hefr (2.4)
ot
This equation means that a magnetization vector precesses indefinitely around the
effective field. In real ferromagnetic materials, the magnetization vector eventually aligns
itself along the direction of the field due to the existence of dissipation (damping). This

9
damping can be treated by subtracting from Hefr a phenomenological term that is pro-

%
portional to %M . The equation of motion is then changed to,

ot i ot @2

which is given by Gilbert in 1955 [11]. Here 7 is a positive constant. This formulation

is equivalent to the older form given by Landau and Lifshitz in 1935 [12], which is,

a - - > oy - — >
ZM=yM x Heff— -—2MX (M x Heff) (2.6)

where M, is the saturation moment, y and « are, respectively, the gyromagnetic ratio,

and damping coefficient.
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2.2 Energy Density: General Formulation N

To solve these governing equations of motion, we have to first evaluate # off » Which

is given by,

> oE
Heff — _:total (2_7)
oM

where E,,,; is the total energy density. The total magnetic energy, E;,,,; can be written

as,

E =Eapp+Ean+Eex+Ed 238

total

where E,,, is the Zeeman energy from an externally applied field, £, is the crystal-
line anisotropy energy, E,, is the exchange energy, and E; is the magnetostatic interaction
energy. A detailed description and the explicit integral form of each energy term will be

given in the following subsections.

2.2.1 Zeeman Energy

The Zeeman energy term is due to an externally applied field and often called mag-
netic potential energy. It is minimized when the magnetization vector lies along the direc-

tion of the applied field. The energy is given by,

- -
Eypp = - jHext o MdV @9
|4

9
where Heyxt is the external applied field and the integration is carried out over the

~ volume of the system. The applied field and magnetization can vary from point to point.
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2.2.2 Anisotropy Energy

The energy of a ferromagnet depends on the direction of the magnetization relative to

- crystalline axes of the material. This dependence, which is due to spin-orbit interactions, is
phenomenologically described by the anisotropy energy. Expansions in terms of spherical
harmonics are used to describe the most important contribution [13]. Since we are dealing
with nickel or cobalt particles in this study, expressions only for cubic (Ni) and uniaxial

(Co) symmetries are given below. The crystalline anisotropy energy can be written as

9
= 2.10
E,, j u, (m)dv 210
N 14
where u n(m) is §gme spherical harmonic expansion depending on the symmetry of
the system and m = M is the normalized magnetization density vector. For the uniax-
_ s
ial case,
S, .2 . 4 211
u,,(m) = K, sin O+K ,sin 0 @11

where 0 is the angle between the anisotropy axis and magnetization direction and Ku/
Ku, are uniaxial anisotropy constants from measurements on single crystal samples. For

cubic crystals,

o . _— >
where ¢, @, and a; are projections of unit magnetization vector #2 on the three crys-
talline easy axes and Kc;/ Kc, are material constants from measurements on single crystal

samples.
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2.2.3 Exchange Energy

The fundamental property of a ferromagnet is its preference for an alignment of neigh-
boring spins. Deviations from this alignment cause an energy penalty, which can be

described by,

2
E, = J‘A(V;?z) dv @13)

where 4 is a material constant, called the exchange stiffness constant.

2.2.4 Magnetostatic Interaction Energy

The magnetostatic interaction energy is due to the magnetic field generated by the

magnetic body itself. The magnetostatic interaction energy can be written as,

%
Ey = = [Hp e Mdv e

wherei)l D is the demagnetizing field due to the magnetostatic surface and volume
charges. The magnetostatic volume charges, A, are given by —di v]?l and the magneto-
static surface charges, o, are given by ne ]?4 , Where 7 is the outward surface normal
vector. With the help of potential theory, the scalar potential of the stray field at position 7
can be written as an integration over 7. From I_{; = —Vq)(})‘), we can derive the

demagnetizing field,

A (F) o ( )
D7) = Mr v + Ilr } @.15)

The magnetostatic interaction energy calculation can be a six-fold integration when

dealing with a 3-dimensional body; it is the most difficult micromagnetic term to evaluate.
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2.3 Numerical Calculation Method

The general formulations above can only be solved for the case of simple and idealized
shapes such as an ellipsoid, where linear approximations are possible [13,14,15,16]. Our
prototype patterned media is composed of either cylindrical or truncated conical particles,
so we must apply numerical methods to solve the governing equation. Since we are deal-
ing with particles having relatively regular shapes (cylinders and truncated cones), a finite
difference method (FDM) is mostly used for our study. A detailed formulation and calcu-
lation scheme will be given below. The finite element method (FEM) is an alternative
method that can be used, and it is more suitable for irregularly shaped bodies since, by
using tetrahedral elements, it approximates arbitrary geometries more realistically. How-
ever, it usually takes a lot of time to prepare a mesh for the computation, and, in terms of

speed, there are no advantages for this method, so FDM is used instead.

2.3.1 Finite Difference Method: Discrete Formulation

Patterned media is composed of a periodic array of identical particles, so the building
block of patterned media is one isolated particle. It is computationally too intensive to deal
with an array of particles, so typically we analyze only one isolated particle in our mico-
magnetics study. For the behavior of arrays, an Ising-like interaction model is used, where
we treat particles as dipoles or uniformly magnetized prisms, and evaluate their interac-
tions. In the FDM model, a ferromagnetic particle of nickel or cobalt is represented by a
three-dimensional array of cubic-shaped elements, as shown in Figure 2.1. Each element
has a magnetization, represented by a constant vector. This method, by nature, works well
with rectangular shapes, and results in step boundaries when applied to non-rectangular

shapes. Geometrical parameters such as particle height and diameter are taken from exper-
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imental measurements. The size of the cubic cell is set such that the edge length of the cell
is much smaller than the exchange length, which is defined as / ex ﬁ , typically a
few nm. Particles smaller than the exchange length can be assumed to have an uniform
magnetization, so it is important to keep the size of elemental cells below the exchange

length. The general formulation for the magnetic energy density also needs to be modified

for this cubic discretization, and the expression will be given below.

Xy cross-section

XZ Ccross-section

(base)

Figure 2.1: Illustration of 3D array of cubic elemental cells. % is the height of the
particle, b the base diameter of the particle, and a the top diameter of the particle.
The xz cross-section and Xy cross-section of discretization is shown on the right.

2.3.1.1 Zeeman Energy

The Zeeman and the anisotropy energies are local energy densities, depending only on
ﬁ
— M.

the magnetization of the cell under consideration. With m; = 17' , the Zeeman energy per
S

discretization element can be written as,

E 2y = 1 M_> (2.16)
app(") = ~Hext(r) o Mym, '
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2.3.1.2 Anisotropy Energy

(1) The uniaxial anisotropy energy density per discretization element can be written

as,

E ;‘;) = Ku1 sin29 + Ku2 sin49 ~ Ku1 sinze (2.17)

an(

The higher order terms can be neglected when K,; is sufficiently large, which is the

case for cobalt. This anisotropy energy density can also be written as,

2y = 7 o2 (2.18)
E, (r) = K, [1-(kiem;)] :

>
where k; is the unit vector along the crystalline easy axis of the element. The latter
expression is used for the actual calculation since the energy density can be computed with

the magnetization vector of the cell.

(2) The cubic anisotropy energy density per discretization element is written as,

> 2 2 2 2 2 2 2 2
_ 2) 2.19
E_ (") Kcl(oc1 o, +0 0 0, 0 HK 0 0 0l 219)

2.3.1.3 Exchange Energy

Exchange energy is given as,

Eex(?ﬂ) = (—%) (;7)11- . Z;?zl) (2.20)
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where a is the center to center distance between adjacent cells, and the summation is
over all nearest neighbors. The negative sign corresponds to the ferromagnetic exchange

interaction induced alignment of spins along same direction.

2.3.1.4 Magnetostatic Interaction Energy

There are several ways to compute magnetostatic interaction energy. The simplest
scheme is based on a dipole approximation, where each cell is equivalent to a dipole
moment centered in the middle of the cell. The magnetostatic interaction energy density

for each element i is then,

-
mi
3
i

3.2
E f) = (M) Z(i%j—3rlj(;71j-;’fij)) (21)
J

¥

. . . > . )
where a is the size of the elemental cubic cell, rij is the vector from element i to ele-

: : : >
ment /, and rijis the absolute value of the translation vector 7;;.

The dipole approximation tends to overestimate the magnetostatic interaction energy
for neighboring cells. Another approach to calculate the magnetostatic energy uses the
gradient of a scalar magnetic potential representing the demagnetization field, and this
approach is used for most of the actual computation reported here. Since we assume uni-
form magnetization within the elemental cubic cell, the demagnetization field can be

expressed as,

9
Hp(?) = M, Idv J' D' (7= 7)dv (222)
v unitcell

where D' ij(’a - I>"') is the dipole-dipole interaction kernel, written as,
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3rr.—5..
D'Z.j(r}‘—r)f') = _’% with R = [} 7| andij=123. (2.23)
> %
X - _ (1) 13 - Cof S
where 7 R and 7; = 1 7,3 isthexy orzcomponent of vector 7.

Performing the integration over the unit cell gives a demagnetization tensor, which is,

> O vor2 2
Dl.j(r -r) = J. D ij(r -7 )dy1 a’yza'y3 (2:24)
unitcell
a’2 a/2 a/2
— (] > >|
= I J- j D ij(r —r)dy dy,dy, (2:25)
—-a/2-a/2-a/2

With this demagnetization tensor, the each component of demagnetization field can be

written as,

3
= > O
HD,z‘ B Msj‘[ Z D,-k(r—r)mj, k] dv (2.26)
k=1

where i = 1,2,3 and Hp |, Hp, and H ; represent the x, y, and z components of

%
demagnetization field Hp, respectively.

2.3.1.5 Total Effective Field

From Equation 2.7, Equation 2.8, and discrete forms of each energy term, we can

obtain the total effective field for each cell,

) = —S B ) ez
a .

1

> > > >
= (Hext+ Han + Hex + HD)
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The first term Hex; is a given quantity, and the second termH gy, is the anisotropy

field. For uniaxial anisotropy,

2K . s >
>N ul - )
Han(") Y, (ki - m;)ki
K
For cubic anisotropy,
> 2 2 2
Han(r) = —2(Kc10°10°2 +K, 00y +K 00, oc32)k1

2 2 2 2
_Z(Kclal Oy + K j0p03 tKp0y 0yag )kz

2 2 2 2
_2(Kc1°‘2 ay T Koy gt K0y, as)k3

where k;, k,, and kj are the three crystalline axes of each cubic cell.

9
The third term, the exchange field Hex can be written as,

i - | 245|557

Msa

%
Note that the demagnetization field Hp was derived in Section 2.3.1.4.

2.3.2 Iterative Method: Static Calculation

(2.28)

(2.29)

(2.30)

The iterative method rotates the magnetization vector in each cell to the direction of

9
the total effective field, Hefy. This is equivalent to solving Brown’s equation for static

equilibrium. After sweeping through all the cells in the body, the maximum angle of this
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rotation in any one of the cells is compared with a preset tolerance. This iteration contin-
ues until the maximum angle change is below the required tolerance. A well known exam-
ple based on this method is a study by Schabes and Bertram on magnetic reversal in
magnetic prisms [17]. The iterative method is good for small number of cells, but if the

overall number of cells approaches 10,000, it becomes too slow to implement.

2.3.3 Dynamic Method

The dynamic method involves numerically solving the dynamic equation of motion,
Equation 2.6. The set of 3N coupled Landau-Lifshitz-Gilbert equations is integrated until
the maximum change in magnetization (dm/dt),,, is below the preset tolerance, which is
107. By solving the dynamic equation of motion, a transient state, which is ignored in
static calculation, can be obtained, through which a reversal mechanism can be studied.
Moreover, by implementing an acceleration algorithm such as Fast Fourier Transform
(FFT) or Fast Multipole Method (FMM), the computation time can be reduced from O(N 2)
to O(NlogN) or O(N) respectively, thus enabling us to handle more complex problems.

Most of our simulations employ the dynamic method rather than the iterative method.

To simulate a hysteresis loop, the magnetization of all the cells is initially aligned in
the direction of the field, which is large enough to saturate the particle. The applied field is
reduced by preset steps toward the reversal direction until it reaches negative saturation.
For each given field, the magnetization evolves with the dynamic equation of motion until
it reaches its equilibrium state. When it achieves equilibrium, the integral magnetization
value is corﬁputed over the particle volume, and the field is updated. For the remanence
simulation, an initial configuration is assumed; this configuration is either random, vortex

or aligned in a certain direction. After saturation, the magnetization of all the cells is then
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relaxed under zero field following the governing equation. The remanence value is com-
puted upon reaching the equilibrium state. Our remanence study was first started by a col-
laboration with BU micromagneticians, Dr. M. Redjdal and Prof. F. Humphrey. A
dynamic simulation code based on FFT is utilized for this study. Later on, a similar code
was written and used for the rest of the work. Switching field studies were done through a
collaboration with UCSD researchers. A general dynamic simulation code based on FMM

was written by Dr. C. Seberino in Prof. Bertram’s group and utilized in this study.
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Chapter 3

Fabrication and Characterization
Details of sample fabrication and characterization methods are presented in this chapter.

We have fabricated particle arrays of Ni and Co using Interferometric Lithography-based
processes combined with electrodeposition or evaporation and lift-off, performed in the
Nanostructures lab (NSL) in M.LT. Amorphous CoP particle arrays were also made
through electrodeposition. The microstructure of particles was characterized using x-ray
diffraction and transmission electron microscopy. For CoP samples, the compositions of
alloys were determined by energy dispersive x-ray analysis (EDX) or x-ray photoelectron
spectroscopy (XPS) using Co,P powder as a standard. After sample fabrication, hysteresis
loops are measured with a vibrating sample magnetometer (VSM), a superconducting
quantum interference device magnetometer (SQUID), or an alternating gradient force
magnetometer (AGM). Individual nanomagnets are also characterized with magnetic

force microscopy (MFM).

3.1 Fabrication Processes

We have used two sets of processes for the fabrication of arrays of nanomagnets. The pro-
cess steps are illustrated in Figure 3.1. Overall, a template of holes is prepared in a trilayer
resist stack, consisting of 400nm polymeric antireflective coating (ARC), 40nm evapo-
rated silica etch mask, and 120 - 200nm photo-resist. Ferromagnetic material is deposited
into those holes afterwards [18]. Figure 3.1 (a) shows the deposition of magnetic material
into a template by electrodeposition. The silicon substrate is initially coated with an elec-
tron-beam evaporated plating base, consisting of layers of typically 5 nm Cr or Ti and 20-
40nm Au. The photo-resist is exposed and developed to make a periodic array of holes.

This pattern in the resist is transferred by reactive-ion etching (RIE) into the underlying
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silica etch mask, and subsequently into ARC layer. After holes are defined in the resist
stack, ferromagnetic material is deposited from a plating bath of a ferromagnetic electro-
lyte. This process can produce cylindrical shaped nanomagnets with high aspect ratio,
which is defined by height/diameter of the cylinder. Moreover, ferromagnetic alloys such
as Co,P;_,, CoyNi;_,, Co.Pt;_, can be produced, thus electrodeposition was extensively
used for this study. In an alternative process, magnetic material is evaporated into the tem-
plate as shown in Figure 3.1 (b). After deposition, the template is dissolved, and excess
magnetic material on top of the template is removed via lift-off. This process results in
truncated conical structures with an aspect ratio less than 1.3. The details of each process

step will be given in the following sections.

35



PR Resist Resist

25

) viEtch mask [T Etch mask
- \ ARC ARC
Plating base
Electroplated ‘
/ ferromagnet Evaporated

ferromagnet

(2) (b)

Figure 3.1: Fabrication processes employed for manufacturing arrays of
‘nanomagnets, This figure is due to Dr. M. Farhoud (a) By electrodeposi-
tion: the substrate is first coated with a conductive plating base. After
defining holes in the resist stack, ferromagnetic material is electrodepos-
ited within the holes. (b) By evaporation and lift-off: after defining holes
in the resist stack, ferromagnetic material is evaporated, then the resist
stack is dissolved.

3.2 Interferometric Lithography

For early work on patterned media, electron-beam lithography was commonly employed.
Electron-beam lithography provides good resolution and capability of defining arbitrary
geometries, but the serial writing process is too slow to make large number of samples.
Moreover, the number of nanomagnets that can be defined is limited to 103 or 10 at most,
so common magnetometry techniques are difficult to use due to the small magnetic signal

from the fabricated sample. To overcome these limitations, interferometric lithography
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(IL) is used to make large area arrays of nanomagnets within a reasonable time.

BEAMSPLITTER LASER BEAN =193 nm
~ = 31 am

VARIABLE
ATTENUATOR

micrometar
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Figure 3.2: (a) Schematic of the interferometric lithography system,
351.1 nm argon ion laser beam is used.This figure is due to Dr. Mark
Schattenburg (b) Schematic of achromatic interferometric lithography
system developed by T. Savas. A 193 nm wavelength laser beam is used.
The period of the pattern is given by exactly half of the period of the
phase gratings, independent of the laser wavelength [19]

IL is based on the interference of two laser beams of wavelength A, which intersect at
an angle 20, on a resist-coated substrate. A sinusoidal standing wave pattern is formed at
the substrate with a period given by A/(2sin0). A second exposure after rotating the
substrate 90° generates a grid pattern, which can be used to define a set of holes in the
resist stack. 200nm period structures are made by IL, and 100nm period structures are
made by achromatic interferometric lithography (AIL). For AIL, a polymethyl-methacry-

late (PMMA) positive resist is used. For IL, a negative I-line resist, THMR-iN PS1 made
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by OHKA, America is used since a negative resist process is much better suited for mak-
ing hole patterns due to an increase in contrast and process latitude [18,20,21]. By chang-
ing exposure dose and development time, the size of holes is controlled. The hole diameter
decreases with increasing exposure dose, and 10 - 15 mJ/cm? is used for the template fab-
rication [22]. Figure 3.2 shows schematics of MIT’s IL systems: Conventional interfero-
metric lithography system developed by Dr. Mark Schattenburg and achromatic

interferometric lithography system developed by Dr. Tim Savas.

3.3 Pattern Transfer and Structural Characterization

After holes are defined in the photo-resist by IL, the pattern is transferred into the silica
etch mask by reactive ion etching in a CHF; plasma at a 300 V DC bias. Subsequently, the
ARC is etched in an O, plasma. All template preparation steps were done by Dr. Maya
Farhoud at the NSL. The holes formed in photo-resist by IL and transferred into the ARC
layer are shown in Figure 3.3. Using this template as a mold, nanomagnets are defined by
either electrodeposition or evaporation/lift-off. After the fabrication, scanning electron
microscopy (SEM) is done to identify particle shapes and to measure the height and diam-
eter of the particle. All SEM work was done in the NSL using a Zeiss/Leo Gemini 982. 6
— 20 x-ray diffraction is used to check the grain size and texture of samples. A Rigaku
Rotaflex RU 300 system in the Center for Materials Science and Engineering (CMSE) at
MIT was used for these experiments. High voltage transmission-electron microscopy
(TEM) was also used to confirm the microstructures of particles. The particles of interest
were scraped onto a carbon grid. The particles were electron-transparent at 400 kV, so
could be imaged without thinning. All TEM work reported in this thesis was done by Dr.
F. M. Ross at IBM, Yorktown Heights. For CoP samples, compositions of alloys were
determined by energy dispersive x-ray analysis (EDX) or x-ray photoelectron spectros-

copy (XPS) using Co,P powder as a standard.
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Holes mARC

Figure 3.3: Scanning electron micrographs of template preparation steps.
This figure is due to Dr. Maya Farhoud (a) Holes are formed in photo-
resist by IL. (b) The holes are transferred into the ARC layer by etching.

3.3.1 Electrodeposition
To obtain high shape anisotropy, the aspect ratio of the nanomagnets should be high.

The popular lift-off process cannot be used for high aspect ratio vertical structures. In the
lift-off process, gradual accumulation of materials at the orifice of each template opening
during the deposition will eventually close the opening; as a result, the maximum nano-
magnet height is about the size of the template opening and large shape anisotropy is diffi-
cult to achieve. Electrodeposition is an attractive method for filling such high aspect ratio
holes economically and effectively, thus it was used extensively in this study to form Ni,
Co, CoP cylinder arrays with aspect ratios ranging from 0.7 to 3. Prior to electrodeposi-
tion, the substrates were rinsed with distilled water. The cathode of a DC power supply is
connected to the plating base of the substrate using an alligator clip, and the anode of the
power supply is connected to platinum-coated niobium mesh. Subsequently the substrate
and the anode are immersed in the plating bath. All depositions were carried out in a well-
agitated bath on a hot plate. The height of the nanomagnets was controlled by varying the

deposition time. Constant current is used instead of constant potential due to a better con-
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trol of the height. The microstructure and the following magnetic properties of the depos-
ited metal films can be controlled by deposition conditions such as electrolyte
composition, temperature, current density, pH value, and agitation rate. The details of dep-

osition of each ferromagnetic material are given below and summarized in Table 3.1.

Current
Metal Electrolyte Contents pH Temp density

(mA/cmz)

Ni Ni-sulfamate | Ni(SO;NH,), (13 M) |35 |50 1-11
H;3BO; (0.7 M)

Co Co-sulfate CoSO4 (1.5 M) 3.5 25 4-8
H;BO; (0.5 M)

Co-sulfamate | Co(SO3NH,), 13 M) |35 |25 4-8
H,BOj; (0.7 M)

CoP CoP-A CoCO; (0.1 M) 1.6 |60 10 - 1000
CoCl, (0.7 M)
H;PO; (0.5 M)

CoP-B CoSO, (1.0 M) 1.6 |60 10 - 1000
CoCl, (0.2 M)

H5PO; (12 - 120 mM)
H3BO; (0.5 M)

Table 3.1: Electrodeposition condition summary (partially due to Dr. M. Shima)

The resulting structure after electrodeposition is shown in Figure 3.4. The cylindrical
particles have straight sides, with a slight taper in some cases due to an increase in the hole
diameter through the thickness of the ARC. Larger-diameter particles often showed con-
cave top surfaces, due to current crowding at the edges, but as the particle height
approached the template thickness the top surfaces tend to become convex as shown in
Figure 3.4 (c). After deposition, the ARC template could be removed using oxygen RIE to

obtain better images of particles by SEM.
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Figure 3.4: Scanning electron micrographs of electrodeposited struc-

tures. (a) Cross-sectional view of an array of electrodeposited Ni still

embedded in ARC (b) Top view of electrodeposited Co (c) Cross-sec-

tional view of an array of electrodeposited Ni after removal of ARC.
(Figure (c) is due to T. Savas)

3.3.1.1 Electrodeposition of Nickel

Nickel was deposited from a commercially available sulfamate electrolyte (Barrett SN
sulfamate nickel) from MacDermid. Barrett SN contains 327 g/L of anhydrous nickel sulf-
amate (equivalent to 76.5 g/L. of Ni metal), 30 g/L of boric acid, 3 g/L of a proprietary
anode corrosion aid and 0.3% by volume of wetting agent. Manufacturer specifications
show that at a bath temperature of 54°C, the stress of the film is equal to zero. To operate
the bath at 50°C, boric acid content was increased to 45 g/L to adjust the pH to 3.65. All
deposition is carried out in a well-agitated bath on a hot plate. Galvanostatic plating is
done where the current between the anode and cathode is kept constant. Current densities
are varied from 1 to 11 mA/cm?. According to Krauss. et. al., for their nickel plating, the
optimum stirring speed for micron scale features was found to be between 100 and 125
rpm [23]. Stirring speeds lower than this resulted in only shallow filling of the template
features and speed higher than this resulted in rough film surfaces [23]. So, the bath is well
agitated with a magnetic stirring bar rotating at 125 rpm. X-ray diffraction analysis of both

patterned and unpatterned samples indicates that the deposits are polycrystalline with a
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grain size of approximately 10nm and a weak (111) f.c.c. preferred orientation. TEM
observations show that as-deposited Ni was polycrystalline with a grain size of 10 - 20nm.
(Figure 3.5) However, annealing the smaller particles during the ARC template removal
process could result in recrystallization, and the final microstructure then consisted of sin-
gle-crystal particles with occasional grain boundaries or stacking faults as shown in Figure
3.5. (b). The annealing process also created a thin oxide layer of ~Snm on the surface of

the particles, and causes some rounding of the top surface.

Figure 3.5: Transmission electron micrographs of an electrodeposited Ni
pillar (shown up-side-down) (a) As-deposited Ni is polycrystalline with a
grain size of 10 - 20nm. (b) Annealed Ni is a single crystal with a thin
oxide layer of ~5nm on the surface. Figures are due to Dr. F. Ross

3.3.1.2 Electrodeposition of Cobalt
Cobalt was initially deposited from a sulfate electrolyte. The sulfate solution contained

230 g/L cobalt sulfate and 30 g/L boric acid with pH of 3.5. A sulfamate solution was also
used. The sulfamate solution was a commercial electrolyte from McDermid containing 75

g/L cobalt metal and 45 g/L boric acid, and the pH is adjusted by addition of cobalt car-
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bonate or sulfamic acid in the range of 3.5 to 4.0 For both cases, the deposition was mostly
carried at room temperature, since lower temperature deposition results in finer size grains
and the c-axis (magnetic easy axis) out-of-plane. The grain size of the resulting films is
also affected by the pH of the bath. pH 3.5 - 4.0 yields the finest size grains with mean
roughness of 5nm, confirmed by Atomic force microscopy (AFM), so this value was used
for most of the depositions. For tall nanomagnets, we had a problem of large crystal
growth, thought to come from the preferred growth of some Co grains. This large crystal
growth is shown in Figure 3.6. This problem can be solved by using a thicker ARC tem-
plate, or grain refiners. X-ray diffraction results show that Co samples deposited from both
a sulfate and a sulfamate electrolyte were polycrystalline with a grain size of 10 - 20nm
and a weak (0002) h.c.p. preferred orientation, which improved with increasing current

density.

Figure 3.6: Large crystal growth due to the preferred growth of some Co
grains in electrodeposited Co nanomagnets
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3.3.1.3 Electrodeposition of Cobalt Phosphorus

Electrodeposition of CoP is considered to be induced codeposition since phosphorus
cannot deposit alone from aqueous solution [24]. We intended to remove magnetocrystal-
line anisotropy by making amorphous films to see the effect of shape only on the magnetic
properties. Moreover, by making alloys, we can tune the saturation moment, and investi-
gate the change of magnetic properties with this change in the saturation moment. Thus,
CoP is chosen, since it is known to form an amorphous film over a wide range of phospho-
rus content [25, 26]. This study is conducted together with Dr. M. Shima in our group. The
template was masked with an electroplating tape to define the deposition area of about 1
cm? to obtain a high current density such as 10 - 1000 mA/cm? with a 1 - 2A current
source. Both patterned and unpatterned CoP films were studied. Our XPS results show
that the phosphorus content in the CoP films decreases as the current density increases and
the higher the H;PO5 content in the electrolyte, the higher the phosphorus content in the
CoP films [27]. X-ray diffraction showed that the alloy is polycrystalline for low P con-
tent, but is amorphous when the phosphorus content is greater than 15 at %. The saturation
magnetization, M, and coercivity, A, measured for the samples are plotted as a function of
phosphorus content, X, in the Cojgq.<Px films. (Figure 3.7) The saturation magnetization
from the samples made from the electrolyte with 24 mM H3;PO; decreases linearly as X
increases. The M, value for the samples from the bath with 120 mM H5;POj; drops at X ~
15 % where the structure of the films changes from polycrystalline to amorphous. The
coercivity for samples from both electrolytes also drops rapidly from ~ 30 Oe to around 1-
2 Oe at X ~ 15%. For patterned sample fabrication, a current density of 150 mA/cm? and
an electrolyte containing 120 mM H;PO5; were chosen, in order to obtain an amorphous
CoP cylindrical particle array with phosphorus content of 22 %, where the expected value

of M, is 300 - 500 emu/cm’.
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Figure 3.7: Saturation moment and coercivity as a function of the phos-
phorus content X in electrodeposited Co;_,P, alloy films. The composi-
tion values were measured using EDX and calibrated by the value for

3.3.2 Evaporation/ Lift-off

In an alternative process, the ferromagnetic materials can be deposited into the tem-
plate by evaporation. The evaporation of material into a template produces truncated coni-
cal shapes with an aspect-ratio (height-to-base diameter ratio) less than about 1.5 or 2. All
evaporation sample fabrication was done by Dr. M. Farhoud and J. Daley in the NSL. Ni
and Co were electron-beam evaporated into the template of holes at a base pressure of

approximately S - 10_6 Torr and a deposition rate of 0.5 nm/s. The evaporation template
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and excess material on top is removed in a H,O:H,0,:NH4OH solution. The resulting
structures are demonstrated in Figure.3.8. X-ray diffraction shows that the evaporated
films are polycrystalline. Ni films have a preferred f.c.c. (111) texture, while cobalt films
show strong preferred h.c.p. (0002) texture. The angular distribution of c-axes in the Co
was assessed from the (0002) rocking curve, which had a half-width of 13°. Thus the
majority of the c-axes are distributed within a cone of semi-angle 6.5° with axis normal
to the film plane. Transmission electron micrographs of evaporated Ni particles were
obtained in the same way as for electrodeposited particles (Figure 3.9). Nickel particles
are surrounded by a thin native oxide layer with a thickness of 3 - 4nm. The particles have
a columnar grain structure with the grains often extending through the film thickness, and
grain diameters of 10 - 20nm. Evaporated Co particles are expected to have a similar

columnar microstructure.

Cobalt 200 nm

Figure 3.8: Scanning electron micrographs of evaporated structures. (a) An
array of evaporated Ni after removal of ARC (b) Cross-sectional view of evap-
orated Co still embedded in ARC (Figures are due to Dr. M. Farhoud)
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Figure 3.9: Transmission electron micrograph of an evaporated Ni parti-
cle (a) a cross-sectional view. (b) A top view. (due to Dr. F. Ross)
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3.4 Magnetic Characterization

3.4.1 Bulk Characterization: Magnetometry

Bulk magnetic characterization was carried out using a vibrating sample magnetome-
ter (VSM), a superconducting quantum interference device (SQUID) magnetometer, and
an alternating gradient force magnetometer (AGM). Major hysteresis loops at room tem-
perature were measured for all the samples, which gives the collective magnetic behaviors
of the particle arrays. A hysteresis loop gives a variety of technical parameters for mag-
netic materials such as saturation moment, coercivity, remanence, magnetic anisotropy,
and insight into switching mechanism of particles. Initially, a DMS/ADE 1660 VSM was
used for most measurements. The sensitivity of the machine is about 10~ emu, and the
measurements usually took about 40 minutes depending on the number of averages taken
for each data point. Later on, our laboratory acquired an AGM. Because of improved sen-
sitivity (~10"7 emu) and shortened measurement time (~2 min), AGM was generally used
for all subsequent samples. For a selected few samples, low temperature hysteresis loop
measurements were performed with a SQUID magnetometer to gain more insight on
switching characteristics. Although the sensitivity of a SQUID magnetometer is compara-
ble to that of AGM, sample mounting in a SQUID magnetometer is somewhat more diffi-
cult and the data acquisition time (~5 hours per loop) is much longer. Thus, a SQUID
magnetometer was used only for low temperature measurements. The operating principle

of each magnetometer can be found in [28,29,30].
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3.4.2 Imaging Individual Nanomagnets: Magnetic Force Microscopy (MFM)

MFM measurement were made using phase contrast imaging with a vibrating cantile-
ver (Digital Instruments Dimension 3000 SPM). Most of the MFM images were taken by
Dr. M. Farhoud at NSL and M. C. Abraham at Prof. R. J. Ram’s lab. The magnetic cantile-
ver’s resonant-frequency shifts as a result of tip-sample interactions. This results in a

phase shift in the cantilever oscillation at resonant frequency given by [31]:

Ay = %(;?z . V2H) &)

where A¢ is the phase change of the cantilever oscillation, Q the quality factor, k the
spring constant, and  the magnetization of the cantilever. The magnetization of the tip is
directed perpendicular to the plane of the sample being imaged. Thus, regions in the sam-
ple having magnetization components out of the plane of the sample produced regions of
bright contrast and vice-versa. Accordingly, an out-of-plane magnetized single-domain
particle will be shown as either a black or a white dot. Moreover, a switching event can be
detected by the change of the color either from black to white or from white to black with
an externally applied field. For some particle arrays, the switching field distribution was
measured and compared with VSVM measurements and theoretical predictions. The com-
mercial tips used were made of etched silicon with a tip radius of approximately 30nm and
a sputtered 40nm layer of CoCr (this is a regular moment tip). For non-destructive imag-
ing of the demagnetized state of a sample, lower moment tips, which are sputtered with 15
nm of the same CoCr alloy, are used instead. Representative MFM pictures showing sin-

gle-domain particles are given in Figure 3.10.

49



Figure 3.10: Two corresponding micrographs of the topography and
phase image of electrodeposited Ni sample (58 nm in diameter, 115nm
high, period: 100nm), acquired by magnetic force microscopy. (a) Topog-
raphy (b) phase image, which indicates the second partial derivative in z
of the z-component of the H field above the sample. White dot means tip-
sample repulsion, and black dot means attraction.(Picture is taken with
the support of M. C. Abraham)
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Chapter 4

Evaporated Conical Samples

In this chapter, experimental results on evaporated conical particles are compared with
micromagnetic simulations results. In particular, the influence of size, aspect ratio, and
anisotropy on the remanent states of nanomagnets is investigated. A large number of Ni
and Co samples were fabricated by evaporation/lift-off process. All samples have a period
of 200nm. Table 4.1 summarizes the dimensions and magnetic properties of the particles
used in this study. These particles can be described as truncated circular cones with height
h, base diameter b, and top diameter a. Aspect ratio R is defined as the ratio of the particle
height-to-base diameter. The nearest neighbor interaction field is computed and compiled
in the table, assuming the particle behaves as a dipole. For parallel dipoles side by side, the
nearest interaction field H; = M,V/p?, where M, ¢ 1s the saturation moment, ¥ is the particle
volume, and p is the spacing of the particles, equal to the period of the array. For parallel
dipoles arranged end-to-end, H; = 2M,V/p>. Since the interaction field is quite small, these
particle arrays can be described as ‘weakly interacting’, i.e. the collective magnetic behav-
ior is mostly governed by the behavior of single isolated particle. Figure 4.1 shows scan-
ning electron micrographs of the nickel samples and their room temperature hysteresis
loops measured parallel and perpendicular to the substrate by VSM, in order of increasing

aspect ratio. Figure 4.2 shows similar sets of data for the cobalt samples.

4.1 Experimental Observation

For both Ni and Co, a change in net anisotropy occurs for aspect ratio R = 0.65. For
particles with R > 0.65, the out-of-plane direction is an easy axis with coercivity of up to

600 Oe for the tallest particles (R = 1.2), while the in-plane direction is a hard axis. For
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flat particles, with R < 0.65, the in-plane direction is a easy axis. This is unexpected since
ideal-shaped bodies such as ellipsoid or prisms are known to have this transition at an
aspect ratio R = 1, unless there exists an strong anisotropy due to the crystal structure
favoring an alignment along a certain direction. Moreover, for the samples with R > 0.65,
MFM indicates dipolar magnetization states with high axial (out-of-plane) remanence. A
close look at in-plane measurements reveals another interesting point. Since these parti-
cles have a circular symmetry, free rotation of magnetic spins in the plane would result in
zero in-plane coercivity. However, in-plane coercivities of 30 - 70 Oe for Ni and 90 - 220
Oe for Co are observed, indicating pinning of the magnetization, presumably due to edge
irregularities, grain boundaries, or other microstructural features [32]. Since Co has a
larger uniaxial anisotropy compared to Ni, which has a weak cubic anisotropy, it seems
plausible to observe higher in-plane coercivity for Co. Since it is hard to separate the
effect of microstructure from shape effects (size, aspect ratio, and geometry) in experi-
ments, micromagnetic simulations are performed to give insight about the understanding
of experimental results. The details of this simulation study is given in the following sec-

tion.
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Figure 4.1: Scanning electron micrographs and corresponding hysteresis
loops of evaporated Ni samples. This figure is due to Dr. M. Farhoud
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Figure 4.2: Scanning electron micrographs and corresponding hysteresis
loops of evaporated Co particles. This figure is due to Dr. M. Farhoud
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Sample Eei ght | Base Top ;A;:i;:)eg Ci?]e;(l::rlliety CO:;: lc:/f! v rﬁiegalﬁiitr
(nm) | b(nm) | a (nm) | _ Wh (Oe) plane field

(Oe) | H;(Oe)

N-0 35 80 57 0.43 60 60 8

N-1 55 122 107 0.45 42 179 34

N-2 55 89 50 0.62 77 145 13

N-3 55 84 60 0.65 59 118 14

N-4 55 75 45 0.73 32 201 10

N-5 80 89 36 0.90 69 347 16

N-6 80 80 36 1.00 61 560 13

N-7 110 91 37 1.21 35 586 23

C-1 20 95 76 0.22 220 100 20

C-2 55 125 90 0.44 162 136 89

C-3 55 123 85 0.45 130 227 84

C-4 55 86 85 0.64 168 223 56

C-5 55 79 50 0.70 91 340 32

C-6 80 85 32 0.94 87 620 41

Table 4.1: Dimensions and magnetic data for evaporated samples, with nearest
neighbor interaction fields calculated assuming that the particles are saturated.

4.2 Remanent State Studies by Micromagnetics
4.2.1 Modeling Details

Particles are modeled as truncated cones, or pyramids by stacking up either circles or

squares made from cubic elements. The particle is represented by N X Ny cubic ele-

ments in the xy plane for the base of the particle. Along z, perpendicular to the base, N,

elements represent the height. The volume of the particle was divided into between 6000

and 16000 elements, with N,=N,=23 or 31, and N, = 12 - 35 depending on the desired

aspect ratio. The angle between the sidewalls and the base plane was fixed at 72°. Length

scales are normalized with respect to the exchange length [/ ex = ﬂ/ M ¢ » Where A is
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the exchange constant and M the saturation magnetization [33]. The size of the cubic ele-
ments was kept below 0.5 /,, even for the largest size particles to ensure robust computa-
tions. Even though the surfaces are represented by discrete steps due to the cubic mesh,
with the discretization size equal to 1/31 or 1/23 of the particle diameter, the surface
roughness was smaller than [, for all the particle sizes modeled. Thus, the surface rough-
ness is not expected to introduce significant error into the calculation [34]. Since initial
calculations on truncated cones showed similar results to truncated square-based pyra-
mids, only results on truncated pyramids are presented. An exchange constant of 4 = 10
erg/cm was used for both Co and Ni particles. Saturation magnetizations M, of 484.1 and
1420 emu/cm? were taken for Ni and Co, respectively, so the exchange length was 20 nm
for Niand 7 nm for Co. A uniaxial magnetocrystalline anisotropy K,, from zero to 3.0x1 06
erg/cm3 parallel to the particle axis was included. A Single-crystal Ni particle with the
[111] crystal axis aligned with the axis of the particle would have magnetocrystalline
anisotropy of 5x10% erg/cm>. This sets the maximum magnetocrystalline anisotropy value
we can expect from polycrystalline Ni particles, so the change of remanent state with the
inclusion of this anisotropy along the particle axis is studied. Moreover, the columnar
grain structure of Ni particles can result in another anisotropy, which is determined to be
order of 2x10° erg/em’ from a previous study, so this value is also used for the numerical
study. Finally, from the x-ray study on evaporated Co, we know that preferential align-
ment of the c-axes perpendicular to the film would result in strong anisotropy along the
particle axis. The magnitude of this anisotropy can be estimated from the distribution of c-
axes determined by the x-ray diffraction rocking curve for a blanket film. From integrating
the contributions from each grain, we obtained a net out-of-plane anisotropy of 0.66K,,,

where Ku=4.5x106erg/cm3 is the uniaxial anisotropy of Co.
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4.2.2 Effect of Particle Size on Remanence

First the effect of particle size on remanence is considered. In Figure.4.3, axial rema-
nence is shown as a function of normalized diameter 4/l,, for three cases, (a) an aspect
ratio of R = 1.13 and a/b = 0.35 with zero anisotropy, (b) a taller and sharper particle with
R =1.22 and a/b = 0.22 with zero anisotropy, and (c) the same geometry as (a) but with an
anisotropy field, defined as 2K,/M;, of 4191 Oe, corresponding to 0.66K,, of pure Co. This
particular value was chosen for comparison with experimental results. For tall particles
with R > 0.9, the squareness S, which is defined as axial remanence divided by saturation
moment, is almost constant at 1.0 until the diameter b reaches a critical value above which
S begins to decrease. For the zero anisotropy case, shown in Figure.4.3, the critical diame-
ter is 3/,,. Below this diameter, an “out-of-plane flower” state exists where the squareness
is very close to 1 and the magnetization is almost parallel to the axis except for small devi-
ations at the corners. Above the critical diameter, a helical vortex develops along the cen-
tral axis of the particle and magnetization vectors become tilted into the sample plane.
This helical vortex develops first near the base of the particle, and extends through the par-
ticle as the particle size increases, leading to a gradual decrease in S. Even larger particles
(b>~10/,,) show multi-domain states, and the axial remanence is close to zero. The addi-
tion of uniaxial anisotropy parallel to the axis of the particle, as in Fig.4.3(c), makes the
flower-to-vortex transition occur at larger critical diameters and increases the axial rema-

nence of vortex states significantly. The flower-vortex transition now occurs at 57, , but

ex>
the remanence decreases only slowly above this, and stays above 0.7 for diameters up to

101,,, which is about the size of the Co particles we investigated.
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Figure 4.3: Calculated axial remanence for truncated pyramidal particles
after axial saturation, as a function of normalized base diameter. (a)
Aspect ratio R = 1.13, a/b = 0.35, zero anisotropy; (b) R=1.21,a/b =
0.22, zero anisotropy; (c¢) R = 1.13, a/b = 0.33, with axial anisotropy cor-
responding to 3.0x10° erg/cm3 for Co particles.

In contrast, short particles (R < 0.9) have low axial remanence. At small diameters the
particle shows an “in-plane flower” state in which the magnetization is parallel to the base
plane. Larger particles develop vortex or multi-domain structures. Figure 4.4 shows the

three different types of remanent states for small particles: out-of-plane flower, in-plane
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Figure 4.5: Cross-sections through particles, showing the remanent mag-
netization distribution. The arrows show the direction of magnetization.
The arrow length is proportional to the component of the magnetization
parallel to the page. For clarity, only one out of every four discretization
cells is shown. (a) Base diameter b = 1.5/,,, aspect ratio R = 1.13, cross-
section parallel to axis, showing out-of-plane flower state. (b) Same par-
ticle as (a) showing the magnetization in the base plane. (c) b = 10.91,,, R

= 1.13, cross-section parallel to axis, showing a vortex state (d) Same
particle as (c) showing the magnetization in the base plane (e) b=2/,,,
R=0.45, cross-section parallel to axis, showing in-plane flower state. (f)
Same particle as (¢) showing the magnetization in the base plane.
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4.2.3 Effect of Aspect Ratio on Remanence

The effects of varying the aspect ratio on the flower and vortex states were studied.
For the flower states, the base diameter was fixed at 2/,, and the height of the particle was
changed. The particle shows a flower state at all aspect ratios but there is an abrupt transi-
tion from out-of-plane to in-plane flower states at R=0.9 (Figure 4.6.) This is similar to the
critical aspect ratio analytically obtained for a uniformly magnetized cylinder, which is
0.9065 [35]. Adding anisotropy along the axis of the particle reduces the critical aspect

ratio. Similar tests were performed for vortex-state particles.

10F Flower states, b=21,, -
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Figure 4.6: Calculated remanence along the axis of the particle for a
truncated pyramidal particle with b=21,, and a taper angle of 72°,as a
function of an aspect ratio R
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The base diameter was fixed at 4/, or 4.5/,,, and the effect of aspect ratio was studied
for different amounts of axial anisotropy (Figure 4.7) In contrast with flower-state parti-
cles, there is a gradual decrease in remanence with decreasing aspect ratio as the magneti-
zation vectors become more tilted into the plane, but remanence is still significant even for
particles with aspect ratios below 0.9. In the case of zero anisotropy, high aspect ratio par-
ticles (R > 0.9) show a remanence which saturates at 0.7 for b = 4/,,, and at 0.6 for b =

4.51,,. Additionally, the remanence increases with increasing anisotropy.
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Figure 4.7: Calculated axial remanence for vortex particle, as a function
of aspect ratio. (a) b=4[,,, zero anisotropy; (b) b=41,,, anisotrosny of
5x10% erg/cm3 along axis; (c) b=4I,,, anisotropy of 2x10° erg/cm” along
axis; (d) b=4.51,,, zero anisotropy; (e) b=4.51,,, anisotropy of 5x10% erg/
cm? along axis; (f) b=4. 51,,, anisotropy of 2x10° erg/cm? along axis.
Anisotropy values correspond to Ni particles.
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4.2.4 Comparison with Experimental Results

Our simulation shows a transition from a flower state to a vortex state with increasing
particle size. This behavior has been found in other geometries such as cubes, and prisms.
However, the fact that even vortex states can have significant axial remanence at aspect
ratios below 1 corresponds well to the experimental observations. The flower-to-vortex
transition is predicted to occur at about 60 nm diameter for Ni, and 20 nm for Co with zero
anisotropy. Even with zero anisotropy, Ni particles with ~80 nm diameter would show a
helical magnetization state with significant perpendicular remanence. Moreover, due to
the gradual decrease of remanence with increasing base diameter in vortex-state particles,
Ni particles show dipolar magnetization pattern when R > 0.65. However, for Co, particles
of 80nm diameter are predicted to have multi-domain or vortex states with very low rema-
nence according to the model with zero anisotropy. The observation of dipolar magnetiza-
tion states with high remanence in such particles is interpreted as a result of perpendicular
anisotropy arising from the preferred (0001) crystal orientation, which is confirmed by X-

ray diffraction.

Table 4.2 shows a comparison between experimental and calculated remanence data
for selected samples. The dimensions of the model were adjusted to fit the measured parti-
cle dimensions as closely as possible. For nickel particles, the general trend in axial rema-
nence is followed well, with an increase in remanence through the series as R increases
and b decreases. However, the measured remanence values are higher than model values
by typically 10 - 20%, possibly due to the presence of a small out-of-plane anisotropy in
the nickel. The remanence was calculated for two different magnitudes of anisotropy

described above, 5x10% e:rg/cm3 and 2x10° erg/cm3. The experimental data are better fit-
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ted by higher anisotropy values, as the aspect ratio increases. For cobalt particles, the
model particles are multi-domain with zero remanence without anisotropy, but anisotropy
of 3x10% erg/cm? stabilizes helical vortex states with remanence that increases rapidly
with aspect ratio. Experimentally, the remanence does not increase with aspect ratio as fast
as the model predicts. In real particles, the net anisotropy would be determined by the
aspect ratio of the columnar grains and their degree of preferred orientation, and these
probably vary with film thickness and with the geometry of the particles. The calculated
remanence is a very sensitive function of the net anisotropy value used for the model, and
the use of the same value for all modeled particles is a simplifying assumption. Moreover,
the measured remanence value is an average value over millions of particles, which have
slightly different microstructures among them. Ideally, it is closer to reality if we model
particles with different microstructures with locally varying anisotropy values following
the grain structures and then take averages over many of them. The purpose of modeling
in this thesis is more about obtaining physical insight, so this method was not imple-

mented due to its complexity.

4.3 Summary

In terms of application to patterned media, 80 nm particles in a 200nm period correspond
to 19.5 Gbits/in® data density. Since this magnitude of data density has already been
achieved even with conventional hard disk media, the period and particle size should be
decreased further to constitute a useful patterned medium for high data density. For
instance, a 50nm period, which maybe achieved by next generation AIL, would corre-
spond to 250 Gbits/in®. As the particle size becomes smaller than 31,,, particles will show
a nearly uniformly magnetized states (flower states), and the transition from out-of-plane
to in-plane magnetization would occur at R = 0.9. For the evaporation/lift-off processes, it

is hard to make high aspect ratio structures. Thus, it would be hard to make perpendicular
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media in this case just relying on shape anisotropy. To make perpendicular media, more
careful engineering of microstructure to achieve out-of-plane magnetocrystalline anisot-
ropy would be required in this size regime. For example, Co/Pt multilayer can be a good

candidate system for low aspect ratio perpendicular media.

Experimental Model
Sample | Base | Aspect | Rema- | b Wb | M/Mg | M/Mg | M/M, | M,/Mq
b ratio nence | (nm) forK, for K, for K, for K,
(nm) | R=h/b | M, /M, =0 —5x104 —2x105 —3x10
erg/ erg/ erg/
cm? cm’ cm?
N-1 122 0.45 0.12 121 0.45 | 0.08 0.08 0.18
N-2 89 0.62 0.22 89 0.61 | 0.28 0.32 0.56
N-3 84 0.65 0.40 84 0.65 | 0.36 0.42 0.72
N-4 75 0.73 0.65 75 0.74 | 0.62 0.70 0.91
N-5 89 0.90 0.79 89 0.90 | 0.60 0.67 0.83
N-6 80 1.00 0.87 80 1.00 | 0.72 0.77 0.91
N-7 91 1.21 0.81 90 1.22 | 0.63 0.67 0.81
C-4 86 0.64 0.21 86 0.65 | 0.00 0.08
C-5 79 0.70 0.17 79 0.71 | 0.00 0.33
C-6 85 0.94 0.40 85 0.94 | 0.00 0.68

Table 4.2: Calculated and measured axial remanence M,/M; for evaporated particles. The
calculations correspond to saturation magnetization M = 484 emu/cm3 for Ni and 1422
emu/cm? for Co, and include different amounts of axial anisotropy K,
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Chapter S

Electrodeposited Cylindrical Samples

In this chapter, the remanent states and switching field of electrodeposited cylindrical par-
ticles are studied by micromagnetic simulations and compared with experimental mea-
surements. The effect of demagnetizing magnetostatic interactions and switching field
spread on the squareness and the shape of hysteresis loops is studied with the help of an
Ising-like interaction model. By comparing the maximum magnetostatic interaction field
with the average switching field, the stability condition for patterned media is found, and

used to determine the optimum spacing between nanomagnets.

5.1 Sample Discussion

Electrodeposited samples are cylindrical with a diameter equal to the diameter of holes
in the template and height determined by deposition time. Large diameter cylinders often
showed a concave top-surface, due to current crowding at the edges, but as the cylinder
height approached the template thickness, the top surfaces tend to become convex. Most
samples have a period of 200nm, except for Ni-1 and Ni-2, which have a period of 100nm.
100 nm period Ni samples are made by T. Savas in the NSL, and small diameter 200 nm
period Ni samples are fabricated by Dr. M. Farhoud in the NSL by using negative resists.
The saturation moments of both electrodeposited Ni and Co are lower than those of the
pure elements, possibly due to impurity incorporation or surface oxidation. All the Ni
samples showed a saturation moment (M) of 320 emw/cm?, 0.66 times that of pure Ni. Co
samples showed M, of 1100 emuw/cm>, 0.77 times that of pure Co. CoP samples were made
Dr. M. Shima with a current density of 0.15A/cm?, and the sample reported in this study

has an M of 500 emuw/cm>. We identify three different types of hysteresis loops, which
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will be discussed in following subsection. Table 5.1 summarizes the dimensions and mag-

netic properties of the cylindrical particles used in this study.

. Diam Peri /::f H, H, Squar | Squar
Sample I}:I?Illg;:; e;er od | ratio I;;;s IP OP er;iss SE::(S; H;
(nm) (nm) R/Zh (0e) | (Oe) plane | plane
Ni-01 115 57 100 | 2.02 | A 106 | 710 | 0.07 0.88 94
Ni-02 164 75 100 |2.19 | A 72 540 | 0.06 0.49 232
Ni-03 125 92 200 [ 136 | A 27 240 | 0.04 0.66 33
Ni-04 | 220 92 200 [ 240 | A 46 392 | 0.03 0.70 58
Ni-05 | 251 108 | 200 (232 | A 185 (339 |0.16 0.55 92
Ni-06 | 209 108 | 200 | 194 | A 63 276 | 0.01 0.63 77
Ni-07 198 108 1200 183 | A 51 223 | 0.03 0.55 73
Ni-08 | 66 161 200 | 041 | B 215 | 200 |0.32 0.18 54
Ni-09 | 70 95 200 1073 | B 110 |44 0.48 0.05 20
Ni-10 109 142 | 200 |0.77 | C 145 | 139 | 0.11 0.10 69
Ni-11 214 144 | 200 | 149 | C 43 53 0.11 0.02 139
Ni-12 | 236 160 200 | 148 |C 71 77 0.11 0.04 190
Ni-13 190 155 200 | 122 | C 70 102 | 0.08 0.07 143
Co-1 130 184 (200 |0.70 | C 44 161 | 0.02 0.02 | 475
Co-2 226 176 1200 | 128 |C 61 132 | 0.017 | 0.022 | 756
CoP-1 | 160 100 200 |16 |C 20 110 | 0.015 | 0.052 |79

Table 5.1: Physical and magnetic characteristics of the electrodeposited samples, H;
computed assuming uniform magnetization perpendicular to the plane.

5.2 Experimental Observation
We observe three different types of hysteresis loops, which we label as Type A, B, and

C loops.
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1) Type A loops: loops with large squareness, high coercivity, and a sheared shape in
the out-of-plane direction, while the in-plane direction shows low coercivity and rema-
nence characteristic of a hard axis. This type A loop is consistent with the behavior of an
array of interacting dipoles oriented perpendicular to the plane, which can be verified by
MFM. MFM results show that each pillar is magnetized parallel to its length, and shows
either dark or light contrast depending on whether it is magnetized ‘up’ or ‘down.” Repre-
sentative MFM images are shown in Figure 5.1. Among our samples, only nickel samples
with a small diameter and an aspect ratio larger than 1 show this behavior. Figure 5.2 and
Figure 5.3 show scanning electron micrographs of the type A samples and their room tem-
perature hysteresis loops measured parallel and perpendicular to the substrate. For this cat-
egory of samples, coercivity increases with a decreasing diameter and increasing aspect

ratio.

4> 200m

Figure 5.1: An array of electrodeposited Ni pillars, with diameter 92nm
and height 220nm. The magnetic force microscopy image shows that
each pillar is magnetized ‘up’ (light) or ‘down’ (dark). Figure is due to
Dr. M. Farhoud
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Figure 5.2: Scanning electron micrographs and corresponding hysteresis
loops of type-A electrodeposited Ni samples (1)
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Figure 5.3: Scanning electron micrographs and corresponding hysteresis
loops of type-A electrodeposited Ni samples (2)

70



2) Type B loops: Low aspect ratio pillars (R < 1) with small diameters show hysteresis
loops characteristic of an easy axis in plane, with a hard axis parallel to the length of the
pillars. The circular symmetry of particles would suggest free rotation of magnetization in
the plane with zero in-plane coercivity, but the samples do show significant in-plane coer-
civity, presumably due to pinning of the magnetization by inhomogeneities, surface rough-
ness, etc. Among the samples, only nickel samples with a small diameter and an aspect
ratio less than 1 show this behavior. Figure.5.4 shows scanning electron micrographs of
the type B samples and their room temperature hysteresis loops measured parallel and per-

pendicular to the substrate.

P

Normalized
magnetization

23000 Applied field (Oe) 3000

Figure 5.4: Scanning electron micrographs and corresponding hysteresis
loops of type-B electrodeposited Ni samples
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2) Type C loops: The majority of the samples show M-H loops in which both in-plane
and out-of-plane magnetization directions have low coercivity and remanence. The field
required to saturate the magnetization in either direction is of order 1000 Oe, and depends
on the aspect ratio and spacing of the pillars. These samples also show little contrast in
MFM images. Among the samples, large diameter Ni samples and all the Co and CoP
samples belong to this category. Figure 5.5 shows scanning electron micrographs of the
type C Ni samples and their room temperature hysteresis loops measured parallel and per-
pendicular to the substrate. Figure 5.6 shows the same sets of data for the Co and CoP

samples.

To interpret these results, micromagnetic simulations are carried out in the following

section.
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Figure 5.5: Scanning electron micrographs and corresponding hysteresis
loops of type-C electrodeposited Ni samples
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- 10000  Applied field (Oe) 10000

Figure 5.6: Scanning electron micrographs and corresponding hysteresis
loops of type-C electrodeposited Co and CoP samples
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5.3 Individual Cylinder - Remanent State Studies
5.3.1 Modeling Details

A particle is modeled as a homogeneous cylinder. First, we neglect in-particle magne-
tocrystalline anisotropy. This assumption is reasonable for polycrystalline particles, pro-
vided randomly-oriented crystalline anisotropy averages out. Moreover, the preferred
orientation is weak for electrodeposited Ni samples, the cubic anisotropy of Ni at room
temperature is small compared to the shape anisotropy, and the grains of Ni samples are
fine and equiaxed, so zero-anisotropy is a good first-order assumption for Ni particles.
CoP particles are amorphous, so it is natural to assume that these particles do not have any
magnetocrystalline anisotropy. For Co particles, the effect of anisotropy is studied later on

by adding homogeneous uniaxial anisotropy along the long axis of the particle.

The particle is represented by N. X N. y cubic elements in the xy plane for the base of
the particle. Along z, perpendicular to the base, N, elements represent the height. The vol-
ume of the particle was divided into between 900 and 20000 elements, with N,=N,=21 or
31, and N, = 1- 63 depending on the desired aspect ratio. Length scales are again normal-
ized with respect to the exchange length. An exchange constant of 4 = 106 erg/cm was
used for Ni, CoP, and Co particles. Since measured saturation magnetizations M of both
Ni and Co were lower than those of the pure elements, the experimentally measured val-
ues of 320 and 1100 emw/cm® were taken for Ni and Co. For CoP particles, M, changes
with P content, so the measured value was used for the model. To study the effect of
uniaxial anisotropy, values of uniaxial magnetocrystalline anisotropy K, in the range from
zero to 4.5x10° erg/cm3 (corresponding to pure Co) parallel to the particle axis were used

in different calculations. The anisotropy is normalized with respect to the stray field coef-
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2 . 2 .
ficient (= 27tM, "), and given as a quality factor Q (= K, / (2‘n:MS ) ), which repre-
sents the relative strength of anisotropy over the demagnetization effect. O = 0.3542

corresponds to the case of single-crystal cobalt [36].

5.3.2 Effect of Particle Size on Remanence
1) Aspect ratio, R > 0.9

Three different aspect ratio, 1.5, 2.1, and 3.0 are simulated with zero anisotropy. It was
found that cylindrical particles behave qualitatively similar to pyramidal particles ana-
lyzed before. In Figure 5.7, the axial remanence is shown as a function of normalized

diameter.
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Figure 5.7: Calculated axial remanence for cylindrical particles after
axial saturation, as a function of normalized base diameter. Three differ-
ent aspect ratios, 1.5, 2.1, and 3.0 are simulated.

A cylinder with a diameter smaller than 3.5/,, shows an “out-of-plane flower” state

where remanence is very close to 1 and magnetization is mostly parallel to the long axis
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except for small deviations at the corners. As the diameter becomes bigger than 3.5/,,,
vortices develop from the ends of the cylinder. The spins at the center are still aligned with

the long axis of the particle, but the spins at the ends become tilted into the sample plane.
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Figure 5.8: 3D vector plots of remanent states and cross-sections (a)
“Out-of-plane flower” state, R = 2.1, d/l,,=2.61; (b) Same particle as (a)
showing the magnetization in the base plane; (c) “Vortex” state, R = 2.1,
d/l,,=6.1; (d) Same particle as (c) showing the magnetization in the base

plane
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Figure 5.8 shows 3D vector plots and cross-sections of calculated remanent states. As
the particle diameter increases, the magnetization near the particle-ends tilts more into the
sample plane and vortices formed at both ends expand into the particle, causing a gradual
decrease in the axial remanence. The decrease in remanence is more gradual as R

increases, as shown in Figure 5.7.

2) Aspect ratio < 0.9

It is well-known that a uniformly magnetized cylinder goes through a reorientaional
transition from out-of-plane to in-plane magnetization when R becomes 0.9065 [35]. For
cylinders with small diameter (d<3.5/,,), we observed the same transition from the “out-
of-plane flower” state to the “in-plane flower” state around R= 0.9. Two different aspect
ratios of 0.7 and 0.03 are selected to investigate the effect of aspect ratio on the critical

diameter for the “in-plane flower” to “vortex” transition.

(a) (b) (c)

Figure 5.9: 3D vector plots of remanent states for R = 0.7 (a) “In-plane
flower” state, d/1,,=2.9; (b) “Vortex” state, d/l,,=5.8; (c) “Multi-domain”
state, d/l,,=10.2.
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Figure 5.9 shows three different types of remanent states calculated for R = 0.7. Inter-
estingly, now vortices lie perpendicular to the base plane, contrary to those formed parallel
to the base plane in taller cylinders (R > 0.9). It might be due to the difference in initial
configurations. We started from magnetizations saturated along the base plane for low
aspect ratio structures and but for taller cylinders, the starting configuration was to have
the magnetization saturated perpendicular to the base plane. The other difference with
regard to taller cylinder is that the critical diameter for the “in-plane flower” to “vortex”
transition increases to 3.9/,,. Cylinders larger than /0/,, show multi-domain remanent

states as shown in Figure 5.9.

To investigate the extreme case of a very short cylinder, R = 0.03 is chosen. Again, we
identified “in-plane flower” and “vortex”™ states. Due to the confinement along the cylin-
der axis, now the vortex lies parallel to the base plane. The calculated remanent states are
shown in Figure. 5.10. The critical diameter for the transition now further increases to
11.91,,. It seems that this critical diameter for the transition is a smooth function of aspect
ratio. The reason for not seeing this kind of dependence on aspect ratio for taller cylinders
might be that we simulated relatively small ranges of aspect ratios for R > 1. Due to the
fabrication scheme, it is hard to make the aspect ratio of the particles larger than 3, so we

did not consider higher aspect ratio structures.
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Figure 5.10: 3D vector plots of remanent states for R = 0.03 (a) “In-
plane flower” state, d/l,,=7.0; (b) “Vortex” state, d/[,,=15.0

5.3.3 Effect of Uniaxial Anisotropy on Remanence

Adding uniaxial anisotropy with an easy axis parallel to the axis of the cylinders stabi-
lizes the “flower” state and makes the “flower” to “vortex” transition occur at larger diam-
eters. To obtain quantitative results, three different aspect ratios, 1.5, 2.1, and 3.0 are
simulated with different values of uniaxial anisotropy. The results are shown in Figure

5.11. As Q increases to 0.3542, the critical diameter for the transition increases from 3.5/,

to 16.81,, for R=1.5 and 19.91,, for R=3.0.
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Figure 5.11: Calculated normalized critical diameters for the “flower” to
“vortex” transition for cylindrical particles as a function of quality factor.
Three different aspect ratios, 1.5, 2.1, and 3.0 are simulated.

5.3.4 Comparison with Experimental Results

For the zero anisotropy case, a magnetic phase diagram was built by defining the
boundary between “flower” and “vortex” states as a function of aspect ratio and normal-
ized diameter. The resulting plot is shown in Figure 5.12. To compare the experimental
results for Ni and CoP with these model results, data from the measured arrays is super-
posed on Figure 5.12. The normalized diameter for each particle is calculated using an
exchange length derived from the measured saturation moment, with an exchange con-
stant of 1x10°° erg/cm. Each data point is coded according to the hysteresis loop type.

There is a good correlation between Type A loops and the out-of-plane flower state region,
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Type B loops and the in-plane flower state region, and Type C loops with the vortex

region.
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Figure 5.12: A magnetic state phase diagram for nanomagnets plotted as
a function of the aspect ratio #/d and normalized diameter d//,, of nano-
magnet. Experimental datapoint is coded according to the hysteresis loop

type.

Deviations from this model can occur for two reasons. First, the presence of inhomo-
geneities such as grain boundaries, and magnetocrystalline anisotropy, can affect the
behavior of the particles. We found earlier that for evaporated Co particles, magnetocrys-
talline anisotropy significantly increased the out-of-plane remanence, and increased the
critical size for the “flower” to “vortex” transition. Columnar grain shapes in these parti-
cles also caused some additional out-of-plane anisotropy. However, in electrodeposited

cylinders, magnetocrystalline anisotropy and grain shape effects would be less important
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than for the evaporated samples because the preferred orientation is weak, and the grains
are fine and equiaxed instead of being columnar.

Another effect is that interactions among particles can cause magnetic reorientation of
the particle easy axis direction from out-of-plane to in-plane even for R > 0.9 when parti-
cles are closely packed. This will be explained in detail in the following section.

However, despite these caveats, we have good agreement between loop shape and the
calculated magnetization phase diagram. This supports the interpretation that A-type loops

originate from flower-state particles.

5.4 Individual Cylinder - Switching Field Studies

Since Type B and C particles are not useful for perpendicular data storage media, we are
mainly interested in the switching characteristics of Type A particles, which are uniformly
magnetized along the long axis of the cylinder. The coercivity taken from the hysteresis
loop measurements can be thought of as an average switching field of the particle array.
Experimentally, the average switching field increases with decreasing particle diameter
and increasing aspect ratio. The effect of geometry on the average switching field is stud-
ied by micromagnetic simulations, using a general FMM code developed by Dr. C.
Seberino and Prof. Neal H. Bertram at UCSD. We started from the magnetization of all the
cells aligned in the direction of the field, which is large enough to saturate the particle.
The applied field is reduced by preset steps toward the reversal direction until the integral
magnetization value computed over the particle volume changes its sign. The field at
which the magnetization changes its sign is defined as a calculated switching field. Since
we are only dealing with Ni particles in this section, the magnetic properties for Ni are

summarized in Table 5.2.
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42K 300 K(room temperature)
Crystal Structure FCC
M 510 emw/cm’ 485 emu/cm’
K; -12x 10 erg/cm3 -4.5 x 10* erg/em?
K, 3.0 x 10° erg/cm? -2.3 x 10* erg/em®
Curie temperature 627 K

Table 5.2: Magnetic properties of Ni, Taken from [37]

5.4.1 Effect of Particle Size

Xy Cross-
section

XZ Cross-
section

Figure 5.13: Cross-section of discretization used to
model bullet-shaped particles

Among the samples shown in Table 5.1, TEM shows that Ni-01 and Ni-02 are single

grain. Moreover, they have similar aspect ratios, so these particles were chosen to be mod-

eled in detail. According to X-ray results on blanket-film samples, the <111> axis lies par-

allel to the long axis of these particles. We are interested in simulating the room

84



temperature switching field dependence on the size of particles. However, micromagnetics
is essentially a zero temperature model, and thermal effects are ignored in the calculation.
In practice, zero temperature micromagnetics is a good approximation to many systems at
room temperature as well, because thermal energy is usually much smaller than the mag-
netic energies of the system. However, as particle size becomes small, thermal energy can
be comparable to the effective barrier height for switching. Ideally, if magnetic parameters
do not change with the temperature and thermal energy can be ignored, there would be no
temperature dependence of switching field. Thus, we did low-temperature hysteresis mea-
surements on Ni-01 and Ni-02 to validate our comparison of the zero-temperature model
with the room temperature results. Quite contrary to our expectation, measured coercivity
almost doubles as temperature decreases from room temperature as shown in Figure 5.14.
This change in coercivity can be due to 1) thermally assisted switching, or 2) a change in
magnetic properties as shown in Table 5.2. The saturation moment does not change that
much with temperature. However, the cubic anisotropy constant at 4.2K shows a 30 times
increase from its room temperature value, and a change in sign. Due to this change in sign,
the easy axis of Ni changes from <111> at room temperature to <110> at 4.2K. This can be
the réason why we see a strong temperature dependence of switching field, but it is hard to
verify how much it contributes to the lowering of the switching field. Micromagnetic sim-

ulations were performed to understand this phenomenon more quantitatively.
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Figure 5.14: Temperature dependence of coercivity for selected samples
(Ni-01 and Ni-02)

Particles are modeled as 5x5x12 bullet-shaped cylinders with aspect ratio of 2.4. The
schematic of the discretization is shown in Figure 5.13. Two cases, 1) one with zero
anisotropy and 2) the other with the cubic anisotropies of Ni at 4.2K, were simulated. As
shown in Figure 5.15, the switching field monotonically decreases with increasing nor-
malized diameter. The inclusion of cubic anisotropy makes the switching field increase
two-fold for particles around 3/.,. To make a comparison with experimental data, the fol-

lowing is assumed.

1) From TEM results, we know there exists a Snm oxide shell around the Ni particles.
To calculate the effective magnetic volume, this shell volume is subtracted from the parti-

cle size measured by SEM.
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2) Assuming that the lowering of M is just due to the surface oxidation, literature val-
ues for pure Ni, shown in Table 5.2, are used for both saturation moment and cubic anisot-

ropy constants.

3) The exchange constant for Ni is assumed to be 0.8 x 1076 erg/cm.

Experimental data are superimposed on Figure 5.15. The agreement seems reasonably
good. Zero anisotropy simulation results correlate quite well with the room temperature
measurements, and cubic anisotropy simulation results correspond well to the low temper-
ature measurements. Thus, the origin of switching field enhancement with decreasing
temperature is most likely due to the change of magnetic properties of Ni with tempera-

ture.
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Figure 5.15: The dependence of switching field on the
size of particles. R is fixed to 2.4.
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5.4.2 Effect of Aspect Ratio

Because Ni-05, Ni-06, and Ni-07 have the same diameter and different aspect ratios,
these particles are chosen to study the effect of the aspect ratio on the switching field. Par-
ticles are modeled as 7x7x12, 7x7x14, and 7x7x16 cylinders. Due to the polycrystalline
nature of samples, zero anisotropy is assumed. The following two cases are simulated for
comparison with the experiment. The exchange constant is assumed to be 1.0 x 107 erg/

cm for all the cases.

Case 1) M, of pure Ni (485 emu/cm3) and the effective diameter (actual particle diam-

eter - thickness of oxide shells (Snm on the one side + Snm on the other = 10nm in total)

are used.

Case 2) Measured M, values (320 emu/cm®) and the actual physical particle diameter

are used.
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Figure 5.16: The dependence of switching field on the

aspect ratio of particles
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The simulated results are compared with the experimental data in Figure 5.16. The
dependence of switching field on the aspect ratio can be verified for the particles in this
size regime, and the simulated results qualitatively agree well with the experimental
results.

However, the measured data lies between the cases considered in this simulation and
the simulated results show steeper slopes compared to experimental results. This might be
due to the simplified assumptions of homogeneous cylinders. The deviations between sim-

ulations and measurements can be due to the following effects

1) The presence of inhomogeneities such as grain boundaries, and magnetocrystalline
anisotropy variation over the particles. To be exact, the microstructure of particles also has

to be considered.

2) The uncertainty in the value of the exchange constant and saturation moment for the
particle. Although the order of magnitude and the value for pure elements are reported in
the literature, real particles can have different values for these fundamental magnetic

parameters.

~ 3) The effect of averaging over particle arrays. We are comparing the average values
over particle arrays with the simulation results on an isolated particle. The microstructure
and geometry vary among particles, and they affect the switching characteristics of parti-

cles significantly.

5.4.3 Nonuniformity of Switching Field
M. Abraham of Prof. R. J. Ram’s group conducted MFM studies of the microscopic

switching characteristics of Ni-01 [38]. The intrinsic distribution of switching field was
obtained from the measurements, and the switching field was shown to follow a Gaussian

distribution with a mean value of 710 Oe (corresponding to the coercivity of the array) and
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a standard deviation, AHg,, of 105 Oe. The apparent standard deviation increases to 276
Oe, if interactions among particles are not taken into account. Several other studies on par-
ticle arrays have shown substantial ranges of switching fields [39, 40], although the contri-
butions from interactions have not been separated from intrinsic variability among
particles. Part of this intrinsic variability can be due to variations of the height and diame-
ter of particles. However, particles even with same geometry were found to have different
switching field in this study, thus the origin of this variability is presumed to be micro-
structure differences among particles in the array. The effect of this switching field distri-
bution and interactions on the shapes of hysteresis loops are discussed in the following

section.

5.5 Effect of Interaction on the Collective Behavior of Particle Arrays
5.5.1 Magnetostatic Interactions

To quantify magnetostatic interactions in the arrays, we approximate nanomagnets by
dipoles or uniform prisms, and calculate the interaction field at the center of each particle.
Using a dipole approximation, the nearest neighbor interaction field between parallel

dipoles can be computed as

MV
H. = (5.1)
! 3
p

where M, is the saturation moment of the particle, ¥ the particle volume, and p the period
of the particle arrays. The computed values are shown in Table 5.1. In a square array, the
maximum interaction field experienced by one particle from all its neighbors if they are
magnetized in the same direction is 9 - H ; [6]. For Ni-01, this is 846 Oe, which is
slightly larger than the average switching field of 710 Oe. This means that magnetization

patterns in Ni-01 will be relatively stable with respect to interactions from their neighbors.
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Only the small fraction of particles which have the lowest switching fields can switch at
zero field under the influence of their neighbors (9 - H ; ), resulting out-of-plane square-
ness of 0.88. In contrast, Ni-02 has a maximum interaction field of 2088 Oe, which is
much larger than the average switching field of 540 Oe, thus particles can spontaneously
reverse their magnetizations due to the interaction field from their neighbors. The out-of-
plane squareness is therefore 0.49 for Ni-02, because 25% of the particles reverse sponta-
neously after a saturating field is removed. If we push this argument a little further, the
squareness of the hysteresis loop can decrease to nearly zero if interactions are much

larger than the average switching field.

For square dipole arrays, the lowest energy configuration is known to be a ‘checker-
board’ pattern where the total magnetostatic energy is minimized by having adjacent parti-
cles with antiparallel magnetization. This may partly explain why Type C samples have a
low squareness. Due to their large size compared to the exchange length, their average
switching field is low and their interaction field is high, thus resulting in a tendency to
align their magnetizations antiparallel. Moreover, interactions among the cylinders can
cause a reorientation of the array’s easy direction from out-of-plane to in-plane [41]. Due
to the magnetostatic coupling between cylinders, the critical aspect ratio for in-plane to
out-of-plane magnetic reorientation is increased from 0.9065 for isolated cylinders to 2.81
for closed packed cylinders (where the spacing between cylinders is equal to zero.)
[41,42]. For our samples, the spacings between cylinders are large enough to prevent this
magnetic reorientation from happening, but this calculation clearly shows the importance
of controlling magnetostatic coupling between cylinders. To investigate the combined
effect of switching field nonuniformity between cylinders and magnetostatic interaction
on the shape of the hysteresis loops, a simple interaction simulation is performed in the

following section.
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5.5.2 Modeling Hysteresis for Type A Particles

The arrays were modeled as 12 x 12 two-dimensional arrays of particles with square
hysteresis loops, with a Gaussian distribution of switching fields [43]. A 12 x 12 array
was chosen for most calculations because larger arrays gave similar results, while smaller
arrays showed discrete jumps due to the finite number of elements. The magnetization of
the arrays is set perpendicular to the plane of the array. The particles interact magnetostat-
ically, with interaction fields calculated using a dipole approximation or a rectangular
prism approximation. The dipole approximation gives the upper bound for the interaction
field. However, for closely spaced particles, it has been shown that the dipole approxima-
tion overestimates the interaction field by as much as 17.4%, especially for neighbors at
shorter distance [44], so we approximate Ni cylinders as rectangular prisms with uniform
magnetization and calculate the interaction field H;, using an analytical formula obtained

by Joseph et al [45].

H; = -2M [acot(f(x, y)) + acot (f(—x,y))

+ acot (f{x,~y)) + acot (A—x,~))] (52)
where
;
ot

M is the saturation moment, x and y the coordinates along the axes of the array from
the center of the particle being considered, a the radius, and ¢ the half height of the parti-

cles.
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A simple iteration method is used to reconstruct a major hysteresis loop. The particles
only interact magnetostatically, so the effective field acting on each particle is just a sum
of the applied field and the interaction field from all its neighbors. If the effective field is
larger than the switching field for a particular particle, the magnetization of the particle is
reversed, and the interaction fields for all particles are updated. This is continued until
none of the particles changes. Once the equilibrium state is obtained, the total magnetiza-
tion of the array is calculated by summing up the magnetization of individual particles.
Then the applied field is changed by a preset step and these procedures are repeated until
the entire hysteresis loop is calculated. To compare calculated loops with experimentally
measured data, the particle volume, spacing, easy axis direction, saturation moment, and
average switching field are assigned from the values determined experimentally by VSM
and SEM. The only adjustable parameter is the standard deviation, AH ¢ ©f the particle

switching fields, but this can also be confirmed by MFM measurements.
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Figure 5.17: The change of hysteresis loop shape with switching field dis-

tribution and magnetostatic interaction. (a) zero AH ,» and zero magne-
tostatic interaction (b) zero magnetostatic interaction f)ut nonzero AH W

(c) zero AH W but including interactions (d) magnetostatic interaction
combined with switching field spread

Figure 5.17 shows how the loop shape changes with each contribution. Sample Ni-01

is chosen for the comparison with the simulation results, so all the parameters are taken
from measurements on sample Ni-01. As shown in Figure 5.17 (b), the spread of switch-
ing field, AH gy » causes rounding of the loop corners and a small shear of the loop. Most
of the loop shear originates from the magnetostatic interaction as shown in Figure 5.17 (c).
However, if all particles have the same switching field, the hysteresis loop will show dis-

crete jumps due to the collective switching of groups of particles. Adding the spread of

94



switching field to the demagnetizing magnetostatic interactions fits the experimental data

quite well.

To check the validity of this parameterization for the interpretation of our Type A sam-
ples, the following test is performed. A major hysteresis loop of sample Ni-04 is fitted
with the experimental data, and AH_ = 100 Oe is obtained from the fitting. The same
parameters are then used for a virgin curve simulation, and the simulated curve is com-
pared with the experimental data. A virgin curve is simulated by starting from the satu-
rated state and numerically AC-demagnetizing the particle array. An oscillating field of
slowly decreasing amplitude is applied, and the AC demagnetized state is obtained. Start-
ing from the AC demagnetized state, an increasing magnetic field is applied to obtain the

virgin curve.
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Figure 5.18: Same parameterizations are used for both (a) hysteresis loop
simulation and (b) virgin curve simulation
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As shown in Figure 5.18, the agreement is excellent. Thus, Type A particles can be
represented quite well as magnetostatically interacting dipoles with a Gaussian distribu-

tion of switching fields.

5.6 Summary for Cylindrical Particles

From all the analysis, we have shown that the diameter of cylindrical particles must be
smaller than 3.5/, to be single-domain flower state. This critical diameter can be
increased with the help of out-of-plane anisotropy. A magnetic state diagram of remanent
states was constructed for more general applications. The average switching field of these
particles increases with decreasing diameter and increasing aspect ratio. However, even
for particles with the same dimensions, the spread of switching field is observed and
attributed to the changes in microstructure from particle to particle. Not only the geome-
tries but also the microstructures have to be controlled to engineer the switching fields of
the media. Demagnetizing magnetostatic interaction can lead to spontaneous reversals of
magnetization, which means the destruction of stored data, so has to be considered well in

the design of media.

5.7 Patterned Media Design

For the design of the media, we can follow the procedures described below.
1) First, we need to decide on the particle shape and aspect ratio.
2) The upper bound for particle size can be determined from the remanence study.

3) The average switching field, H,, can be computed by numerical micromagnetic

simulation.

4) The optimum spacing and particle size can be computed from the condition,

H, >9H,
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This procedure is demonstrated for a cylinder with an aspect ratio of 2. For generality,
all parameters are normalized in the calculation. From the remanence simulations in this
chapter, we know the particle should be smaller than 3.5/,,. A 5x5x10 discretization is
used to compute the average switching field. The normalized switching field

H,/ (4nM s) and plotted as a function of normalized particle size in Figure 5.19. For
cylindrical particles, the stability condition, H ow > 9-H ; can be written as a function

of particle diameter and height. The normalized maximum interaction field is,

OH, _ 9MV _ 90d% 5

s 41tMsp3 16p3

Since we are dealing with a cylinder of aspect ratio 2, 4 can be written as 2d. More-
over, if we set p=Nd where N is an arbitrary real number larger than 1, Equation 5.4 can be

rewritten as,

9H, 184 _ 9 55
AnMy o 16p° 8N

This is given as a straight line parallel to the x axis in Figure 5.19. Only the regions

above these lines are feasible for stable media, so it sets another limit for the particle size
for a particular spacing. From this plot, we can conclude that the period of the structure
has to be at least two times larger than the diameter of particles to be a stable patterned
media. Although this method is only demonstrated for cylindrical particles, it can be

applied to periodic square arrays of particles with any shape.
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Chapter 6

Conclusion
In this thesis, the magnetic behavior of nanostructured ferromagnetic particle arrays

are investigated using experiments and numerical micromagnetics. We have fabricated
100nm or 200nm period arrays of nanostructured Ni, Co, and CoP by the techniques of
interference lithography combined with evaporation and electrodeposition. The nanomag-
net arrays are characterized by bulk magnetometry and magnetic force microscopy. The
remanent states of conical and cylindrical particles are studied by micromagnetic simula-
tions and compared with experimental measurements. Depending on particle size, aspect-
ratio, shape, and anisotropy, particles show either “flower” or “vortex” magnetic configu-
rations. The critical diameter for this transition is shown to be 3.0/, for truncated conical
particles and 3.5/, for cylindrical particles. For the special case of zero anisotropy, the
magnetic state diagram is constructed as a function of normalized diameter and aspect
ratio. The influence of uniaxial anisotropy on the remanence states is also studied.

The average switching field of particle is shown to increase with increasing aspect
ratio and decreasing diameter. The origin of the experimentally observed spread in switch-
ing field for the same size particles is due to variations in the microstructure of particles.
Thus, not only the particle geometry but also the microstructure of particles must be con-
trolled for data storage applications.

The effect of demagnetizing magnetostatic interactions and switching field spread on
the squareness and the shape of hysteresis loops is studied with the help of an Ising-like
interaction model. The demagnetizing magnetostatic interaction is shown to be responsi-
ble for the decrease of squareness for closely packed particles, and the spread in switching

fields causes rounding of the corners and small shear of the hysteresis loop. By compari-
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son between the maximum magnetostatic interaction field and the average switching field,
the stability criteria for patterned media is found, and the method for determination of the
optimum spacing is shown by an optimum spacing engineering plot.

From the physics side, control of the spread in switching fields seems to be the most
challenging barrier for the real implementation of patterned media. Although we focused
on shape anisotropy controlled media in this study, flat particles with strong out-of-plane
magnetocrystalline anisotropy would achieve greater data density due to weaker demagne-
tizing magnetostatic interaction. In this case, more stringent control of microstructure
would be necessary since the switching characteristics are solely determined by micro-
structure. Moreover, to compete with conventional thin film media, more economic ways
of fabricating periodic arrays of uniform dots have to de developed. Self-assembled parti-
cles or X-ray lithography seems to be promising technologies for production of patterned
media.

Even though we focused on the recording media applications of these nanomagnet
arrays, the knowledge we obtained from this study can be transferred to other types of
applications utilizing nanostructured magnets such as magnetic random access memories

(MRAMs), magnetic sensors, and Spin transistors.
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