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Abstract

In this thesis, a new apparatus for the study of Bose-Einstein condensation is described, and the first two experiments performed with the new device are discussed. The new instrument was constructed for the creation of dilute gas sodium Bose-Einstein condensates, and features an optical quality quartz cell, a high-flux spin-flip Zeeman slower, a tightly confining magnetic trap, and a high-resolution imaging system. The theory, design, and construction of each component is discussed, including a detailed explanation of non-destructive dispersive imaging. Bose-Einstein condensation was first achieved in the new apparatus in January of this year. Bose condensates consisting of 10 to 25 million atoms can be produced in this apparatus at a rate of two condensates per minute.

The first two experiments performed with the new instrument probed the dynamic properties of dilute Bose condensates, allowing comparisons to be made with long standing theories of weakly-interacting degenerate Bose fluids. The first experiment was the study of “surface wave” excitations of Bose condensates. Standing and rotating quadrupole and octopole excitations were driven with a novel scanned optical dipole potential, a new tool which allows us to generate arbitrary two-dimensional perturbations to the trapping potential which confines the atoms.

The second experiment studied the transition from dissipationless to dissipative flow in a Bose condensate. This study, performed by “stirring” the condensate with a focused laser, provided the first experimental evidence for the existence of a critical velocity for dissipation in dilute gas Bose condensates. This experiment is discussed in the context of earlier studies of the critical velocity of superfluid liquid helium.
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Chapter 1

Introduction and History

The realization of Bose-Einstein condensation (BEC) in dilute alkali gases in 1995 [1, 2, 3] was the fruition of many years of work by various experimental groups. This achievement has allowed the study of a new quantum fluid with properties very different from superfluid helium, and has allowed physicists to control atoms with quantum limited precision similar to the way in which the optical laser provides the ultimate control over photons. Much of the theory of dilute gas condensates stems from decades-old work. But since the experimental realization of alkali gas condensates, many new properties have emerged — due to the finite number of atoms, the existence of internal degrees of freedom, and the inhomogeneity in these new systems. Although many of the early experimental studies of alkali gas condensates parallel older studies of liquid helium (the study of elementary excitations and sound, for example), other studies have been quite different from work done in liquid helium (including the observation of the spatial interference of overlapping condensates, and the time-resolved measurement of the condensate’s formation). There are several key aspects of superfluid helium, however, which are just beginning to be explored in alkali gas Bose condensates. Among these are the existence of surface waves and a critical velocity for dissipationless flow. Studies of these phenomena are the major scientific results reported in this thesis.
1.1 A Short History of BEC

The phenomena of Bose-Einstein condensation was first described by Albert Einstein in 1925 [4]. While working on a generalization of Satyendra Nath Bose’s theory of the quantum statistics of photons, Einstein realized that an ideal Bose gas, cooled below a critical temperature $T_c$, would have a macroscopic population of atoms in a single quantum state (the ground state). Stated this way, Einstein’s prediction is not surprising; it makes sense that a large ground state occupation would occur if an ideal Bose gas were cooled to a temperature lower than the first excited state of the system. What is surprising, however, is the fact that (1) the temperature at which this occurs can be many times higher than the energy of the first excited state, and (2) the number of atoms in the ground state, as a function of temperature, was predicted to have a discontinuous derivative at the critical temperature $T_c$. Until the identification of superfluid helium as a Bose condensed system, however, there were many doubts as to whether this “ideal gas” phenomena would occur in real systems with interparticle interactions (the ideal gas Bose-Einstein condensate is discussed in many textbooks [5, 6], and will not be elaborated upon here).

1.1.1 Early Studies of BEC

Bose-Einstein condensation was first experimentally observed in superfluid liquid helium. In 1911 (just three years after producing the world’s first sample of liquefied helium), Kamerlingh Onnes discovered that the density of liquid helium, as a function of temperature, had a sharp maximum near 2.2 Kelvin [7]. In 1926 Onnes and Dana measured another strange maxima in the specific heat near this same temperature [8] (this temperature later became known as the $\lambda$-point, due to the $\lambda$-shaped specific heat curve of liquid helium). In 1928, Wolfke and Keesom expressed the opinion that these measurements were the result of a phase transition in liquid helium (the higher temperature phase being labeled He I, and the lower temperature phase He II) [9, 10].
strange properties of liquid helium associated with this phase transition were later discovered. For example, a sudden transition to extremely low viscosity [11, 12, 13] and extremely high heat conductivity [14] was seen to occur as the liquid was cooled through the $\lambda$-point. And an extremely high thermomolecular pressure in He II (illustrated dramatically by the “fountain effect” [15]), and the adsorption of mobile “Rollin” films, many atomic layers thick, by any surface in contact with He II were also reported.

In 1938 Fritz London, noting the similarity of the $\lambda$-shaped heat capacity curve in liquid helium to the behavior of the heat capacity of an ideal gas near the BEC transition, proposed that superfluidity could be a manifestation of Bose-Einstein condensation [16]. This proposal, and its later verification, constitutes a landmark in modern physics. For the very first time a system had been discovered which was described by a macroscopic wavefunction, and to this date superfluid helium continues to be the subject of a considerable amount of research (for a more exhaustive treatment of superfluid helium, I refer the reader to some of the many books written on the subject [17, 18, 19]).

Since the connection was made between BEC and superfluid helium, several similar systems have been discovered. In 1956 a theory was presented in which pairs of fermionic electrons formed composite bosons in superconductors, linking superconductivity to a phenomena very similar to Bose-Einstein condensation [20]. More recently, fermionic $^3$He has been shown to undergo a similar “BCS” transition [21, 22], and excitons in semiconductors have been made to Bose condense [23, 24]. More “exotic” Bose condensates have also been theorized, including pion and kaon condensates in neutron stars [25, 26, 27], and the condensation of Higgs bosons responsible for the mass of elementary particles [28].
1.1.2 BEC in Dilute Gases

The handful of Bose condensed systems mentioned in the paragraphs above have been studied in great detail over the years. But there has long been a desire for BEC in a long-lived, weakly interacting system which could be easily described from first principles. Long before dilute gas condensates were realized, the properties of weakly-interacting degenerate Bose gases had been studied theoretically in an attempt to gain insight into the more complicated, more strongly interacting superfluid helium. But until recently, no physical system had been realized which could provide a direct experimental test of these theories.

1.1.2.1 Development of the theory of weakly interacting bosons

Due to the complicated interactions between atoms in liquid helium, a full “first principles” description of the liquid helium phenomena discovered in the 1920’s and 30’s was not immediately available. Instead, two competing phenomenological theories emerged. The two-fluid model of Tisza and London considered liquid helium to be composed of two interpenetrating components, each with its own density and its own independent (to first approximation) flow field [29]. The so-called “normal” fluid was assumed to obey classical laws of fluid dynamics, while the “superfluid” component approximated an ideal gas Bose-Einstein condensate.

Landau’s quantum hydrodynamic theory took a different view of superfluidity. Landau’s theory was based on the quantization of classical hydrodynamics, de-emphasizing the quantum statistics of individual atoms and instead focusing on excitations in the fluid.

In 1947 Bogoliubov solved, from first principles, the ground state and fundamental excitations of a weakly interacting Bose gas [30]. Bogoliubov’s assumptions in this study were not strictly valid for liquid helium (the temperature was assumed to be zero Kelvin, the “depletion” of the ground state was assumed to be small, and interactions were limited to mean-field interactions,
binary collisions, or hard sphere interactions). Nevertheless, this work showed that (A) Bose con-
densation can occur in the presence of interactions, and (B) the low-lying excitations of the ground
state in this system are phonons. Bogoliubov’s theory, then, contained the essential elements of
both Landau’s and Tisza’s theories, suggesting that the two were complementary, not opposing.

The study of theoretical systems with more complicated interactions soon yielded fruitful re-
sults (including Penrose and Onsager’s arguments for the existence of BEC in systems with more
general types of interactions and, in particular, in liquid helium [31], and several works which low-
ered the restrictions of Bogoliubov’s assumptions [32, 33, 34]). The theoretical study of weakly
interacting degenerate Bose systems, however, continued. Early work done included studies of
the ground and lowest excited states of dilute Bose systems [35, 36], the fugacity of such systems
[37], the nature of the phase transition [38, 39], and sound propagation at finite temperature [40].
It wasn’t until recently, however, that a physical system in which the interactions could well be
described by a mean-field term was realized, allowing these theories to be directly tested.

1.1.2.2 Experimental realization of dilute gas Bose condensates

Since most atoms tend to form solids at the temperatures and densities required for BEC, one could
easily be led to believe that dilute gas condensates are simply not possible. For a long time liquid
helium (being the only known substance which did not become solid at absolute zero) seemed to
be unique. In 1959, Bose-Einstein condensation in weakly-interacting spin-polarized hydrogen
was proposed by Hecht [41], who predicted that the formation of molecules in atomic hydrogen
could be suppressed all the way down to absolute zero by the use of strong magnetic fields. Hecht
considered the nature of interparticle interactions in such a system, and concluded that they could
possibly be described well by a hard-sphere model. By 1976 calculations had been done which
confirmed that hydrogen would, indeed, remain a gas under these circumstances [42], and the
experimental pursuit of BEC in spin-polarized hydrogen was begun.
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The goal of BEC in hydrogen was eventually achieved in 1998 [43] (see [44] and [45] for further information about BEC in hydrogen). In the mean time, however, laser cooling and trapping techniques had been developed [46]. By combining these methods with the evaporative cooling technique developed for spin-polarized hydrogen, Bose-Einstein condensation in dilute alkali gases had been achieved in 1995 [1, 2, 3]. Since this time, many experiments have been performed probing the static and dynamic properties of weakly interacting Bose condensates, and dilute gas BEC has been produced by twenty experimental groups (see [47] for a review of many studies done and methods used in dilute gas BEC experiments).

1.2 Characteristics of Alkali Gas Bose Condensates

There are several properties which make alkali gas condensates of great interest. First of all, Bose condensates constitute a pure quantum state of matter. As such, they can be described by a macroscopic wave function with a global phase. The existence of this phase has been directly measured by interfering two condensates (see Chapter 8), and can be considered to be a result of the stimulated process by which condensates form [48]. The existence of a macroscopic wave function is responsible for the many strange properties of superfluid helium, and it is to be expected that similar properties should also exist in dilute gas Bose condensates. Alkali gas condensates, however, differ from superfluid helium in many ways. For example, as mentioned above, the alkali gas condensates which have been studied consist of a relatively dilute cloud of weakly interacting atoms, and are therefore highly compressible. The weak interatomic interactions can be described accurately by a mean-field, allowing comparisons to be made with the results of mean-field theories developed since the 1940’s.

Another property of dilute gas condensates is the finite number (much less than Avogadro’s number) of atoms involved. This results in a system with slightly different properties than a gas in
the thermodynamic limit [49]. In addition, dilute gas condensates are held in an inhomogeneous potential, resulting in a non-uniform condensate density in space. The inhomogeneous potential has the interesting result of spatially “separating” the condensate (which settles into a small “cold” cloud at the center of the trap) from the non-condensate atoms (which, having higher energies, are localized to a larger region of the trap).

The techniques used to make and study alkali gas condensates also allow for the existence of multicomponent condensates—either by mixing two different atoms or isotopes in a single cloud, or by putting a single species into multiple internal states. The tendency of the two components to intermix or phase separate, as well as the tendency for atoms in the condensate to change their internal state through collisions with other atoms, can be studied under various conditions. Multicomponent condensates have been studied in Boulder by trapping atoms in two different hyperfine states [50]. Multicomponent “spinor” condensates have been studied here at MIT by putting the condensate into a superposition of $m_F$ spin states [51].

1.3 Outline of the Thesis

This thesis can be roughly divided into four sections. In the section following this introduction, I present a detailed description of a new apparatus which we have constructed for dilute sodium gas BEC studies. Work on the new apparatus began about two and a half years ago, and its completion was marked in January of this year with the production of its first Bose condensate. Since I was the student who initially began work on the new apparatus, and since this is the first thesis written which contains data produced by it, I will both document the relevant parameters of the apparatus, as they relate to experiments which have or will be done on it, and record some of the knowledge gained while building and optimizing it. The third section of this thesis contains a discussion of the first two experiments performed on the new apparatus. The first experiment studied collective
excitations with angular momentum, using time-averaged optical potentials to generate rotating surface waves on the condensate. I will briefly describe a second ongoing experiment, which was begun while I was writing my thesis. This study has measured the temperature rise in a condensate when it was “stirred” by a focused off-resonant laser, producing evidence for a critical velocity for dissipative flow. The last section of this thesis contains several appendices which augment the discussions found in the rest of the thesis.

1.4 My Work at MIT

The work described in this thesis only represents the second half of my research done at MIT. Before beginning the work described in this thesis, I participated in many experiments performed with our older BEC apparatus. I started working with Wolfgang Ketterle’s group just six months before we produced the first sodium Bose condensate, and I consider myself fortunate to have been part of the many ground breaking experiments which took place in the first years after this event. These experiments have been reported on extensively in journal articles and in other students dissertations, and will only be briefly mentioned here.

In 1995 we observed our first evidence for the existence of a sodium gas Bose condensate [2, 52]. Soon afterwards we implemented a new type of trap for BEC studies using only DC magnetic fields (the “cloverleaf” trap [53]). The flexibility of this new trap facilitated the study of some of the condensate’s collective oscillation modes [54]. The frequencies of these modes were compared to those described by mean-field theory and found to be in good agreement. In the spring of 1996, we used dispersive imaging methods to view condensates in-situ and non-destructively [55]. This method was later improved upon (see Chapter 6), and was used in many future experiments to record real-time “movies” of condensate dynamics [56].

The second half of 1996 was an extremely exciting time in the Ketterle lab. By exposing
condensates to a variety of RF magnetic fields, we demonstrated Rabi oscillations of the trapped condensate and studied non-adiabatic Landau-Zener transitions into untrapped $m_F$ states. These studies led to the creation of an “output coupler” which would allow an arbitrary fraction of the condensate atoms to be released from the trap [57]. Then, soon after this work was finished, we did an experiment in which we were able to observe the spatial interference pattern of two overlapping Bose condensates [58]. This experiment furnished the first direct proof of long-range coherence in a Bose condensate, drawing analogies between optical lasers and BEC. These two experiments constitute the first demonstration of an atom laser. In the course of these experiments we tried several methods to increase the time-of-flight of the expanding condensates (in order to increase the spatial period of the observed fringe pattern). One such attempt resulted in a sub-recoil atomic fountain [59].

Early in 1997, non-destructive imaging and the use of optical dipole forces allowed us to study the propagation of sound pulses in a Bose condensate [60, 61]. This work included the first measurement of the speed of sound in a Bose-Einstein condensate, allowing a direct comparison with Bogoliubov theory. Non-destructive imaging also made possible the direct observation of the formation of a Bose condensate. In this experiment, a cloud of atoms near the BEC transition temperature was “shock-cooled,” and the formation of a condensate was observed as the cloud relaxed to equilibrium (see [48] and Fig. 6.5). This experiment revealed evidence of Bose stimulation in the formation of a condensate, showing an additional similarity of BEC and optical lasers.

Some of my major contributions to these early experiments include the implementation of non-destructive phase-contrast imaging (discussed in Chapter 6 and Appendix E) and rapid sequence imaging (see Section 6.2.2), and the construction of the cloverleaf trap (with fellow graduate student Dan Stamper-Kurn).
Chapter 2

A New Apparatus for BEC Studies

Early in 1997 we began to develop plans for a second BEC apparatus in our lab. Due to the multitude of experiments which we wished to pursue, we realized that we were limited by the finite run time available on a single experiment. By building a second apparatus, we also had the chance to implement several design improvements, and to create an experiment which would complement the other experiment — limiting its usefulness for some studies, but simplifying experiments which would be difficult in our first apparatus. The first Bose-Einstein condensate was produced in the new experiment in January of this year (see Section 2.2). Since this time the apparatus has been used to study several features of the dynamics of dilute sodium Bose condensates (see Chapters 9 and 10). This chapter discusses some of the important design features of the new apparatus, and reviews some of the key optimization steps taken in the newly constructed apparatus.

2.1 Overview of the New Apparatus

The purpose of a BEC apparatus is to cool and compress atomic vapors until the thermal de Broglie wavelength of the atoms is on the order of the spacing between atoms. At this point, the individual
wavefunctions of the atoms overlap, and a transition to a single multiparticle wavefunction occurs. The process of cooling atoms to this transition temperature involves several steps, each of which is discussed in detail in the following chapters. To give a brief synopsis: First, an atomic sodium vapor is produced in an oven and formed into a beam (Section 4.1). The beam is slowed by a Zeeman slower (Section 4.2) which generates a high flux of atoms slow enough to be captured, compressed, and cooled by a magneto-optical trap (Section 4.3). After the MOT is loaded to capacity, a few milliseconds of polarization gradient cooling is applied to further cool the atoms (Section 4.3.2), and then the atoms are transferred into a purely magnetic trap (Chapter 5). The magnetic trap is then strengthened, compressing the atoms to higher densities, and the final stage of RF-induced evaporation is applied to the atoms, cooling them through the BEC transition (Section 5.6). The density of the atoms at the BEC transition temperature is close to the density in the atomic beam oven, about $10^{14}$ atoms per cm$^3$. The temperature, however, has been reduced by a factor of a billion, resulting in a phase space density increase by 13 orders of magnitude (laser cooling and evaporative cooling each providing roughly half of this increase). After the critical temperature has been reached, the phase space density of the atoms increases rapidly with very small changes in the temperature of the gas, quickly producing a nearly pure Bose-Einstein condensate.

### 2.1.1 New Features of the Apparatus

The cooling sequence described above is identical to the one used in our earlier apparatus, and indeed the two experiments have a lot in common. There are, however, many important differences. One feature of the new apparatus is a Zeeman slower designed to deliver a higher flux of slow atoms to the MOT. The new slower is somewhat longer than the one on our original experiment, allowing it to slow faster atoms (see Section 4.2.3). More importantly, unlike the increasing field slower used on our first apparatus, the spin-flip design of the new slower allows it to be placed very
close to the MOT, resulting in a ten-fold enhancement in the number of slow atoms which actually enter the MOT’s trapping volume (Section 4.2.2).

Another feature of the new experiment is the use of an optical quality quartz cell. In our older experiment the atoms are trapped in the center of a large stainless steel vacuum chamber. As a result, optical access to the atoms is limited, and it is hard to get optics and magnetic coils very close to the atoms. The quartz cell on the new experiment, however, allows optics and coils to approach within less than an inch of the condensate, and allows almost unlimited optical access to the atoms. The quartz cell in our experiment has optically flat surfaces (λ/10), allowing for distortion free imaging. To achieve this flatness, we had the cell manufactured by a special process — the optical quality of typical glass cells is destroyed when the cell walls are fused together. The cell that we have employed, however, was constructed by diffusion bonding — a process performed at much lower temperatures, thereby preserving the flat surfaces of the quartz.

Using a quartz cell does have some drawbacks. Time-of-flight measurements are limited, for example, by the decreased distance that the atoms can fall before hitting a wall (with a maximum expansion time of 50 ms, the optical density of a large condensate does not reach unity, forcing us to detune our probe light for many of our time-of-flight images). And the limited vacuum conduction through the narrow cell has required greater care to be taken to insure a good vacuum near the trap. Furthermore, in a large steel chamber one always has the option of introducing new objects into the vacuum (such as evanescent-wave or magnetic mirrors, etc.). As a result, the steel chamber of our first experiment and the quartz cell on our new experiment complement each other well, giving us the ability to perform more types of experiments than could be done on a single type of apparatus.

The magnetic traps used on both the old and new apparatus are in many ways similar, both producing Ioffe-Pritchard type field patterns. However the new “modified Ioffe-Pritchard trap” has a mean trapping frequency which is more than twice that of the cloverleaf trap on the old
experiment. This is a direct result of the use of the quartz cell discussed above, allowing us to place the coils closer to the atoms (see Section 5.3). The new trap features optical access similar to that of the cloverleaf trap, but due to the geometry of the coils, the new trap allows for higher resolution imaging (see Fig. 5.4). Several additional improvements to the experiment have been explored which are not currently implemented, including a recirculating sodium oven (Appendix B) and the use of optical fibers to stabilize optical molasses (Section 4.3.2).

2.1.2 Why Sodium?

The decision to use sodium in our second BEC apparatus was based on several considerations. When selecting an atom to Bose condense, the only absolutely required property is that the atom be bosonic. This criterion is not difficult to satisfy since all stable elements, with the exception of beryllium, have at least one bosonic isotope. The choice of atom, then, is mainly determined by the practical concerns of the cooling and trapping techniques used.

Advantages of alkali atoms Magnetic trapping works best with atoms having a strong magnetic moment, and laser cooling favors atoms with strong transitions in the visible or infrared region (where commercial cw lasers powerful enough to saturate the transition are available). Given these requirements, the alkali atoms are especially good candidates for BEC. Their simple and well studied spectra make them the obvious choice for laser cooling, and their unpaired electron gives them a relatively strong magnetic moment.

Alkali atoms also have several convenient (though less critical) properties. Alkali metals have low melting points, making it possible to generate a dense atomic vapor or beam with a very simple low temperature oven (see Section 4.1). Although atoms and molecules with higher melting points have been magnetically trapped, they require a more complicated mechanism for vaporization [62]. In addition, the thermal vapor formed in an alkali oven consists almost entirely of free monatomic
atoms (a great simplification over experiments with hydrogen, for example, in which the hydrogen dimer must be split to produce an atomic gas). At this time, BEC has been achieved with all of the stable alkalis except cesium and potassium, as well as with hydrogen (by a combination of cryogenic and RF-evaporative cooling [43]).

**Collisional properties of sodium**  Collisions among atoms are an important part of evaporative cooling (see Section 5.6 and Appendix C.3). In a gas with absolutely no interactions, RF evaporation would simply remove atoms from higher-energy trap states without increasing the population of lower-energy trap states. So in order for evaporation to work, interactions must be present to maintain thermal equilibrium, and the rate at which effective RF evaporation can occur is determined by the collision rate of the atoms. Collisions, however, can do more than just redistribute kinetic energy. When two atoms collide, it is possible for spin angular momentum to be exchanged as well. As a result, collisions can put atoms into internal states which are not confined by the magnetic trap, and can mediate the release of internal energy into kinetic energy, both effects leading to trap loss. Thus the ratio of “good” elastic collisions to “bad” inelastic collisions under a given set of conditions is a very important figure of merit when selecting an atom to Bose condense.

Figure 2.1 maps out some of the collisional properties of sodium. In this figure, the rate of elastic collisions, at the density required for Bose-Einstein condensation, is compared to the dominant inelastic collision rates as a function of temperature. The region where the elastic rate is much larger than the inelastic rate spans most of temperature range displayed. Within this region, the shaded “BEC window” represents the range where the lifetime of the sample exceeds 0.1 seconds and where the rate of elastic collisions is faster than 1 Hz. The fact that it covers several orders of magnitude in temperature and density allows studies of BEC in sodium over a large range of parameters.

One further thing to note is that unlike $^{87}$Rb, sodium does not have a low enough spin relaxation
Figure 2.1: Elastic and inelastic collision times for sodium at the BEC transition. The mean collision time for several elastic and inelastic processes in a sodium gas are shown as a function of temperature at the critical density for Bose-Einstein condensation. The “BEC window,” where the lifetime of the sample exceeds 0.1 seconds and the rate of elastic collisions is faster than 1 Hz is shaded. (This figure uses a scattering length of $50a_0$ and rate coefficients for two- and three-body inelastic collisions of $10^{-16}$ cm$^3$/s and $10^{-30}$ cm$^6$/s respectively). (Figure reprinted from reference [47])
rate to allow simultaneous magnetic trapping of two different hyperfine states (a useful property for multicomponent BEC studies). This property of $^{87}$Rb is very unusual, and is not expected to occur in many atoms (in general, the collision between two hyperfine states involves many channels through which atoms can end up in an untrapped state — the amplitudes of these processes simply happen to cancel in $^{87}$Rb). Work by members of our lab has demonstrated, however, that multiple $m_F$ spin states of sodium can be held in an optical trap, opening the door to studies of BEC with a multi-dimensional order parameter [63, 51].

**Additional properties of sodium** An additional influencing factor in our choice of sodium was the fact that sodium is the atom used in our first BEC experiment, so the required experience and infrastructure were already in place. One *drawback* of sodium, for the time being, is that commercial solid state lasers are not available at the sodium wavelength. Unlike rubidium experiments, which typically utilize low-maintenance diode lasers, our sodium experiment relies on the use of maintenance-intensive dye lasers (although the MIT hydrogen BEC experiment reminds us that much more complicated laser systems are possible and practical). Working with visible light does, however, make it very easy to align optics and to diagnose and optimize a MOT. Another property of sodium is the existence of only one stable isotope. This can be seen as a disadvantage (potassium and lithium, for example, have both fermionic as well as bosonic isotopes, making it possible to study both Fermi and Bose gases in the same apparatus with a minimum of difficulty), or as an advantage (unwanted isotopes do not diminish the useful flux of atoms from the oven or contribute to the background gas pressure).
2.2 Realization of BEC in the New Apparatus

BEC was first realized in our new apparatus on January 28 of this year. As with earlier experiments, the first evidence seen for BEC was the existence of a bimodal, asymmetric velocity distribution measured in time-of-flight images (see Fig. 2.2). Our first condensates consisted of about 5 million atoms. By optimizing each cooling phase, we were eventually able to produce condensates of 10 to 25 million atoms, produced at a rate of just over two condensates per minute.

The most critical optimization in the experiment seems to be the polarization gradient cooling (see Section 4.3.2). This is optimized by first carefully zeroing magnetic fields by adjusting currents in a set of three Helmholtz coils, while measuring the magnetic field near the quartz cell with a Hall probe (once the correct currents are established, we have found that the field cancellation is stable, and daily adjustment of these currents is not necessary). Then the intensity of each of the counter-propagating molasses beams is carefully balanced. This step involves repeatedly loading the MOT for several seconds, and then switching to dark molasses for several seconds and watching the atoms diffuse away. By observing which way the atoms tend to move in the optical molasses, we can determine which beams are too weak or too strong. Fine readjustment of the beam balance typically has to be done several times during the course of a run. In addition to carefully adjusting beam balance, we have also found that the mode of the beams has to be very smooth in order to get good molasses. Every few days it becomes necessary to clean optics to prevent interference fringes from forming in the beams.

We have found that it is possible to transfer 20 to 30% of the atoms from the MOT to the magnetic trap (only 33% are transferred in the ideal case, since the atoms in the MOT are evenly distributed among three $m_F$ spin states, and only one of them is weak-field seeking). Within the first few milliseconds after the magnetic trap is turned on, however, a large fraction of these atoms are lost. This is probably due to the large size of the atom cloud and the proximity of the radial
Figure 2.2: BEC transition viewed in time-of-flight. Figure (A) shows a series of time-of-flight absorption images of clouds at various temperatures near the BEC transition. Each picture was taken by evaporating a magnetically trapped cloud of sodium to a different RF frequency (a lower frequency corresponds to a lower temperature—see Section 5.6), and then allowing the cloud to expand ballistically for several milliseconds. The final evaporation frequency for each frame is 2.5, 2.2, 2.15, 2.1, 2.0, and 1.7 MHz (from top to bottom). The appearance of a cold, asymmetrically expanding cloud of atoms as the temperature is lowered is an indication that the BEC transition temperature has been reached. The bottom image shows a nearly pure Bose condensate consisting of 5 million atoms. The time-of-flight for each image was 30 ms, with the exception of the bottom most image for which it was 50 ms, and the width of each frame is 3.2 mm. Figure (B) shows the vertical atom density profile for each frame in figure (A). The presence of a Bose condensate in the four coldest clouds is easily seen in the bimodality of their profile.
instability in the magnetic trap (see Section 5.2). This loss was minimized, but not eliminated, by adjusting the initial currents used to generate the magnetic trap. After this initial loss, the trap becomes very stable, decaying with a reasonably long time constant of about 1 minute due to collisions with background gases.

Careful optimization of the rate at which the RF frequency is swept during evaporation has not seemed to make an impact in the size of condensates produced. Some improvement was obtained by increasing the RF power at the beginning of the evaporation from the values initially used. Beyond a certain point, however, increasing the power further no longer had an effect. The total RF power requirements are not very high, and when our RF amplifier malfunctioned, we found that we could produce Bose condensates using just the power which was output directly from our digital frequency synthesizer (~10 mW).

Due to the high field gradients produced by our magnetic trap, and to the limited frequency of our RF synthesizer (30 MHz), RF evaporation starts off by spin-flipping atoms which are closer to the middle of the cloud rather than at the edge. But when we tried to extend evaporation to higher initial frequencies with the use of a higher frequency RF oscillator, we saw no improvement in the condensate number. After several attempts, we concluded that the initial evaporation was probably limited by the spontaneous evaporation of atoms over the saddle point in the magnetic trap (Section 5.3).

One more important optimization to the experiment is the decompression of the atoms near the end of evaporation. Although decompression was not necessary in our first BEC apparatus, the higher field gradients in our new trap create high enough atom densities in the condensate to make inelastic three-body collisions a significant loss mechanism. As a result, we found that it is beneficial to weaken the trap during the last 250 to 500 ms of evaporation.

Now that the apparatus has been debugged and peaked up, it functions quite reliably. On a reasonably good day the lasers can be warmed up and aligned within three or four hours, after
which the apparatus requires only a minimal amount of re-adjustment throughout the rest of the run, allowing us to concentrate fully on the experiment at hand.
Chapter 3

The Vacuum System

The vacuum system is a very important part of any alkali gas BEC experiment. The vacuum system must be leak tight, sturdy, and bakeable to high temperatures in order to create and maintain the ultra-high vacuum environment necessary for BEC. Care must be taken to assure that the vacuum conductance between the trapping chamber and the vacuum pumps is high, and that the conductance between the trapping chamber and regions of poorer vacuum is low. Also, since the vacuum chamber is the largest single piece of a typical BEC apparatus, the physical size and shape of the vacuum chamber must be designed to accommodate the magnetic coils and optics which surround it. In this chapter, the vacuum requirements for BEC will be discussed, followed by a description of the vacuum system implemented in the new BEC apparatus.

3.1 Vacuum Requirements

During the creation and study of a Bose-Einstein condensate, the atoms must be thermally insulated from the outside world. This is accomplished by holding the atoms in a trap, isolated from any room-temperature walls by a very good vacuum. No type of insulation is ever perfect, however,
and all sources of heating must be understood and controlled.

There are essentially three ways in which the atoms are coupled to the environment: through blackbody radiation, through fluctuations in the magnetic trap, and through collisions with residual gases in the vacuum chamber. Blackbody radiation can be neglected because the scattering of thermal photons occurs at a very low rate (about one photon per $\sim 10^{20}$ years!). The coupling of thermal energy through the magnetic trap is also negligible. A typical magnetic trap has a resistance of a few ohms and an RC time constant much longer than a microsecond. This results in an RMS thermal (Johnson) noise current of much less than a nanoamp, a trivial current compared to the typical DC currents in the trap of tens or hundreds of amps (current ripple or other "technical" instabilities in the trap current can, however, lead to significant heating — see Appendix C.3.1). Heating due to collisions with background gases, however, can be a severely limiting factor.

Several groups have reported that a background pressure in the low $10^{-11}$ mbar range is necessary to obtain magnetic trap lifetimes of one minute. This low required pressure is a result of the extremely low temperature necessary for Bose condensation; in a hotter gas, heating due to grazing incidence collisions are less significant and can be neglected. The rate of background collisions per trapped atom can be written as $R_{bg} = n_{bg} \sigma_{bg} v_{bg}$, where $n_{bg}$ and $v_{bg}$ denote the density and thermal velocity of the background gas molecules. Assuming a collision rate of 1 per minute, a background pressure of $10^{-11}$ mbar, and a background gas temperature near room temperature, we find that the collisional cross-section, $\sigma_{bg}$, is on the order of $10^3$ Å², much larger than the length scale of the inter-atomic potentials. This reflects the major contribution of the long-range van der Waals potential and small-angle scattering to the total cross-section. Background collisions are discussed in detail in [64, 65].
3.2 Layout of the Apparatus

In order to load the atom trap quickly, a high flux oven must be used. The temperature of the oven, and the regular introduction of contamination into the vacuum each time it is reloaded with sodium, creates a background gas pressure near the oven which is unacceptable for magnetic trapping and evaporative cooling (the pressure near the oven in our new apparatus typically ranges from a few times $10^{-8}$ Torr to as high as $10^{-7}$ Torr).

We have gone to great lengths to reconcile the need for a fast loading atom trap with the need for an extreme UHV environment. The result is the vacuum system shown in Fig. 3.1. The vacuum system is segmented into four parts: the oven chamber, the slower, the quartz cell, and the pumping chamber. The narrow, low conductance tubes connecting each part of the vacuum system, and pumps placed in three different places along the chamber assure that the vacuum pressure in the trapping region is about 1500 times lower than the pressure in the oven chamber. A detailed analysis of vacuum conduction in our new apparatus is given in Appendix A.

The oven chamber, shown in Fig. 3.2, contains the sodium oven (the source of the sodium beam which loads the trap) as well as the cold plate/differential pumping assembly which collimates the sodium beam and limits the flow of gases between the oven chamber and the slower. The oven chamber is pumped by a 60 liter/second ion pump (protected from alkali poisoning by a water cooled baffle) supplemented by a titanium sublimation pump. In order to isolate the relatively dirty vacuum of the oven chamber from the UHV vacuum of the slower and trapping regions, a nitrogen cooled cold plate and differential pumping tube are employed. The cold plate is a piece of copper which can be cooled with liquid nitrogen to collect hot sodium atoms and other vacuum contaminants. The differential pumping tube, detailed in Fig. 3.3, is a 7” long copper tube connected to the back of the cold plate. The 3/16” diameter opening in the end of the differential pumping tube nearest the oven serves to collimate the sodium beam. The other side of the tube
Figure 3.1: Side view of the vacuum system. The major gas load in the experiment is produced by the oven (on the far right). The oven, pumped by a 60 liter/second ion pump in combination with a Ti sublimation pump, is separated from the slower by a narrow differential pumping tube (see Figs. 3.2 and 3.3) with a vacuum conductance of just 0.14 liters/second. As a result, background molecules are several thousand times more likely to find themselves stuck in the ion or Ti sublimation pumps than to enter the slower. The relatively narrow slower tube is pumped on by a 60 liter/second ion pump, adding an additional stage of differential pumping. The trapping region is evacuated through the UHV pumping chamber, pumped on by a 120 liter/second ion pump and a Ti sublimation pump. The result is a vacuum of order $10^{-11}$ Torr in the quartz cell where the atoms are trapped. A detailed vacuum conduction analysis is contained in Appendix A.
Figure 3.2: Oven/Cold plate assembly (top view). Sodium escaping through the oven nozzle is collimated by the end of the differential pumping tube attached to the cold plate. The cold plate is heat sunk to a copper slug which conducts heat out of the vacuum system to a liquid nitrogen cooled disk, allowing the cold plate and the differential pumping tube to be cryogenically cooled. The differential pumping tube (detailed in Fig. 3.3) has a stepped inner bore to minimize its conductance without clipping the radially expanding sodium beam.

is sealed to the vacuum chamber with a thin stainless steel membrane, such that the only channel between the oven chamber and the slower is through the narrow bore of this tube. This limits the rate at which gas from the oven chamber streams into the slower. The steel membrane was made as thin as possible to lower the heat conduction from the vacuum chamber walls to the nitrogen cooled differential pumping tube.

The inner bore of the differential pumping tube changes in several steps, approximating a cone. This design provides the lowest possible conductance without occluding any part of the conically expanding atomic beam. This is an improvement over the cylindrical tube used in our first experiment, because not only are the atoms which strike the side of the tube lost from the beam, but they also have the tendency to bounce around inside the tube, colliding with other atoms and choking the atomic beam.

Cooling of the cold plate/differential pumping tube assembly is accomplished by conduction
through a two inch diameter copper slug which protrudes out of the vacuum chamber. This method was chosen over direct liquid nitrogen feedthroughs into the vacuum to allow the possibility of cooling the cold plate with a commercial closed loop chiller. We have found that, unlike our older BEC apparatus, once the sodium oven has been degassed, liquid nitrogen cooling is not necessary. This is probably a result of the conically tapered differential pumping tube; since very little sodium strikes the inner walls of this tube, the enhanced sticking coefficient for sodium which cryogenic cooling provides is not necessary to prevent sodium from bouncing around in the tube.

The oven chamber can be isolated from the slower with the gate valve shown in Fig. 3.1. This allows us to vent the oven chamber (to reload the sodium, for example) without losing the ultra-high vacuum in the slower and trapping chambers. The o-ring in the gate valve is made of Kalrez, allowing the valve to be baked to 250° C. The slower (essentially consisting of a one meter long tube surrounded by magnetic coils) is divided into two parts, as described in Section 4.2.4. A tee placed between the two halves is attached to a 60 liter per second ion pump, providing an additional stage of differential pumping and limiting the flow of gas from the slower into the trapping region.

Immediately after the tee is a glass to metal seal to which the quartz cell is attached. The first segment of the cell is a narrow (3/4 inch) quartz tube. The second slower coil is wound around a brass spool surrounding this tube. At the end of the tube, the cell opens up into a square
Figure 3.4: The quartz cell. The central part of the quartz cell has a square cross-section, 32 mm on a side. This section is 5 inches long, and is made of four optically flat quartz plates diffusion bonded together. The square section of the cell is connected to round tubes on either side. Both the larger 2” diameter tube and the smaller 3/4” diameter tube are fused to quartz-to-metal seals utilizing graded glass which gradually changes from pure quartz on one side, to a special glass with a thermal expansion coefficient matched to the metal seal on the other. Both glass-to-metal seals are welded to a conflat flange through a bellows to help isolate the fragile cell from mechanical stress.

cross-section. The rectangular part of the cell was made to be 32 mm on a side and 5” long to accommodate the magnetic trap and allow for the entrance of large MOT beams. At the far end of the trapping region, the quartz cell opens up further into a 2” diameter round tube to optimize vacuum conduction into the pumping chamber. A scale diagram of the quartz cell is given in Fig. 3.4.

It should be noted that while many experiments employ fragile glass cells, very few of them are connected between two large steel chambers. This made the assembly of the vacuum system an extremely delicate process. To lower the risk of breaking the quartz cell, both ends of the cell are connected to the vacuum chamber through vacuum bellows. A stiffer formed-bellows on the large diameter tube provides a small amount of flexibility while the chamber is being assembled. Under vacuum, this bellows is completely compressed, providing a rigid mounting point for the glass cell. The small end of the cell is connected to a very flexible welded-bellows which prevents small amounts of relative motion between the slower and the UHV pumping chamber from cracking the
When first installing the quartz cell into the vacuum chamber, the cell cracked twice. The cell was then modified by reinforcing its three weakest points. Two of the weak points were the unions between the square section of the cell and the round tubes on either side of it. Since diffusion bonding creates weaker joints than traditional heat fused joints, and since these junctions are a fair distance from the center of the trap, it was possible to have a glass blower strengthen these joints by fusing them with a torch without destroying the optical quality of the quartz near the center of the magnetic trap. The third weak point was a molybdenum quartz-to-metal seal. Flexible molybdenum seals allow quartz to be sealed directly to stainless steel, minimizing the length of the 2" diameter tube between the square part of the cell and the UHV pumping chamber. We found, however, that molybdenum seals can be very fragile. This seal was replaced with a quartz-to-metal seal which utilizes a section of graded glass tube, varying across its length from pure quartz on one side to a glass formulated to match the thermal expansion of the metal tube on the other. This length of graded glass tubing added a few inches to the length of the cell, reducing vacuum conduction by a small amount, but resulted in a more durable seal. Since these modifications were made, we have installed the cell twice without problems, and the cell has been in use for over a year now without mishap.

The pumping chamber is a large, many-port chamber to which an ion and titanium sublimation pump are connected. Other ports on this chamber are filled with ion gauges, a residual gas analyzer, and a bakeable all-metal valve (to which a turbo pump can be attached when pumping down and baking out the chamber). The port opposite the quartz cell contains a window to allow the slowing laser beam to enter the apparatus. The window is set off from the chamber with a nipple so that it can be heated (to prevent fogging of the window from the sodium beam) with minimal heat conduction to the rest of the chamber. UHV vacuum is obtained in the new apparatus by pumping on the chamber with a turbo pump while the chamber is baked at 250°C for several days.
Chapter 4

Laser Cooled Atoms

The first stage of cooling in our apparatus is done with near resonant laser light. In the past decade, laser cooling has become one of the most important tools for atomic physics, and three pioneers in this field were recently honored with the Nobel prize [66, 67, 68]. The relative ease and versatility of laser cooling allowed experimenters to bypass many of the difficulties experienced by groups working with cryogenic pre-cooling methods. As a result, BEC was achieved with alkali gases three years before a much longer standing effort with hydrogen was completed.

It should be noted that despite the advantages of laser cooling, BEC has never been achieved with laser cooling alone. The simplest methods of laser cooling are limited in temperature to the Doppler limit ($T_{Doppler} = \frac{\hbar \Gamma}{2k_B}$ for a two-level atom with a linewidth $\Gamma$) [69]. More refined methods can cool atoms down to the recoil limit, the point at which the average momentum of an atom is equal to the recoil of a single photon: $T_{recoil} = \frac{\hbar^2 k^2}{2M k_B}$ (where $k$ is the wavenumber of resonant light, and $M$ is the mass of the atom) [70]. At the recoil temperature, Bose condensation requires that the atoms be spaced by less than an optical wavelength. At these densities, light scattering can no longer be considered as an interaction between a photon and a single atom, causing traditional laser cooling to fail. Methods have been demonstrated which illustrate the possibility to laser cool atoms
to temperatures much colder than the recoil temperature [71, 72], but these methods have so far been limited to small dilute samples. Laser cooling processes in general tend to break down when the sample becomes optically dense. The purpose of laser cooling in current BEC experiments is, then, to bridge the gap between thermal sources of atoms (at hundreds of Kevin) and magnetic traps (with trap depths of only \( \sim 1 \) mK).

As previously mentioned, the production of laser cooled atoms in the new apparatus is done in several phases. First, a thermal beam of atoms is produced in an oven. This beam is then slowed by a Zeeman slower to a velocity of about 60 m/s, small enough to be captured in a magneto-optical trap (MOT). The MOT confines, compresses, and cools the atoms to a density on the order of \( 10^{11} \) atoms/cm\(^3\) and a temperature just below 1 mK. A final stage of laser cooling is done by suddenly switching off the MOT and performing a few milliseconds of polarization gradient cooling. This lowers the temperature of the atoms to \( \sim 100 \) \( \mu \)K, at which point the atoms are cold enough to be held in the magnetic trap.

### 4.1 The Oven

As with all current alkali gas BEC experiments, the source of the atomic beam used in the new apparatus is nothing more complicated than an oven. Due to the low melting point of sodium, it is possible to create reasonably large vapor pressures at relatively low temperatures. This makes very simple oven designs possible. The oven in the new apparatus is simply a conflat elbow, heated externally by band heaters and heater tape, which contains a lump of metallic sodium. One side of the elbow is connected to a short conflat nipple with a copper disk brazed in one end (see Fig. 3.2). The copper disk has a 4 mm diameter hole in its center (the "nozzle") which allows atoms to escape from the oven. The escaping atoms are collimated by a 3/16 inch hole in the copper cold plate/differential pumping assembly positioned 7.5 inches from the nozzle. The position of the
nozzle and the differential pumping tube are radially adjustable so that the atomic beam can be
aligned with the bore of the slower. Between the oven and the cold plate is a beam flag which can
be moved up and down to shutter the sodium beam.

The oven is typically heated to 270 °C, producing a $6 \cdot 10^{-3}$ Torr sodium vapor in the oven. The
nozzle is typically heated to 350 °C to prevent sodium from condensing on and clogging it. The
nozzle is brazed into a water cooled nipple to both prevent the nozzle heater from heating the rest
of the vacuum chamber and to help the sodium which strikes the wall of the nipple to stick to it,
thereby limiting the sodium build-up in the rest of the oven chamber. Atoms in the thermal beam
have a most probable velocity of 762 m/s, and the beam produces a flux of $2.9 \cdot 10^{12}$ atoms per
cm$^2$ per second at the center of the MOT (1.6 meters from the oven nozzle) [73]. A considerable
amount of work has been done in our lab to develop and test a more complicated “recirculating“
oven, similar to the one discussed in [74]. The recirculating oven, documented in Appendix B, has
not yet been implemented on the experiment.

4.2 The Zeeman Slower

The hot beam of atoms from the oven must be slowed before it can be used to effectively load a
MOT. Atoms which pass through the beams of the magneto-optical trap with too high a velocity
will be out of resonance with the MOT beams and will not be stopped. Increasing the size of the
MOT beams allows faster atoms to be captured, since the larger capture volume gives the atoms
passing through the MOT more time to be slowed through off-resonance scattering. Increasing
the MOT volume to increase the maximum capture velocity is only effective to a certain point,
however. In the limit of high velocity atoms (with Doppler shifts much greater than the linewidth),
the scattering rate scales with the atom’s velocity as $v^{-2}$, the number of photons which must be
scattered to catch an atom scales with $v$, and the time taken by an atom to pass through a given
capture volume scales as $v^{-1}$. So in this limit, doubling the capture range of a MOT involves expanding one dimension of the MOT by a factor of 16. As a result, the velocity capture range of a MOT is practically limited to Doppler shifts of several times the linewidth of the slowing transition. The maximum capture velocity of our sodium MOT is $\sim 60$ m/s, compared to the $\sim 800$ m/s RMS velocity of atoms emitted by the oven. Therefore a beam slower is necessary to efficiently load the MOT.

### 4.2.1 Atomic Beam Slower Theory of Operation

Atoms are slowed in a beam slower by scattering photons out of a counter-propagating laser beam. This laser beam is detuned from the natural resonance of the atoms to compensate for the Doppler shift of the fast moving atoms. But as fast moving atoms scatter photons and slow down, their Doppler shift decreases, causing them to get out of resonance. If nothing is done to compensate for the changing Doppler shift, the atoms will be lost from the slowing process. So rather than slowing a large number of atoms to a low velocity, atoms with a Doppler shift within several linewidths of the laser detuning are simply “burned out” of the Maxwell-Boltzmann distribution.

The changing Doppler shift can be compensated for with one of two commonly used methods. In a chirped slower, atoms are kept in resonance as they slow down by raising the frequency of the laser beam. With each chirp of the laser, a large number of atoms can be pushed to low velocities. Using this type of slower to load a MOT, however, has two major drawbacks. First, in chirped slowers the slow atoms are produced along the entire length of the slower. Slow atoms produced far from the MOT are more likely to end up striking the walls of the vacuum chamber than to actually enter the MOT’s capture region. Second, the fastest atoms which can be slowed are only in resonance periodically when the laser is at its lowest frequency. Fast moving atoms which enter the slower just after a chirp has begun will not be slowed until the next chirping cycle. As a result,
an additional length, equal to the velocity of the fastest atoms to be slowed times the duration of a chirp, must be added to the optimum length of the slower given in Eq. (4.1). Otherwise only a fraction of the faster moving atoms will be slowed.

Zeeman slowers overcome these two drawbacks of chirped slowers. In Zeeman slowers the laser beam is kept at a constant frequency, and an inhomogeneous magnetic field is used to keep the atoms in resonance with the slowing light. As the atoms pass through the slower, the inhomogeneous magnetic field causes them to have a changing Zeeman shift which compensates for their changing velocity, keeping the atoms on resonance as they slow down. Since the resonant condition depends on the position of the atoms in the slower rather than time within a frequency chirp, Zeeman slowers do not suffer from the limited duty cycle of a chirped slower. Furthermore, the velocity of the slowed atoms is determined by the local magnetic field, and is therefore a function of position along the slower rather than a function of time within a chirp. As a result, the atoms reach their slowest velocity at the end of the slower, near to the capture region of the MOT.

4.2.2 Spin-flip Zeeman Slowers

The counter-propagating laser beam in a Zeeman slower is usually circularly polarized to drive either a $\Delta m_F = 1$ or $\Delta m_F = -1$ transition (typically a cycling transition). By switching the handedness of the polarization, either of these two types of transitions can be driven, allowing one to select a transition which either increases or decreases in energy with increasing magnetic field. This makes it possible to implement Zeeman slowers in which the magnetic field either decreases or increases in magnitude along its length. In the literature, these two types of slowers are usually referred to as $\sigma -$ and $\sigma +$ slowers, or increasing field and decreasing field slowers. Both types of slowers have advantages and disadvantages.

In an increasing field slower, the atoms entering the slower initially encounter a very low mag-
netic field. This means that the laser beam must be detuned by the entire Doppler shift of the fastest atoms to be slowed. In our case this is technically undesirable since our laser system is locked near to resonance (for the purpose of magneto-optic trapping and probing of the atoms), and the fastest atoms we wish to slow have Doppler shifts of ~ 1.5 GHz. This requires either the use of a high frequency AOM (which typically have very low conversion efficiencies), or the use of a second laser. A more serious disadvantage of the increasing field slower is that the magnetic field has a large maximum at the far end of the slower closest to the MOT. As a result, the MOT has to be placed a considerable distance downstream from the slower to avoid interference from the slower’s fringing fields (in our first BEC apparatus, this distance was about half a meter, resulting in the loss of about 90% of the slowed beam). On the plus side, the longitudinal derivative of the magnetic field, $dB/dx$, changes sign at the end of the slower, causing the atoms leaving an increasing field slower to move out of resonance quickly. As a result, the scatter in the final velocity of the slow atoms is only a few times the linewidth of the optical transition (see Fig. 4.1).

A decreasing field slower has a small field at its exit, allowing it to be placed in closer proximity to the MOT. It can also be operated with a laser beam much closer to the zero velocity resonance of the atoms. The main drawback of this type of slower is that the fringing fields at its end decay in a way which tends to extend the slowing process (see Fig. 4.1) resulting in a broadening of the velocity distribution of the slowed atoms.

A spin-flip slower capitalizes on the strengths of both of the standard types of Zeeman slowers by combining the two in series. The atoms are first slowed with a decreasing field slower. Since this first segment only does a fraction of the slowing, the field at the beginning of the slower can be reduced. The first coil still provides significant compensation for the Doppler shift, however, and only relatively small laser detunings are required. At the end of this first stage of slowing, a second coil produces a field which increases in the opposite direction. This small increasing field slower produces a fringing field at the end which is small and decays quickly, allowing the slower to be
Figure 4.1: Comparison of Zeeman slowers. The magnetic field along the length of three hypothetical sodium beam slowers is shown. The required laser detuning for each slower is indicated by the short horizontal arrows on the right. Regardless of the type of Zeeman slower used, the optimum rate at which the field changes along the length of the slower is the same, with each type of slower simply differing by a constant magnetic field offset. In a decreasing field slower (A), high fields at the beginning of the slower compensate for most of the Doppler shift, and only small laser detunings are needed. The fall off of the magnetic field at the end of the slower (indicated by a dotted line), however, causes some atoms to continue to be slowed after exiting the slower, resulting in a large spread in the velocities of the slow atoms. In an increasing field slower (C), the field starts at zero, and all of the Doppler shift of the fast atoms has to be compensated for with a large detuning of the laser. In addition, the large field at the far end of the slower requires the MOT to be placed a considerable distance away. As a result, only a small fraction of the transversely expanding beam of slow atoms actually reaches the capture region of the MOT. The spin-flip slower (B) overcomes these limitations, requiring relatively small laser detunings, having a small field at the end of the slower, and having fringing fields which fall off in such a way that the slow atoms quickly get out of resonance with the slowing light.
placed in close proximity to the MOT. Furthermore, the fringing fields at the end of the slower decay in a way such that the atoms exiting the slower immediately get out of resonance with the slowing beam.

The term “spin-flip slower” can be somewhat confusing. It should be noted that the orientation of an atom’s spin does not change, as measured in the lab frame, in a spin-flip slower. It is the magnetic field, rather, which changes direction. So the “spin-flip” only occurs in the frame of the magnetic field, changing the handedness of the transition driven by the slowing laser. In fact, keeping the spins aligned in the same direction as the atoms pass between the two slower coils is the one experimental difficulty of spin-flip slowers, since the change in direction of the magnetic field between the coils has a tendency to destroy the polarization of the atoms. This problem is solved by adding several inches of constant low magnetic field between the two coils to give the atoms time to be re-polarized by the circularly-polarized slowing light.

4.2.3 Designing an Optimized Slower

The most important parameter to consider when designing a slower is its length. Since atoms can only be slowed optically at a finite rate, a longer slower is necessary to capture faster moving atoms. The maximum acceleration rate $a_s$ of an atom is determined primarily by three things. First, the momentum transferred to the atom per scattered photon simply depends on the wavelength of the photon: $p_{\text{recoil}} = h/\lambda$. Second, given the recoil momentum of a single photon, the change in velocity per scattered photon scales inversely with the mass of the atom: $v_{\text{recoil}} = p_{\text{recoil}}/M$. Third, with a given laser intensity, the atoms scatter photons at a finite rate $R$ (in the limit of infinite laser intensity, $R$ is simply the saturated scattering rate, $\Gamma/2$). Given the maximum acceleration rate and the maximum velocity $v_{\text{max}}$ of atoms to be slowed, the length of the slower must be at least:
This equation holds for both Zeeman and chirped slowers. In practice, the slower has to be somewhat longer than $L_s$ to allow for imperfections in the slower; if the field/chirp changes too rapidly at any point/time, atoms will not stay in resonance and will leave the slowing process. On a side note, $L_s$ scales inversely with $a_s$ which in turn scales inversely with the mass of the atoms. However, at a given temperature, the mean velocity squared also scales as $\mu^{-1}$. As a result, for a given oven temperature $L_s$ is mass independent.

An optimized slower should balance the benefits and drawbacks of increasing or decreasing the slower’s length. Equation (4.1) tells us that a longer slower can capture a larger portion of the thermal velocity distribution. However, by making the slower longer, we also decrease the solid angle of the atomic beam, reducing the fraction of the atoms leaving the oven which reach the end of the slower. (In addition, since scattered photons not only slow the beam longitudinally, but also heat the beam transversely, atoms which are slowed from higher velocities will be transversely hotter at the end of the slower.) If we are only interested in the highest flux of slow atoms from an ideal thermal source, we simply compare the gain obtained by catching more of the thermal velocity distribution versus the loss in solid angle from a longer slower. For simplicity I will assume that the oven is a point source of atoms positioned at one end of the slower, and that the flux of hot atoms per unit solid angle is a constant across the beam. This is a good approximation if the distance between the oven and the slower is very small compared to the length of the slower, and if the end of the slower subtends an angle much less than 1 radian (viewed from the oven nozzle). In this case, the flux of hot atoms through the slower as a function of velocity is simply

$$Q_{\text{hot}}(v) dv = Q_0(v) \Omega dv = Q_0(v) \frac{A_s}{L_s^2} dv$$

(4.2)
where \( A_s \) and \( L_s \) are the cross-sectional area and length of the bore of the slower, and \( Q_0(v) \) is the flux per unit solid angle from the oven. If the beam is collisionally dilute, \( Q_0(v) \) goes as

\[
Q_0(v) \propto v^3 e^{-Mv^2/2k_BT} \quad (4.3)
\]

where \( M \) is the mass of the atom, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature of the oven. The flux of slow atoms is just the integral of \( Q_{hot}(v) \) from zero velocity up to the maximum capture velocity:

\[
Q_{slow} = \int_0^{v_{max}} Q_{hot}(v) dv \propto \frac{A_s}{L_s^2} \left[ 1 - \left(1 + \frac{M}{2k_BT}v_{max}^2\right) e^{-\frac{Mv_{max}^2}{2k_BT}} \right] \quad (4.4)
\]

Combining this with Eq. (4.1), we find that the flux of slow atoms as a function of the slower’s length goes as

\[
Q_{slow} \propto \frac{A_s}{L_s^2} \left[ 1 - \left(1 + \frac{M_a_s}{k_BT}L_s\right) e^{-\frac{M_a_s L_s}{k_BT}} \right] \quad (4.5)
\]

This is a monotonically decreasing function of \( L_s \), which implies that the best slower is one of zero length. It must be remembered, however, that the production of a dense atomic vapor involves the use of a hot, usually somewhat dirty, oven. Some method must be used to isolate the UHV trapping region from the contaminant gases coming from the source. In addition, if the dense thermal beam is allowed to collide with atoms in the magnetic trap, the magnetic trap’s lifetime will be severely limited. So an effective method of shuttering the atomic beam is necessary. Both of these details require the atomic beam source to be separated from the trapping region by some finite distance, and putting a small slower into the gap between the oven and the MOT will maximize the flux of slow atoms.

There are two reasons why the slower should be made longer than just the minimum size of the gap between the oven and the trap. First of all, the above derivation assumed that the output of the
oven abuts the end of the slower. But in reality there is usually some distance between the oven and
the slower. For example, in our new apparatus there is a beam shutter, a cold plate to collimate the
sodium beam, a differential pumping tube, and a gate valve which all have to be placed between
the oven and the slower (see Chapter 3). If we include the space between the slower and the oven,
denoted as $L_{os}$, in the above derivation, Eq. (4.5) turns into

$$Q_{slow} \propto \frac{A_s}{(L_s + L_{os})^2} \left[ 1 - \left( 1 + \frac{Ma_s}{k_B T} L_s \right) e^{-\frac{Ms}{k_B T} L_s} \right]$$

(4.6)

It is readily apparent that the maximum of $Q_{slow}$ is no longer at $L_s = 0$. For a sodium beam from
a 550 Kelvin oven placed about 45 cm from the slower (as is the case in our apparatus), the flux is
optimized if the slower is about 40 cm long. Of course this assumes that the atoms are slowed at
the maximum possible rate, leaving no room for any flaws in the slower. A more cautious design
in which the atoms are slowed at half the maximum acceleration is optimized at a length of about
60 cm.

The second reason that a longer slower might be favorable is due to collisions in the atomic
beam. The flux of atoms from an oven can be increased simply by turning up the oven tempera-
ture. Beyond a certain point, however, the beam will become collisionally dense, resulting in the
narrowing of the velocity distribution of the beam as faster atoms collide into the back of slower
atoms, transferring some of their momentum. This process of beam “jetting” removes atoms from
the lower and higher velocity tails of the distribution and pushes them towards the mean atom ve-
locity. While the flux from a short slower is diminished by this process, a slower which is long
enough to capture atoms faster than the mean velocity of the distribution ($\bar{v} = \frac{3}{2} \sqrt{\frac{\pi k_B T}{2M}}$) will actu-
ally gain from jetting, since the narrowing of the velocity distribution about the mean results in a
higher fraction of atoms which are below the maximum velocity which can be slowed. For sodium
at 550 K, the mean velocity is about 800 m/s and the required slower length is about 40 cm long.
Once again, to allow for flaws in the construction of the slower, we should only attempt to slow atoms at a fraction of the maximum acceleration, resulting in a slower which is somewhat longer.

4.2.4 Design and Construction Details of the New Slower

As shown in the preceding sections, an optimal slower for our design constraints would be a spin-flip Zeeman slower about 60 to 80 cm long, and should be capable of slowing atoms traveling faster than the 800 m/s mean velocity of the thermal beam. The slower which was designed and built consists of two coils with a total length of 80 cm plus a 23 cm gap between them (to allow space for a vacuum pumping port, and to allow time for the atoms to be re-polarized between coils). The slowing transition used is the $F = 2, m_F = 2$ to $F = 3, m_F = 3$ cycling transition. The slowing beam is circularly polarized to prevent off-resonant scattering out of the $F = 2, m_F = 2$ ground state. Sidebands at 1.71 GHz are added to the slowing laser beam to generate $F = 1$ to $F = 2$ light to pump atoms into the $F = 2$ ground state before entering the slower.

The laser detuning was selected to be 500 MHz (50 linewidths). This detuning was chosen to be as small as possible without greatly perturbing the MOT. Given this detuning, the initial field of the slower was chosen to be 720 gauss in order to slow atoms with velocities up to 888 m/s. The final field of the slower was designed to be -300 gauss, giving the atoms a final velocity of 50 meters per second. In practice, we found that the loading of the MOT was optimized when the final field was somewhat smaller (about 280 gauss), and when the laser detuning was slightly larger (508 MHz) indicating that the capture range of our MOT is larger than we originally expected.

One of the primary concerns when building the slower was heat management. In order to effectively cool the slower, the large coil was wound around a nested pair of (non-magnetic) stainless steel tubes. The inner, 1” outer-diameter tube constitutes the UHV vacuum bore of the slower, and is welded to conflat flanges at either end. A concentric 2” outer-diameter tube, around which the
magnet coil is wound, surrounds the inner tube. Water is flushed between the inner and outer tubes to carry away heat generated by the coils. In addition, a loosely packed winding of water cooled copper tubing was wound around the outside of the large coil to assist in the cooling of the coil.

The small coil was also wound around a pair of tubes, with the gap between them being flushed with cooling water. The center bore of this tube, however, is not part of the vacuum system, but fits around the small quartz tube of the quartz cell, allowing the small slower coil to be in close proximity to the trapping region (see Fig. 3.1). In order to minimize the radius of the small slower coil (and thereby decrease the length scale over which the fringing fields decay), the brass tubes used are just large enough to fit over the quartz tube. As a result, this coil had to be installed on the quartz cell before the cell was fused to the vacuum flanges.

Both coils were made with materials capable of withstanding a 250° C vacuum bake-out. In addition to the two main slower coils, an extra “compensation coil” is wound around a spool which covers the end of the small slower coil. This coil was designed to cancel the residual bias and gradient produced by the slower at the center of the magneto-optical trap.

### 4.2.5 Performance of the New Slower

The performance of the new slower was evaluated by measuring the absorption of a laser beam as it passed through the slowed atomic beam. The probe beam was sent through at 45° from the axis of the atomic beam, making the probe sensitive to the Doppler shift of the atoms, and the frequency of the laser was swept to map out the velocity distribution of the atoms in the slowed beam. In order to correct for noise due to laser power fluctuations, a second reference beam was split off and measured on a second photodiode. This simple setup allowed us to measure absorption to better than one percent. The results of the measurements are shown in Fig. 4.2. From these measurements we found that the slower was able to produce a flux of a few times $10^{11}$ slow atoms per second at the center of the MOT.
Figure 4.2: Absorption spectra of slowed atoms. Figure (A) shows two absorption spectra of atomic beams slowed to two different final velocities by modifying the current in the small slower coil. Figure (B) shows a larger portion of an absorption spectra, showing that atoms are swept from higher velocities in the thermal distribution down into a narrow distribution of slower velocities. The upper trace in figure (B) is the raw absorption data. In the lower trace, absorption has been converted to atom flux. The dotted line represents the theoretical velocity distribution of an unslowed thermal beam.
4.3 Magneto-Optical Trapping and Cooling

Atoms from the slower are collected, cooled, and compressed by a dark SPOT magneto-optical trap. The MOT parameters in the new apparatus are almost identical to those of our first BEC apparatus, described in [75, 76]. The implementation has been altered somewhat in order to improve stability, increase the capture and trapping volumes, and to simplify operation. Detailed overviews of magneto-optical trapping can be found in [69, 75].

The maximum number of atoms which can be held in a MOT is limited by “radiation trapping,” a process in which light scattered by one atom is rescattered by another atom, generating an effective repulsive force between the atoms [77]. In order to maximize the number of atoms which can be captured in the MOT, a dark SPOT configuration is used. In a dark SPOT MOT, atoms are kept in a dark state which doesn’t interact with the trapping beams. A repumping beam is then used to pump the atoms into the bright state and cause them to interact with the trapping light. A dark shadow at the center of the repumping light is created by passing the repumping light through a glass slide with an opaque spot on it, and imaging the spot into the center of the MOT. As a result, atoms in the center of the trap are only repumped weakly, and spend only a small fraction of their time in the bright state. This effectively lowers the optical density of the cloud, allowing more atoms to be trapped in a given volume. Radiation trapping is still the limiting factor in a dark SPOT MOT. The limit, however, is greatly reduced; the dark SPOT has been shown to increase the density of trapped atoms by two orders of magnitude over a conventional MOT [78].

4.3.1 Implementation

One of the most important parameters in a magneto-optical trap is the diameter of the laser beams. The quartz cell in our experiment measures 32 mm on a side (with an optically flat clear “window” of ~ 25 mm), allowing the MOT beams to be quite large. The large beams present a longer capture
region which is capable of catching slightly faster atoms from the atomic beam. More importantly, large MOT beams provide a larger trapping volume. This is important because radiation trapping sets an effective limit on the optical density of the atoms in the trap. By increasing the linear dimension of the trap, the number of atoms which can be confined at a given optical density scales up; since the density \( n \) scales as \( N/r^3 \), and the optical density scales as \( nr \), (where \( N \) is the number of atoms in the MOT, and \( r \) is the radius of the MOT), at constant optical density the number of atoms scales as \( r^2 \).

The MOT is made from six independent laser beams (four in the horizontal plane, at \( \pm 45 \) degrees to the axis of the slower, plus two vertical beams). Most MOT setups recycle some of the beams; in our first BEC apparatus, two beams are retro-reflected to produce counter propagating beams. Although this approach makes more efficient use of available laser light, we chose to use six independent beams to avoid shadows in the beams and to limit deterioration of the light’s polarization. A MOT beam traveling through a dense cloud of atoms can suffer from a large amount of absorption. If this beam is retro-reflected, the retro-reflected beam will be weaker, and the MOT will not be balanced. This can be compensated for by focusing down the diameter of the retro-reflected beam. The shadow of the atoms, however, creates unavoidable spatial variations in the retro-reflected beam. In addition, since the horizontal beams pass through the glass cell at 45 degrees from normal incidence, the circular polarization of these beams is degraded. A retro-reflected beam would have to pass through two additional 45 degree surfaces before returning to the atoms, further degrading the beam’s polarization.

Before entering the apparatus, each of the six beams passes through a telescope assembly which expands them to a Gaussian diameter of about 1.5 inches, a bit larger than the glass cell. By over-expanding the beams we are able to throw away light in the noisy wings of the laser mode, using just the center of each beam where the mode is the best. The telescope assemblies each contain a quarter-wave plate which produces the appropriate circular polarization for each beam. The
lenses and polarizer in each telescope are mounted into dust-tight lens tube assemblies to lower the required maintenance of the MOT.

The six MOT beams are split from a single beam arriving from the laser table with the use of polarizing beam splitters. A half-wave plate in front of each beam splitter allows us to control the splitting ratio of each beam splitter. The beam is first split into a horizontal and vertical beam. The horizontal beam is then split into two, and then each of these three beams is split again to produce three pairs of beams. Each beam in a pair is routed to opposite sides of the experiment to produce counter-propagating MOT beams. This setup is somewhat more cumbersome than splitting the beam into a left-hand side and right-hand side beam, and then further splitting the beams after they have been routed to the correct side of the experiment. But this complication is necessary to give us independent control of the balance between each pair of counter-propagating MOT beams. Fine balance between the intensities of counter propagating beams is necessary to produce a large, stable MOT and for the implementation of polarization gradient cooling (Section 4.3.2).

As each pair of counter-propagating beams is routed around the experiment, care is taken so that the number of reflections in one beam of a counter-propagating pair differs from the number of reflections in the other beam of the pair by an odd number (including the reflection in the beam splitter). Furthermore, the length that each beam travels is made to be roughly the same. This assures that any jitter in the beam pointing or in the mode of the beam will be of a similar nature and in a common direction for both counter-propagating beams. This helps to stabilize the MOT against beam pointing and mode fluctuations.

Due to the proximity of the reflective surfaces of the quartz cell to the atoms (and due to the lack of an anti-reflective coating on the cell), light from the dark SPOT repumping beam can be scattered into the center of the trap, reducing the “darkness” of the dark SPOT. This problem was solved by using linear polarized repumping light sent in at a 45° angle to the surface of the quartz cell. By sending the beam in near Brewster’s angle, reflections were minimized (we couldn’t send
it exactly at Brewster’s angle because the MOT beam telescopes were in the way). In addition, at this angle the small amount of light that is reflected misses most of the MOT trapping volume. To get the beam in at this angle, it was necessary to overlap the repumping light with one of the MOT beams using an edge mirror (placed near the focus between the MOT beam’s two main telescoping lenses). We also found that to get the best MOT, we had to mask the repumping light with a pair of razor blades to prevent the edges of the beam from scattering off of the pinch coils of the magnetic trap and into the MOT.

The slowed atomic beam enters the trapping region with a velocity of about 60 m/s and a density on the order of $10^9$ atoms per cm$^3$. When the MOT is filled, the trapped atoms have been compressed to a density of $\sim 10^{11}$ cm$^{-3}$ at a temperature of a few hundred microkelvin.

### 4.3.2 Polarization Gradient Cooling

The final phase of laser cooling consists of a short burst (3-5 ms) of polarization gradient cooling. Polarization gradient cooling is a sub-Doppler method of cooling, and is discussed in [69, 70]. It is implemented in our experiment using the same beams used for the magneto-optic trap. After the MOT is filled to capacity, the magnetic quadrupole field is suddenly switched off, the MOT repumping light intensity is lowered, and the MOT beams are shifted a few MHz further from resonance. In this configuration, the atoms experience a “dark molasses” which quickly cools them to $\sim 100 \mu$K, a bit more than a factor of two below the Doppler limit for sodium.

Three sets of Helmholtz coils tuned to cancel the earth’s magnetic field, as well as any stray fields, are on during the entire cooling process. These coils are required because the presence of magnetic fields breaks the symmetry for absorption of $\sigma_+$ and $\sigma_-$ light, causing the atoms to be pushed into a moving frame by the polarization gradient cooling laser beams. In addition to stray magnetic fields, polarization gradient cooling is also very sensitive to the intensity bal-
ance and alignment of counter-propagating laser beams. In order to increase the stability of our MOT/polarization gradient beams, our first attempt at magneto-optical trapping on the new apparatus was done using light from six single-mode fibers. By rigidly fixing the output of each fiber less than half a meter from the trap, beam jitter and mode distortions were eliminated. Unfortunately, reflections at the ends of the fibers caused etaloning to occur, so the transmission of the fibers was extremely sensitive to mechanical noise and drift. As a result, it was impossible to get polarization gradient cooling to work consistently, and the fibers were soon replaced with mirrors. It is possible that the problems with fibers could be fixed, however, by using angle cleaved fibers which prevent reflections from being coupled back into the fiber.

4.4 The Laser System

All of the sodium resonant light used for laser cooling, as well as for optical pumping and probing, is provided by a rhodamine 590 ring dye laser pumped by a large frame argon ion laser$^1$. Light from the dye laser is split off into many beams. Some of the beams are used for diagnostic purposes and to lock the laser to the sodium resonance. The other beams are shifted to an appropriate frequency, often with the addition of sidebands, for use in some stage of the experiment. The dye laser is a Coherent 899 model, modified by the addition of a high pressure dye nozzle and dye recirculation pump. These modifications allow the laser's dye jet to run at higher pressures, resulting in higher laser output power. In addition, the modified nozzle provides greater stability and simplifies alignment of the laser. The dye is cooled to 5°C to increase the viscosity of the dye, preventing the onset of turbulence at high pressures. In typical operation, the dye laser produces 1.5 watts of power with 10 watts of multi-line visible pump power from the argon ion laser.

$^1$Coherent model Inova 100
Figure 4.3: Saturated absorption laser locking setup. Using saturated absorption spectroscopy, the laser is locked to the sodium $F = 2$ to $F = 3$ ground state transition. The frequency of the pump beam is dithered, allowing lock-in detection of the probe beam absorption. This both enhances the signal-to-noise and generates a dispersive zero crossing at the lock point (making the lock point insensitive to laser intensity fluctuations).

4.4.1 Locking the Laser

The dye laser, in its off-the-shelf configuration, is locked to a temperature stabilized Fabry-Perot cavity, giving the laser an instantaneous linewidth of about 0.5 to 2 MHz. Although this is less than the natural linewidth of the sodium atoms (10 MHz), over longer time scales the laser tends to drift in frequency by a much larger amount. Frequency drift is prevented by locking the laser to a sodium vapor cell using saturated absorption spectroscopy. This locking method is illustrated in Fig. 4.3.

Saturated absorption spectroscopy is a common technique which produces spectral lines with
the Doppler free linewidth from Doppler broadened gases. In our setup, part of the light from the dye laser is sent to a cell containing a sodium vapor. This beam is split into two parts: a pump beam and probe beam. An acousto-optic modulator shifts the frequency of the probe beam up by 80 MHz. A second acousto-optic modulator shifts the pump beam by 100 ±2.5 MHz. The pump and probe beams are then passed through the vapor cell, overlapping but passing in opposite directions. The more intense pump beam pumps the atoms which are Doppler shifted into resonance with it into a different ground state, making the vapor transparent to this frequency of light. If the weaker probe beam is resonant with the Doppler broadened vapor, but is not resonant with the same velocity group of atoms as the pump beam, it will be heavily attenuated by the vapor. Otherwise, the probe will “pass through” the “hole” generated by the pump beam with little attenuation. As a result, if the laser is scanned through resonance, the resulting spectra is a large Doppler broadened absorption dip with transmission peaks at the resonance frequencies of each ground state transition, each with a linewidth comparable to the natural linewidth of the transition. In addition, there are several other “cross-over” peaks which correspond to atoms pumped from one ground state and probed in another.

The laser is locked to the saturated absorption cell using a lock-in technique. This is accomplished by dithering the frequency of the pump beam by ±2.5 MHz at a rate of 27 kHz. The dither signal, as well as the photodiode signal, are sent to a lock-in amplifier. Not only does the lock-in method improve signal to noise, but it also turns the transmission peaks into dispersive zero crossings, making the lock point insensitive to laser power fluctuations. The output of the lock-in amplifier is integrated with a time constant of 3 ms and sent to the laser’s external frequency scan input. The result is a laser which is locked 90 MHz below the sodium $F = 2$ to 3 transition.
Figure 4.4: Energy level diagram of the $3S_{1/2}$ to $3P_{3/2}$ transition in sodium. The lock point of our laser and the atomic transitions used to trap, cool, and probe the atoms are depicted. To generate each of the required frequencies, light from the laser must be shifted by the amount $\Delta$ listed on the diagram (the detuning from the $F = 2$ to $3$ transition) plus the 90 MHz detuning of the laser from the $F = 2$ to 3 transition. In addition to frequency shifts, 1.71 GHz sidebands are placed on the slowing light to pump atoms into the $F = 2$ state before entering the slower.

4.4.2 Generating Frequencies

The new apparatus requires laser beams at many different frequencies in order to trap, cool, prod, and probe the atoms. Figure 4.4 shows all of the frequencies of light which are necessary to run the experiment. To generate all of these different beams from a single laser, several acousto- and electro-optical modulators are used. A block diagram of our laser setup is shown in Fig. 4.5.

In addition to the near resonance beams, other lasers are often used to generate far detuned light, depending on the experiment being performed. In particular, light from an infrared Nd-
Figure 4.5: Laser setup. Various AOMs are used to generate the frequencies of light needed for the experiment. Before entering the dye laser, some of the light from the argon laser can be split off and used to generate dipole potentials (see Chapter 7). The light produced by the dye laser (locked 90 MHz below the \( F = 2 \) to \( 3 \) transition) is split up and shifted in frequency using several acousto-optic modulators (AOMs). In most cases, the first order of each AOM is used, and the zeroth order discarded. The two exceptions are the “Trap AOM” (in which case the zeroth order is sent on to the “F=2 AOM”, and the first order is retro-reflected for a second pass through the AOM and then separated from the incoming beam with a polarizing beam splitter) and the 1712 MHz “Repump AOM” (in which case the zeroth order is sent on to the “Slower AOM” to generate the beam used by the slower, and the first order is sent to the 90 MHz “Repump AOM” for use as repumping light in the dark SPOT trap and for probing of atoms in the \( F = 1 \) ground state). The two AOMs labeled “F=1 AOM” are used to generate a scanning probe. The AOMs are aligned in such a way that as the AOMs are scanned, the change in deflection angle of one AOM is compensated for by the deflection in the other AOM. By shifting the frequency of one of them up, and the other one down, the probe light can be detuned while keeping the beam aligned on the fiber coupler.
YAG laser and light from our argon ion laser have been used to generate far-off-resonance dipole potentials. The use of far-off-resonance lasers is discussed in Chapter 7.

4.5 Controlling the Experiment

Many coordinated events must occur during each phase of an experiment. Magnetic coil currents and laser beams have to be switched on and off at the right junctures, laser beams need to be shifted in frequency at several times, and RF magnetic fields have to be swept in frequency during evaporation (see Section 5.6). All of the switching and timing operations are controlled by a single computer. The computer has a pair of I/O boards which allow it generate 32 digital (TTL level) signals, as well as ten 12-bit analog signals. The state of each channel can be changed with microsecond precision. An arbitrary function generator board provides an additional four analog channels, used to control the scanning dipole trap discussed in Section 7.2. External frequency synthesizers, such as the one used for evaporative cooling, are programmed by the control computer through a GPIB bus. The software for the control computer was written specifically for this experiment, and has been implemented in a way which allows us to very simply and quickly alter the fashion in which an experiment is performed.
Chapter 5

Magnetic Trapping

During the final stage of cooling the atoms are confined by an inhomogeneous magnetic field. Magnetic traps are ideally suited for the last cooling stage for two reasons. First, magnetic traps can be made with very low heating rates such that they don't compete with the cooling process. Second, magnetic traps facilitate a very effective method of cooling — RF evaporation. In the following chapter, several details of magnetic trapping and the magnetic trap designed for our new apparatus will be discussed. More general information on magnetic trapping is contained in Appendix C.

5.1 Overview of Magnetic Trapping

The trapping potential felt by an atom in a magnetic trap is generated by the interaction of the atom's magnetic dipole moment with the magnetic fields of the trap. A classical magnetic dipole interacting with a magnetic field has a potential energy \( U_m = -\mu_m \cdot B = -\mu_m B \cos \theta \) (quantum-mechanically, the energy levels in a magnetic field are \( E(m_F) = g \mu_B m_F B \), where \( g \) is the g-factor and \( m_F \) is the quantum number of the z-component of the angular momentum, and the classical
term \( \cos \theta \) can be related to the quantum mechanical quantity \( m_F/F \). A dipole can lower its energy by moving to a lower field, or by changing its orientation such that it is more closely aligned with the magnetic field.

The angle between the dipole moment and the magnetic field is constant when an atom is exposed to a homogeneous field (\( \mu_m \) simply precesses around the magnetic field at constant \( \theta \)). As a dipole moves through an inhomogeneous field, it experiences a local magnetic field which is changing in both magnitude and direction. If the field changes slowly enough in the frame of the atom, however, adiabaticity requires that the angle \( \theta \) be unchanged (or, in a quantum picture, the atom must remain in one \( m_F \) state). Therefore an isolated atom moving slowly enough through an inhomogeneous magnetic field feels a conservative potential simply proportional to the magnitude of the field. To trap atoms in such a potential, a local minimum of the magnetic potential energy \( E(m_F) \) must be created. For \( g m_F > 0 \) (weak-field seeking states) this requires a local magnetic field minimum. Strong-field seeking states \( (g m_F < 0) \) cannot be trapped by static magnetic fields, since a magnetic field maximum in free space is not allowed by Maxwell’s equations [79, 80].

**Collisions** Since magnetic traps only confine atoms in the weak-field seeking state, atoms making a transition to a strong-field seeking state will be lost from the trap. In addition, transitions between different weak-field seeking states can also be problematic, since these transitions can release internal state or magnetic field interaction energy as kinetic energy, thereby heating up the atoms. As discussed above, transitions to other \( m_F \) states will not occur for slowly moving, isolated atoms. In the presence of other atoms, however, it is possible for collisions to occur which change the atom’s internal state.

By trapping atoms which are spin-polarized along the field axis \( (m_F = \pm F) \), angular momentum conservation prevents the simplest \( m_F \) changing collisions in which two atoms exchange internal angular momentum. Other spin-changing processes are, however, still possible, the most
notable being dipolar relaxation (in which orbital angular momentum is converted into internal angular momentum) and inelastic three body collisions (which become limiting at high densities). Fortunately, for spin-polarized sodium \((F = 1, m_F = \pm 1)\) in the density range \((10^{11} \text{ to } 10^{14} \text{ atoms per cm}^3)\) and temperature range \((50 \text{ nK to } 100 \mu K)\) typical for magnetically trapped atoms in our experiment, these processes are slow compared to the rate of elastic, spin-conserving collisions (see Fig. 2.1). This allows evaporative cooling to work efficiently (see Section 5.6), and makes it possible to cool the atoms through the BEC transition before the sample has decayed from the trap.

**Majorana flops** If an atom moves too quickly through an inhomogeneous field, non-adiabatic transitions to other \(m_F\) states can occur. An atom’s magnetic moment will adiabatically follow the direction of the magnetic field only if the rate of change of the field’s direction \(\dot{\theta}\) (in the atom’s moving reference frame) is slower than the precession of the magnetic moment: 
\[
\frac{d\theta}{dt} < \frac{\mu_m |B|}{hF} = \omega_{Larmor}.
\]
If the field’s direction changes faster, atoms will make so called “Majorana” spin-flips [81] and be lost from the trap. Since the precession rate of an atom scales with the magnitude of the local magnetic field, adiabaticity is most easily violated in the center of the trap where \(|B|\) is smallest.

In the frame of a moving atom, the rate of change in the magnetic field direction is given by
\[
\frac{d\theta}{dt} = v \frac{d\theta}{dt} \text{ where } v \text{ is the velocity of the atom, and } \frac{d\theta}{dt} \text{ is the change in magnetic field direction with distance in the direction in which the atom is moving. Although the atoms in the trap have a thermal distribution of velocities, and the derivative of the field direction } \frac{d\theta}{dt} \text{ is not the same at all points and along all trajectories in the trap, an upper bound on the susceptibility of a harmonic trap to Majorana flops can be obtained by assuming that the direction of the magnetic field rotates by a maximum of } \pi \text{ radians as an atom travels from one side of the trap to the other. Knowing that an atom cannot traverse this distance faster than the trapping frequency, this gives a maximum field rotation of } \frac{d\theta}{dt} = \frac{\omega_{trap}}{2} \text{ and a condition for trap stability against Majorana spin-flips of } \omega_{Larmor} >
\( \omega_{\text{trap}} \) (where \( \omega_{\text{trap}} \) is the harmonic frequency of the trap). For the field configuration of our new trap (an Ioffe-Pritchard configuration — see Section 5.2), the field only changes direction when the atoms oscillate radially, so the radial trap frequency is the relevant \( \omega_{\text{trap}} \) to use in these equations.

### 5.2 Types of Magnetic Traps

Many types of magnetic traps have been used in the field of Bose-Einstein condensation of dilute gases. A description and comparison of many trap geometries are given in Appendix C. There are several figures of merit to consider when designing a magnetic trap. One figure of merit is the strength of confinement of the trap. This is important because more tightly confining traps can compress atoms to higher densities, thereby increasing collision rates within the trapped gas. With higher collision rates, evaporative cooling can be done more quickly and efficiently (see Section 5.6), and heating and trap loss due to collisions with residual gases in the vacuum can be avoided (see Section 3.1).

**Linear traps** As discussed in Appendix C.2.1, lower order potentials are more effective at confining atoms than are higher order potentials, with the optimum confinement being provided by a linear potential. Three-dimensional linear potentials can only be generated around a zero-crossing in the magnetic field (as shown in Fig. 5.1), and as a result, Majorana spin-flips are a serious concern in linear traps. For hotter atoms, the region where Majorana spin-flips occur is small relative to the size of the atom cloud, and the rate at which atoms are lost from the trap is minimal. However, Majorana flops in linear traps become more problematic as the atoms are cooled to lower temperatures. This can be explained roughly as follows; although the average velocity of the trapped atoms drops with temperature (decreasing the probability that a Majorana spin-flip will occur with each pass through the center of the trap), the colder atoms also settle into a smaller region near the
Figure 5.1: Linear magnetic traps. Although Maxwell's equations require that magnetic fields in free space have continuous derivatives, linear magnetic traps with a cusp at the origin are possible, due to the fact that the trapping potential is proportional only to the magnitude, not the direction, of the field. Figure (A) shows a magnetic field which varies linearly with displacement from the origin. Figure (B) shows the magnitude of the field (which is proportional to the trap potential), which has a cusp at the zero field crossing.

center of the trap (where the oscillation frequency is higher), causing them to pass through the trap center more frequently. A more rigorous model, discussed in [52] and in Appendix C.2.1, shows that the loss rate in a spherical quadrupole potential scales as $T^{-2}$.

To avoid Majorana losses, two approaches have been taken; higher order traps which do not have a zero crossing have been used, and the zero-field crossing in linear traps has been "patched" with AC magnetic fields [1] or optical potentials [2]. In optically plugged linear traps, the type of trap used in our first demonstration of BEC in sodium, a focused laser repels atoms from the low field region of the trap. As a result, only the very bottom of the of the potential is weakened — hot atoms are still tightly confined in a linear potential. Furthermore, the harmonic trapping frequencies characterizing the "rounded out" bottom of the trap are typically somewhat higher than those produced in comparable higher order magnetic traps (the geometric mean of the frequencies for the optically plugged trap described in [2] is 415 Hz, compared to 200 Hz in our new Ioffe-Pritchard trap). There are a few added technical complications of an optically plugged trap; the beam has to be carefully aligned from day to day, and if care is not taken, fluctuations in beam pointing and intensity can induce heating. The tight confinement of an optically plugged
trap is especially useful for lighter atoms such as lithium, or atoms with weak magnetic moments.

In the other common “patched” linear trap, the TOP trap, a rotating magnetic bias is added to the linear potential, creating a parabolic time-averaged potential. The TOP trap is discussed in [1] and in Appendix C.2.1.

Ioffe-Pritchard traps The lowest order (and therefore tightest) trap which has a finite bias field is a harmonic trap. A magnetic trap with a finite bias field along the z-direction has an axial field of $B_z = B_0 + B''z^2/2$. Given this axial field, Maxwell’s equations allow the leading term of the transverse fields to be linear. Applying Maxwell’s equations (and assuming axial symmetry) leads to the following field configuration [82]:

$$
\mathbf{B} = B_0 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} + B' \begin{pmatrix} x \\ -y \\ 0 \end{pmatrix} + \frac{B''}{2} \begin{pmatrix} -xz \\ -yz \\ z^2 - \frac{1}{2}(x^2 + y^2) \end{pmatrix}
$$

The parabolic trap was first suggested and demonstrated for atom trapping by Pritchard [83, 84], and is similar to the Ioffe configuration developed earlier for plasma confinement [85]. Although the axial confinement of this trap is parabolic, for large hot clouds ($k_BT > \mu_mB_0$) the radial confinement is linear, characterized by the radial gradient $B'$. For smaller, cooler clouds ($k_BT < \mu_mB_0$), since the magnetic potential is created by the quadrature sum of the linearly increasing radial field and the axial bias field, the radial confinement is harmonic with a trapping frequency of $\omega_r = \sqrt{\frac{\mu_mB''}{M}}$, where $B''$ is the “effective” radial curvature, given by:

$$
B'' = \frac{B'^2}{B_0} - \frac{B''}{2}
$$

At a certain axial displacement the trap has a saddle point, beyond which the radial confinement
vanishes. This occurs because the radial components of the curvature term \((-\frac{B''}{2}xz \text{ and } -\frac{B''}{2}yz)\) cancel the confinement provided by the radial gradients \((B'x \text{ and } -B'y)\). Since the sign of the gradient term is different in \(x\) and \(y\), the instability in each axis occurs at opposite displacements along the \(z\) axis. From Eq. (5.1) the points of instability \(z_{\text{inst}}\) occur at:
\[
z_{\text{inst}} = \pm \left( \frac{B'}{B''} - \frac{1}{2} \frac{B_0}{B'} \right)
\]

When \(B'' \leq 0\), the instability is at the origin, and there is no radial confinement at all. The saddle point at \(z_{\text{inst}}\) requires special attention when loading large clouds into an Ioffe-Pritchard trap, as discussed in Appendix C.2.3.

**Comparison of Ioffe-Pritchard traps to TOP traps** Appendix C.2.5 compares the confinement of Ioffe-Pritchard-type traps to the confinement of a TOP trap. It is found that the maximum compression for both traps is similar. Since the TOP trap is more complicated to build and use, it would seem that the Ioffe-Pritchard configuration has a certain advantage. As a result, the trap which we designed and built for the new apparatus is an Ioffe-Pritchard type trap.

### 5.3 A Modified Ioffe-Pritchard Trap

For reasons discussed above and in Appendix C, we chose to use an Ioffe-Pritchard type trap in the new apparatus. There are, however, many ways to wind coils which produce an Ioffe-Pritchard type of geometry. Several simple and effective winding patterns, such as the baseball [86, 82], yin-yang [82], three-coil [87, 88], and four-dee [89] trap, all lack the flexibility to tune the axial curvature and the radial gradient independently (although the radial confinement can still be varied by augmenting the bias field \(B_0\) with an additional set of Helmholtz coils). The more complicated
cloverleaf trap, which we first demonstrated in 1995, has become popular due to its flexibility, and due to the fact that it provides 360° optical access to the atoms [53]. However, when compared to the traditional Ioffe-Pritchard winding pattern, this design is somewhat less efficient at producing the high radial gradients necessary for tight radial confinement. After considering the possibilities, we settled upon a design very similar to the traditional Ioffe-Pritchard winding pattern.

The traditional Ioffe-Pritchard trap consists of two pinch coils and four Ioffe bars, as depicted in Fig. 5.2. The Ioffe bars generate the radial gradient field $B'$, while the pinch coils produce a bias field and the curvature term $B''$. Since the pinch coils and the Ioffe bars are very close to the atoms, this configuration is very efficient at producing a tight trapping potential. This traditional winding pattern has been used in several BEC experiments [90, 43].

The trap which we designed and built for the new apparatus varies slightly from the traditional Ioffe-Pritchard winding pattern. One modification we made was to elongate the pinch coils to allow clearance for the four horizontal MOT beams, each crossing at 45° to the axis of the trap (see Figs. 5.3 and 5.4). Although the elongated curvature coils do not provide the 360° optical access of a cloverleaf trap, they do offer more than 90° access on either side, in addition to allowing access between the coils for the atomic beam and the slowing laser beam. In practice, since much of the
optical access of a cloverleaf trap is typically obscured by the vacuum chamber, an experiment with a cloverleaf trap usually won’t be able to take advantage of any more optical access than we have with our modified Ioffe-Pritchard trap. Moreover, the full 360° access to a cloverleaf trap is through the narrow space between the two (large diameter) halves of the trap (see Fig. C.2 in Appendix C), limiting the proximity of optics to the atoms. Our modified IP trap, on the other hand, allows for f/1 imaging in both radial and axial directions. Furthermore, since Ioffe bars are more efficient than cloverleafs, our modified Ioffe-Pritchard trap is able to produce radial field gradients about two times larger than a comparable cloverleaf trap. The trap which we designed is depicted in Figs. 5.3 and 5.4.

The elongated pinch coils break the axial symmetry of the trap, modifying the first order expansion of the magnetic fields given in Eq. (5.1). The more general expression is given by

$$\mathbf{B} = B_0 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} + B' \begin{pmatrix} x \\ -y \\ 0 \end{pmatrix} + \frac{B''}{2} \begin{pmatrix} -\alpha x z \\ -\beta y z \\ z^2 - \frac{1}{2}(\alpha x^2 + \beta y^2) \end{pmatrix}$$

(5.4)

where \(\alpha\) and \(\beta\) depend on the asymmetry of the trap and are related by the expression \(\alpha + \beta = 2\). This results in a trapping potential which is slightly elliptical in the \(xy\) plane, characterized not by a single effective radial curvature (see Eq. (5.2)), but by two different effective curvatures. The resulting “small displacement” potential is given by:

$$U \simeq \frac{\mu m}{2} \left[ B''_x x^2 + B''_y y^2 + B''_z z^2 \right]$$

(5.5)

$$B''_x = \frac{B_0^2}{B_0} - \frac{\alpha B''}{2}$$

(5.6)

$$B''_y = \frac{B_0^2}{B_0} - \frac{\beta B''}{2}$$

(5.7)
Figure 5.3: Modified Ioffe-Pritchard Trap. In this rendering of our modified IP trap, each of the different coils can be seen. The shorter “racetrack” coils running left and right are the elongated pinch coils. The two long coils above and below the pinch coils make up the gradient producing Ioffe bars. The large round coils are divided into two sections, differentiated by different colored wire. The inner, lighter colored windings make up the “anti-bias” coils, and the darker outer windings make up an extra set of coils which can be used to generate large bias fields if they are required by an experiment. Bias fields produced by these extra coils are also used to weaken radial confinement of the trap (see Section 5.4).
Figure 5.4: Cross-section of the modified IP trap. This is a cross-sectional view of the coils depicted in Fig. 5.3, showing how clearance is provided for inch-wide MOT beams crossing at 90°. With this coil design, optics can be placed above or below the gradient (Ioffe bar) coils, approaching within 0.8 inches of the center of the trap, with an aperture set by the coils which is slightly greater than one inch — allowing the possibility of f/1 imaging along the vertical axis. Horizontally, lenses can be placed just outside of the pinch coils, just over an inch away from the center of the trap, with an inch of vertical clearance — also allowing an f/# of about 1 (although our currently implemented imaging system is diffraction limited with an f/# of 4, limited by the size of the front lens rather than the clearance of the trap). For a sense of scale, the inner diameter of the large round coils is 6 inches.
In our trap, the $B'^2/B_0$ term dominates the $B''/2$ terms, and the difference in the effective $x$ and $y$ curvatures is small (about 10 percent when the trap is expanded to catch atoms from the MOT, and less than 0.1 percent when the trap is run at full current).

At large displacements from the origin, where the potential derived from Eq. (5.4) cannot be simply characterized by three harmonic frequencies, the asymmetry of the pinch coil has a larger effect on the trap. One result is a change in the position of the two saddle points (see Eq. (5.3)). Since the asymmetric pinch coils create a different radial curvature term in $x$ and $y$, the instabilities in $x$ and $y$ are at different displacements along the $z$ axis. If the pinch coil is elongated in the $x$ dimension (resulting in $\alpha < \beta$), the point at which the confinement in $x$ vanishes moves further from the center of the trap, while the instability in $y$ moves closer to the origin (see Fig. 5.5). Unfortunately, when calculating the position of the unstable points from Eq. (5.4), the asymmetry creates a pair of quadratic terms (which cancel in the symmetric case), resulting in more complicated expressions. Simplicity is restored if we assume that we are only interested in points along the $z$ axis for which $|z| \ll \sqrt{2 \left( \frac{B'^2}{B''x^2} - \frac{B_0}{B''} \right)}$. For the full range of operating parameters for our new trap, this restriction is valid if we only consider points which are displaced along the $z$ axis by much less than 2 cm. This is almost a good assumption, since we typically catch clouds out of the MOT with radii of about 0.5 cm. In this approximation, the location of the saddle points are given by:

$$z_{instx} = + \left( \frac{B'}{\alpha B''} - \frac{B_0}{2B'} \right)$$  \hspace{1cm} (5.8)

$$z_{insty} = - \left( \frac{B'}{\beta B''} - \frac{B_0}{2B'} \right)$$  \hspace{1cm} (5.9)

In the extreme limit (a pinch coil which is stretched to be infinitely long while keeping $B''$ constant) we can find the instabilities without the above approximation. In this case, $\alpha = 0$ and
\( \beta = 2 \) (for our coils, \( \alpha \) and \( \beta \) differ from these values by less than one percent), and the unstable points are found at:

\[
\begin{align*}
Z_{\text{inst}, x} & \to \infty \\
Z_{\text{inst}, y} & = -\frac{2B'}{B''}(1 - \gamma)
\end{align*}
\]  

(5.10) (5.11)

where

\[
\gamma = \sqrt{\frac{1}{2} + \frac{B_0 B''}{2B'^2}}
\]  

(5.12)

Values for \( \gamma \) are generally very near to \( \sqrt{1/2} \) (for our trap \( \gamma \) ranges from 0.78 when trap is weakened to catch atoms from the MOT, to 0.7 when it is running at full current). It is interesting to compare the instabilities in our asymmetric trap to a symmetric IP trap when the traps are weakened to catch atoms from the MOT (this is when the instabilities are most problematic). While the instability in \( x \) for our asymmetric trap is extremely far from the atoms, the unstable point in \( y \) is just one centimeter from the center of the trap, about a factor of two closer than it would be for a symmetric trap characterized by the same magnetic field bias, curvature, and gradient (this effect is illustrated in Fig. 5.5). As a result, extra care has to be taken to assure that the large cloud of atoms captured from the MOT sits well within this closer unstable point.

To tighten the radial confinement of the trap, the large (760 gauss) bias field generated by the pinch coils is canceled down to about 1.5 gauss by a pair of additional “anti-bias” coils. By lowering \( B_0 \), radial confinement is increased (see Eqs. (5.6) and (5.7)). A small bias is left to suppress Majorana spin-flips. The bias cancellation must be done carefully. If the bias field is under-compensated, the radial confinement of the trap will be weakened. If it is over-compensated, the field will cross zero and Majorana flops will occur (Fig. C.1). And if the bias field is not stable,
Figure 5.5: Magnetic field profiles of symmetric and asymmetric Ioffe-Pritchard traps. Rows (A) and (B) compare the magnetic potentials of symmetric and asymmetric Ioffe-Pritchard traps. Both plots were calculated using the typical parameters \((B_0, B', \text{ and } B'')\) of our trap when configured for catching atoms out of the MOT. In (A), the expansion for a symmetric IP trap was used (see Eq. (5.1)), while (B) includes the radial asymmetry of our modified IP trap (see Eq. (5.4)). The unstable point for confinement in \(y\) (the point at which the equipotential lines in the \(yz\) plane are perpendicular to the \(z\) axis) are just out of the field of view in (A), but are readily apparent much closer to the origin in (B). The unstable point for confinement in \(x\) is, once again, just out of the field of view in (A). In (B), this unstable point has moved far away, and the \(xz\) plane shows no visible asymmetry. Row (C) shows the field profile after the trap has been stiffened by raising currents to their maximum values. After RF cooling in the stiffened potential, the size of the cloud near the BEC transition temperature is much smaller, and the atoms only sample the very center of the potential, depicted in row (D). Although (D) is simply a close-up view of (C), we see that for small clouds, the asymmetry of the pinch coils has very little effect on the shape of the confining potential. The field of view in rows (A), (B), and (C) is \(4 \times 4\) cm, and in row (D) is \(100 \times 700\) \(\mu\)m. In rows (A) and (B) the grey-scale runs from 90 gauss (black) to 300 gauss (white). In image (C) the scale runs from 0 to 1500 gauss, and in image (D) runs from 0 to 0.2 gauss.
the trap parameters will be modulated, resulting in heating. Since the two sets of coils cancel each other to a few parts in $10^3$, differential current ripple between the coils is magnified by this same factor. To prevent differential current noise, both the pinch coils and the bias-canceling coils are powered in series by the same power supply. To tune the bias, first the separation of the anti-bias coils was carefully set according to numerical predictions and measurements made during bench testing of the magnetic trap. The residual bias field was then measured, and fine adjustments were made by adding an additional large diameter three-loop coil to one side of the trap. We made the bias measurement in-situ using the atoms as our magnetometer. This was done by loading the magnetic trap with atoms, and then sweeping an RF magnetic field slowly down in frequency until all of the atoms had been expelled from the trap (see Section 5.6). By noting the RF frequency at which the trap was emptied, the magnetic field at the bottom of the trap was determined. Like the larger bias-reducing coil, the extra trimming coil was added in series with the curvature coils, allowing us to ramp current in the curvature coils to change the axial confinement without having to worry about disproportionate changes in the bias field.

5.4 Subtleties of Magnetic Trapping

Transfer from the MOT and adiabatic compression After the atoms are loaded into the magnetic trap, the cloud is compressed to increase the collision rate of the atoms by ramping the currents in the magnetic trap. Higher collision rates result in faster and more efficient RF evaporation (see Section 5.6). Ideally, when transferring atoms from the MOT to the magnetic trap, the magnetic trap is switched on with currents configured to generate the same potential felt by the atoms in the MOT. Otherwise, phase space density will be lost in the transfer, resulting in a loss in collision rate when the atoms are compressed. An equation describing the loss in collision rate resulting from a non-"mode matched" transfer is given in Appendix C.2.3.
In order to match the trapping parameters of the MOT, the magnetic trap must be much weaker and more symmetric than it is when running with full currents. To produce a weaker trap, the currents in the Ioffe bars and the pinch/anti-bias coils are reduced. The gradients can only be lowered to a certain point, however, since as they are lowered the unstable points move inwards (see Eqs. (5.3) and (5.11)). So to further weaken the radial confinement, an additional bias field is added using the trap's extra bias coils (see Fig. 5.3).

**Adiabatic decompression**  By the time the atoms have been cooled below the BEC transition temperature, the density of atoms in the magnetic trap has increased significantly — to much more than $10^{14}$ atoms/cm$^3$. At these high densities, trap loss and heating due to three-body collisions begin to limit the lifetime of the trapped atoms. Furthermore, the condensates formed in the compressed trap are very small, often making it difficult to image or manipulate the condensate accurately. These problems can be overcome by ramping down the magnetic currents to decompress the atoms.

Care must be taken to prevent excitations of the condensate during decompression. In our trap we found that decreasing the currents in the Ioffe bars and in the pinch coils independently caused the center of the magnetic trap to move. This is due to slight misalignments of the coils, giving each pair of coils a slightly different axis of symmetry, and to the small displacement of the trap minimum from the center of the coils due to the fact that the Ioffe-bar coils aren't infinitely long (and therefore produce a field gradient in the $z$ direction at the center of the coils). Similar misalignments in the cloverleaf trap of our old experiment were used to excite dipolar oscillations in our earliest studies of collective excitations [54]. In general, however, it is desirable to decompress the cloud without creating excitations. Trap displacement during decompression places an added restriction on the way in which the currents can be ramped down. In a perfectly symmetric trap, to achieve adiabatic decompression it is only necessary to limit the rate at which
the current is ramped down. But if trap displacement is a concern, the transition from a time independent trap to a trap which is slowly being weakened can also result in a transition from a trap which is not moving to, suddenly, one which is moving. So in addition to limits on the ramp rate, the \textit{derivative} of the ramp rate must also be small.

We found that best results were achieved if we ramped currents in both sets of coils at a similar rate. We also found that below a certain current, oscillations became much harder to avoid. At this point, rather than decreasing currents in the Ioffe bars and the pinch coils, we had better success decompressing the condensate through the addition of a bias field.

\textbf{Effects of gravity} In a stiff magnetic trap gravity plays only a minor part in determining the trap potential. But due to the narrow linewidth of the RF transition, gravity could have a major effect on RF evaporation (see Section 5.6). As a result of the small displacement of the trap center by gravity, trap equipotentials are no longer surfaces of constant magnetic field strength, and as a result, the surface over which the RF is resonant is not concentric with the atom cloud. This can result in atoms being evaporated only near the point where an equipotential surface is tangent to the surface of constant $|B|$ where the atoms are in resonance with the RF field, resulting in slow, inefficient evaporation. In our first attempts to achieve BEC in a cloverleaf trap, we suspected that this effect could be a limiting factor, and to prevent this problem, the trap was rotated such that the tight radial confinement (as opposed to the much weaker axial confinement) was opposing gravity. This same preventive measure has been taken with our new trap.

\textbf{Effects of current noise} Noise in the magnetic coil currents can translate into heat in the trapped atoms. The acceptable level of current ripple is discussed in Appendix C.3.1. Due to the large inductance of the coils, the susceptibility of the magnetic trap to high frequency noise and voltage ripple in the power supply is decreased. When selecting power supplies we found that there were
many commercially available power supplies with sufficiently low noise, and other than carefully selecting a good power supply, no additional measures had to be taken to stabilize the currents in the coils.

5.5 Design and Construction of the New Magnetic Trap

Our modified Ioffe-Pritchard trap was optimized using a numerical simulation of the fields generated by the coils. Several constraints had to be included in the optimization. Physical space constraints included the need for clearance for 1" MOT beams and clearance for high resolution imaging lenses. In addition, it had to be possible to adequately cool the coils with water pumped through them at a reasonable pressure. Furthermore, the coils had to generate the tightest confinement possible given the finite power provided by the power supplies. An additional constraint was that the \( z \) component of the gradient produced at the center of the Ioffe bars (as a result of the finite length of these coils) had to be small enough that differential noise in the curvature and gradient power supplies would modulate the center of the cloud by much less than the cloud diameter.

In the numerical simulation, the thickness of each wire was taken into account. But to simplify the calculations it was assumed that all of the current was concentrated in an infinitely thin channel running through the center of the wire. The calculations were further simplified by approximating the pinch coils and Ioffe-bar coils as having rectangular (rather than "race-track") windings. The optimized simulation resulted in the coils depicted in Fig. 5.3. The dimensions of the optimized coils are listed in Table 5.1, and the magnetic field parameters predicted by the calculation are listed in Table 5.2. Figure 5.6 shows the predicted magnetic potential for the current settings typically used when catching atoms from the MOT.

In addition to creating the magnetic trapping potential, the coils are also used to generate the spherical quadrupole field for the MOT. A spherical quadrupole field is created by adding the field
Table 5.1: Numerically optimized dimensions of the magnetic coils. The wire thickness denotes the length of each side of the square tubing (including the thickness of the insulation). The radial and axial windings indicates the number of layers of wire in each coil in the radial and axial directions.

<table>
<thead>
<tr>
<th></th>
<th>Ioffe-bars</th>
<th>pinch coils</th>
<th>anti-bias</th>
<th>extra bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>wire thickness</td>
<td>0.145</td>
<td>0.145</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>small inner diameter</td>
<td>1.25</td>
<td>1</td>
<td>6</td>
<td>7.2</td>
</tr>
<tr>
<td>large inner diameter</td>
<td>8</td>
<td>4.25</td>
<td>6</td>
<td>7.2</td>
</tr>
<tr>
<td>minimum separation</td>
<td>1.58</td>
<td>1.4</td>
<td>2.69</td>
<td>2.69</td>
</tr>
<tr>
<td>radial windings</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>axial windings</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

from the Ioffe-bars to the field produced by the pinch coils (wired up in anti-Helmholtz configuration). Numerical calculations showed that a current of 6.1 amps in the pinch coils and a current of 5.7 amps in the Ioffe-bars produced a very good spherical quadrupole field, with gradients of 5.1, 4.3, and -9.4 gauss/cm. The calculated MOT fields are shown in Fig. 5.7.

5.5.1 Selection of Materials and Construction

The “magnet wire” used to wind the coils was fiberglass insulated copper tubing. The use of hollow tubing allowed the coils to be cooled simply by running water through the bore of the magnet wire. The tubing used has a square cross-section. The square cross-section allowed for more efficient packing of the coil loops (without the air gaps produced by the round tubing used in our cloverleaf coils). In addition, the flat surfaces of the wire made it easier to wind the coil neatly. When selecting the gauge of wire to use, we considered multiple factors. In principle, it is possible to build the same trap with many different wire thicknesses. A trap with thinner wires will require more windings and will have more resistance, but will also require less current to produce the same magnetic fields as a trap with thicker wires. Both traps would in principle consume the same amount of power — one drawing less current but with a higher voltage drop.
Figure 5.6: Calculated magnetic fields in the modified IP trap. The magnitude of the magnetic field is plotted in the $xy$ (A), $xz$ (B) and $yz$ (C) planes. These plots were calculated using the typical currents employed when catching atoms from the MOT ($I_{\text{Gradient}} = 150$ A, $I_{\text{Curvature/Anti-Bias}} = 100$ A, and $I_{\text{Bias}} = 60$ A). These images, calculated with the full numerical simulation of the coils, are very similar to Fig. 5.5B which was calculated using the lowest order expansion of the magnetic potential given in Eq. 5.5. The field of view in each image is 4 cm by 4 cm, and the color scale runs from 0 gauss (black) to 300 gauss (white).
Table 5.2: Calculated figures of merit for the magnetic trap. All parameters listed in this table were computed assuming a current of 500 A in each coil (all field parameters for each coil scale linearly with current, with the exception of $\alpha$ and $\beta$ which are geometric factors and are independent of the current). Although the fields for the Ioffe-bars and the pinch coils were calculated assuming rectangular coils, the calculated voltage drop was done more accurately by taking into account the rounded ends of the coils. The voltage drop calculations also included an additional 4 meters of wire to account for the voltage drop across the leads. $B'_z$ is the gradient in the $z$ direction at the center of the Ioffe-bars, resulting in a displacement of the trap minimum by $z_0$ when all of the coils except the extra bias coils are run at 500 A.

<table>
<thead>
<tr>
<th></th>
<th>Ioffe-bars</th>
<th>pinch coils</th>
<th>anti-bias</th>
<th>extra bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>voltage drop (volts)</td>
<td>24.8</td>
<td>13.0</td>
<td>12.7</td>
<td>10.4</td>
</tr>
<tr>
<td>$B_0$ (gauss)</td>
<td></td>
<td>760.7</td>
<td>-760.2</td>
<td>481.2</td>
</tr>
<tr>
<td>$B'$ (gauss/cm)</td>
<td></td>
<td>413</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B''$ (gauss/cm$^2$)</td>
<td></td>
<td>279</td>
<td>-4</td>
<td>1</td>
</tr>
<tr>
<td>$\alpha$</td>
<td></td>
<td>-0.01</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\beta$</td>
<td></td>
<td>2.01</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$B'_z$ (gauss/cm) / $z_0$ (\mu m)</td>
<td>5.2 / 189</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.7: Calculated MOT fields. These plots of the calculated MOT field in the $xz$ (A) and $xy$ (B) planes illustrate that the field generated is, to a very good approximation, a spherical quadrupole field. The field of view in these plots is 2 x 2 cm.
Thinner wires are more flexible and easier to wind, and in addition, the leads of a trap with many windings of thin wire carry a smaller fraction of the trap's total “amp turns” than do the leads of a trap with fewer windings, each of which carrying more current. Thus the leads of a trap wound with thinner wire will produce lower stray fields. Using wire of too fine a gauge, however, can be problematic. A trap wound with very fine wire would require a voltage drop of hundreds of volts or more. Working with higher voltages increases the danger involved and requires more sophisticated means of dealing with voltage spikes generated during trap switch-off (see Appendix D). Also, winding many layers of very fine wire can be tedious; it can be difficult to give each winding of a coil with hundreds of turns the same care as one would give the windings of a ten turn coil. Nevertheless, magnetic traps for BEC experiments have been successfully made from a wide variety of wire gauges. We set a limitation on the wire thickness for our trap when we decided to use hollow “tubing” rather than solid magnet wire to facilitate water cooling of the coils. Other methods have been used to cool magnetic traps, but many of them rely on the conduction of heat through several layers of wire and insulation, allowing parts of the coil to be many times hotter than the cooling water.

We selected two types of magnet wire for the trap. Thinner wire, 1/8” inch thick, was used to wind the curvature and gradient coils. This was the thinnest wire which could be made with a center bore large enough to allow a reasonable water flow through the coils (the center bore of this wire is square, 0.06” on a side). Since the anti-bias and bias coils are further from the atoms and take up less important space on the experiment, we decided to use thicker 0.2” wire (with a circular center bore 0.1” in diameter) for these coils. This resulted in coils which are larger, but which consume less power. Both types of wire used were made of copper with a soft temper, making the wire easier to bend (the temper of the copper has almost no effect on its conductivity). When selecting wire, we tended towards wire with a larger center bore to increase the water conductivity through the coil at the expense of higher electrical resistance. This is advantageous because water
conductivity scales with a higher power of the cross-section (proportional to $A^2$ for laminar flow, and approaching $A^{5/4}$ as the flow becomes turbulent [91]) than does electrical conductivity (which scales linearly with $A$). So by stealing some of the cross-sectional area from the flow of electrons, and dedicating it to the flow of water, the cooling power increases more than the joule heating does. The result is a coil which burns off more power at a given current, but which is capable of safely burning off even more power, provided that your power supply is capable of delivering it.

The magnet wire is insulated with a thin but durable double-layer fiberglass insulation. Durability is very important, since the process of winding the coils submits the wire to a fair amount of abrasion (during construction of our cloverleaf trap, despite the extreme care taken, several coils had to be discarded due to shorts which developed while they were wound). Each coil was carefully wound around a form and then potted in epoxy. This produced coils which were stiff enough that they required no additional support.

5.5.2 Power Supplies and Switching

Of equal importance to the coils themselves are the power supplies and switching circuitry which drive the coils. In order to limit heating in the trap, the currents in the coils have to be stable to about one part in $10^3$ (see Section 5.4). In addition, the current must be able to switch on quickly to catch atoms from the MOT before they have a chance to expand and lose phase space density. Since the $\sim 1$ cm diameter cloud of atoms out of the MOT has a thermal velocity of about $30 \text{ cm/s}$ after polarization gradient cooling, a switch-on time for the magnetic trap of 2 ms implies that the cloud diameter expands by less than 10%. We must also be able to switch the magnetic trap off quickly (compared to the $\sim 500$ Hz radial trap frequency) to allow time-of-flight studies of the atoms. The current must also be able to be smoothly ramped to compress or decompress the atoms, or to be modulated to drive excitations. In addition, it must also be possible to tap the current in
several places and drive it backwards in one coil in order to produce a spherical quadrupole field for the MOT. A wiring diagram of the setup which we created to meet all of these requirements is contained in Appendix D.

The magnetic trap is powered by three high current power supplies, allowing us to run the trap with up to 500 amps of current. The specific power supplies chosen have a specified noise ripple of 60 mV (out of 30 V), sufficient to prevent significant heating of the atoms. They also have relatively fast recovery and a fast programming rate, allowing the trap current to be turned on or modulated quickly. The current produced by each of these power supplies is controlled by an analog voltage signal from the experiment's control computer. To facilitate fast switch-on and fast switch-off, each power supply is connected through an insulated gate bipolar transistor (IGBT). The gate of each IGBT is powered on or off by a control circuit based upon a TTL signal received from the control computer. Although the IGBT is capable of switching hundreds of amps in microseconds, they can easily be destroyed by the inductive voltage spikes produced when the magnetic trap is suddenly turned off. These voltage spikes are suppressed by varistors placed across the coil leads. We found, however, that even the short leads between the varistors and the IGBT were inductive enough to cause spikes lethal to the IGBT. So to further protect the IGBTs, a lower power varistor was also wired directly across each IGBT.

Four additional low-current supplies are used to generate the spherical quadrupole field for the MOT. In the cloverleaf trap used in our older experiment (Fig. C.2), the MOT field can be simply generated by powering up just one curvature coil on one side of the trap, and one anti-bias coil on the other side. In our new experiment, however, the symmetry axis of the MOT is rotated by 90° from the symmetry axis of the magnetic trap. To generate the required field, the pinch coils are powered up in anti-Helmholtz configuration (with the current in one coil running opposite to the sense of current used in the magnetic trap) along with the Ioffe-bar coils. The pinch coils, when wired this way, approximate a spherical quadrupole field with a symmetry axis aligned with the
magnetic trap's axis. The addition of a two-dimensional gradient field produced by the Ioffe bars serves to rotate the symmetry axis of the quadrupole by 90° (see Fig. 5.7). Using two separate power supplies for each set of coils allows us to move the center of the quadrupole field toward or away from a coil just by changing the current in each power supply individually, giving us the ability to align the MOT with the magnetic trap in two dimensions (adjustments in the third dimension are done by tweaking the current in the slower compensation coil).

The fields produced by the coils were mapped out during bench testing. At each point in space, the fields were measured to be within a few percent of the predicted values. This assured us that no shorts had developed while winding the coils. The switching characteristics of the trap were also tested, and we found that the coils could be switched on in about 3 milliseconds, and switched off in about 100 microseconds.

5.6 Evaporative Cooling

Once caught in the magnetic trap, the atoms can be very conveniently cooled by RF forced evaporation. RF evaporation works by ejecting the most energetic atoms by spin-flipping them into an untrapped internal state. The spin-flip is induced by an oscillating magnetic field generated by a pair of small “antenna” coils near the quartz cell. The spin-flip can be applied selectively to the energetic atoms due to the sensitivity of the spin-flip resonance to magnetic fields. RF evaporation is discussed more fully in Appendix C.3 and in reference [92].

RF cooling in the new apparatus In our new apparatus, the RF antenna coils consist of two square single loop coils tucked inside the Ioffe bars above and below the quartz cell. Single loop coils were used to lower the inductance of the antenna, allowing them to produce bigger magnetic fields at higher frequencies. Since the current in the antenna typically doesn't exceed 200 mil-
liamps, it is possible to make the RF antenna out of very thin wire (thereby minimizing the bulk of the coil and the resulting loss in optical access to the atoms). However, since the self-inductance of a loop of wire can depend greatly on the diameter of the wire used (diverging in the limit of infinitely thin wire), we did careful calculations to assure that this wasn’t a problem. Calculation of the self inductance of a loop is usually done by separating the inductance into two parts, one due to the flux through the loop which is external to the wire, and one due to the internal flux passing directly through the thickness of the wire. We found that for 0.25 mm diameter wire wound in a 1" diameter loop, the internal flux term was completely negligible. In typical use, the antenna produces an oscillating field of from 10 to 100 milligauss. The coils are driven with higher voltages at the beginning of evaporation due to the increased impedance of the coils at higher frequencies.

RF cooling is started by driving the antenna at 30 MHz with the output of a computer controlled function generator. As the atoms cool and settle lower in the magnetic potential, the frequency is swept down. During most of the sweep, the RF field is kept in resonance with atoms sitting at potential energies several times $k_B T$, resulting in efficient cooling. Bose condensation typically occurs in our experiment when the frequency has been swept down to about 1.2 MHz. By sweeping to lower frequencies, and observing at which frequency the last atoms are expelled from the trap, the magnetic bias field at the center of the trap can be inferred (see Section 5.3).
Chapter 6

Imaging

Optical probes have so far been the only means used to probe dilute gas Bose condensates. Due to the relatively small number of atoms in alkali gas Bose condensates (on the order of $10^7$ atoms in our experiments), the use of macroscopic ($\sim 10^{23}$ atoms) contact probes is not possible — rather than the probe coming into equilibrium with the condensate, the condensate would come into equilibrium with the probe! As a result, all of the data which has been collected on dilute gas condensates has been taken by optical means. A detailed account of the imaging methods used in our experiments is given in Appendix E. In this chapter a brief overview of standard imaging methods is given, additional experimental details are described, and the details of the application of these methods on the new apparatus are discussed. The extraction of physical parameters from an image of a condensate is discussed in depth in reference [47].

6.1 Absorptive Imaging Methods

Imaging methods can be divided into two classes depending on whether the probe light passing through the atoms is primarily scattered by large angle Rayleigh scattering, or whether the probe
light is primarily refracted dispersively. In the former case, imaging can be done by either catching and focusing the scattered photons (fluorescence imaging), or by imaging the shadow left in the probe light (absorption imaging). These two methods are depicted in Fig. 6.1. Both methods measure the same scattering events. But since absorption imaging can detect almost all of the “missing” photons, and fluorescence imaging only detects those which are scattered into the small solid angle subtended by the imaging lens, absorption imaging is typically a few hundred times more sensitive. A quantitative analysis of absorption imaging is contained in Appendix E.1.2.

6.1.1 Limits of Absorption Imaging

One problem with absorption and fluorescence imaging is their limited dynamic range — absorption can only be as high as 100 percent! This is a major limitation for optically dense clouds. Since the value we wish to measure is the integrated number density of atoms, which is proportional to the optical density of the clouds, we have to convert the measured absorption $A$ at each point in the image to an optical density $\tilde{D}$ with the formula: $\tilde{D} = -\ln|1 - A|$. If $A$ is near unity, small errors are magnified in the data reduction. For typical Bose condensates in our apparatus, the peak optical density is $\sim 300$ with a peak absorption of $A = 1 - 5 \cdot 10^{-13}$, resulting in images which are completely blacked out to within the noise floor of the image over the entire condensate. This effect is illustrated in Fig. 6.2.

6.1.2 Time-of-flight Imaging

The imaging of optically dense alkali condensates can be accomplished by allowing the atoms to freely expand, in the absence of a trapping potential, until the optical density of the atoms has dropped below unity. This “time-of-flight” method of imaging was used in the first detection of BEC in dilute gases [1] as well as in our first detection of a sodium Bose condensate [2]. In
Figure 6.1: Absorption (A) and fluorescence (B) imaging setup. Probe light from the left illuminates the atoms. Some of this light is scattered by the atoms over large angles. In absorptive imaging, the shadow created by the “missing photons” is imaged. In fluorescence imaging, some of the scattered photons are collected to form an image of the atoms.

Figure 6.2: Susceptibility to noise in blacked out absorption images. Frame (A) represents the optical density (OD) profile of a hypothetical cloud of atoms, plotted as a function of position. When taking an image, this, rather than the absorption, is the value which we wish to measure, since it is directly proportional to the integrated atomic density. Frame (B) is the absorption profile which this optically dense cloud would produce in an ideal imaging system. Notice that the absorption near the center of the cloud is nearly 100 percent. In frame (C), four percent noise has been added to the absorption profile of frame (B). In frame (D), the optical density of the cloud has been extracted from the noisy absorption profile. Notice that in the wings, where the cloud’s optical density is low, the profile is extracted very clearly despite the noise. In the center, where the OD is high, the extracted profile has been completely distorted.
addition to reducing the optical density, time-of-flight methods also increase the size of the atom cloud, making it easier to resolve the cloud with the imaging system. However, while it is possible to reconstruct a picture of the trapped condensate from a time-of-flight image, perturbations caused by a trap which doesn’t turn off instantaneously, and complications due to collisions between atoms during the early part of the expansion can limit the accuracy of a time-of-flight measurement. Another disadvantage of time-of-flight imaging is that it involves the destruction of the condensate.

6.2 Dispersive Imaging Methods

When faced with optically dense samples, one natural thing to do is to detune the light from resonance, thereby reducing the effective optical density of the cloud. When detuning from resonance, however, care has to be taken to assure that dispersive refraction of the detuned light by the atoms doesn’t bend light out of the imaging system. As discussed in Appendix E.1.2, wide angle dispersive scattering caused by optically dense clouds require that the detuning be either very small (resulting in blacked out absorption images) or very large (resulting in an off-resonant optical density which scales as the inverse of the resonant optical density). In the case of large detuning, the imaged cloud is transparent to the probe light and cannot be discerned on the camera.

Transparent objects do, however, distort the phase of the probe light. An image of a dense cloud can be made, then, by converting this phase modulation into an intensity modulation which can be detected by a CCD camera. This conversion is done by Fourier filtering of the image. Since the phase shift induced by the atoms causes the probe light to refract, the scattered and unscattered light is separated in the Fourier plane of the first lens of the imaging system (see Fig. 6.3). This makes it possible to operate on the scattered and unscattered photons separately in a way which will produce an intensity modulated image on the camera.

The simplest form of Fourier filtering is done by placing a small opaque spot in the center of the
Figure 6.3: Dark-ground (A) and phase-contrast (B) imaging setup. Off-resonance probe light from the left illuminates the atoms. Some of this light is scattered dispersively by the atoms. In the Fourier plane of the first imaging lens, the scattered and unscattered components of the probe light are spatially separated. In dark-ground imaging, unscattered light is blocked by an opaque object in the center of the Fourier plane. In phase-contrast imaging, the unscattered light is shifted by 90° by a phase plate placed in the Fourier plane.

Fourier plane of the first lens of the imaging system (see Fig. 6.3). This spot (actually a thin wire in our case) blocks the unscattered light, resulting in a dark-ground image at the camera which, to lowest order, has an intensity proportional to the square of the phase shift induced by the atoms (see Appendix E.1.2).

Our first attempts at dark-ground imaging produced excellent images of dense Bose condensates. We found, however, that the less dense thermal clouds were easily distorted by low levels of stray probe light reaching the camera. We quickly began work to implement a more advanced imaging method: phase-contrast imaging. In phase-contrast imaging, the zeroth order light in the Fourier plane (the unscattered light) is not blocked. Rather, it is shifted in phase by 90° by a phase plate (an optically flat piece of glass with a small, λ/4 thick bump in the center). This causes the unscattered light to act as a local oscillator, interfering with the scattered light and producing a “homodyned” signal. The result is an image in which the intensity at a point is, to lowest order, linearly proportional to the phase shift of the light. This linear signal, compared to the quadratic signal of dark-ground methods, allows clearer imaging of the dilute thermal wings of a trapped cloud, as shown in Fig. 6.4. A detailed analysis of dark-ground and phase-contrast imaging can be found in Appendix E.
Figure 6.4: Comparison of dark-ground and phase-contrast images of Bose condensates and thermal clouds. These two sets of images were taken of clouds of trapped atoms at various temperatures near the critical temperature for BEC (temperature decreases as you move to the right in both sets). These are typical dispersive images showing dense condensates as well as less dense "thermal" atoms. Set (A) was taken during our early work with dispersive imaging using dark-ground techniques, while image (B) was taken after implementing the more sensitive phase-contrast imaging technique. In both sets of images, the condensate is clearly visible. In set (A), however, the dilute thermal cloud is riddled with noise, while in image (B), the thermal cloud is cleanly imaged.
6.2.1 Non-destructive Imaging

As discussed in the above paragraphs, dispersive imaging methods overcome the limited dynamic range of absorptive methods when imaging optically dense condensates. But in addition to getting around problems with optical density, dispersive imaging has one added benefit: dispersive imaging makes it possible to image the condensate non-destructively. This is due partially to the fact that dispersively scattered photons, scattered at smaller angles than Rayleigh scattered photons, impart less momentum to the cloud. Moreover, dispersive scattering is a coherent process, and therefore induces coherent, rather than thermal, excitations in the atoms. If the probe light is on for much longer than the oscillation frequency of an atom in the trap, these coherent excitations cancel out, further lowering the momentum deposited into the atoms by the probe light. The reduced heating makes it possible for us to take tens of images of a Bose condensate without heating the condensate appreciably. The non-destructive nature of dispersive imaging is discussed further in Appendix E.1.4.

6.2.2 Rapid Sequences of Images

Using non-destructive dispersive imaging, we have been able to take “movies” of Bose condensates, observing the evolution of a condensate in real time. Before developing the ability to take rapid sequences of images, dynamics of dilute gas Bose condensates were studied exclusively by destructive methods in which a new condensate was created for each image taken. Our condensate “movies” have several advantages over these methods. First of all, data rates are improved considerably. Whereas before the determination of the frequency of a mode of oscillation in the condensate required on the order of an hour and the production of tens of individual condensates, we can now use a rapid sequences of images taken non-destructively and map out the oscillation frequency in just the time required to make and probe a single condensate (less than one minute
in our experiment). In addition, since a single condensate is used, shot to shot fluctuations are eliminated.

Rapid image sequences are taken using a fast CCD camera operating in kinetics mode. In kinetics mode, all but a small strip of pixels on the CCD chip are masked off, and the rest of the chip is used as an effective “high speed film” where images can be transferred and stored for later readout. Images are taken by illuminating the exposed pixels, and then rapidly transferring the charge acquired in those pixels, row by row, until the image has moved under the masked region of the CCD. Since no readout is involved, the images can be shifted along the chip very rapidly. After each picture this shifting occurs until the chip is full of images, at which point the entire chip is read out slowly to minimize read noise.

Since the CCD chip\(^1\) in our cameras is sealed in an evacuated vacuum encasing (to both limit heat conductivity and allow the chip to be cooled without the risk of water condensation) it is impossible to put a mask directly in front of the chip. The masking of the probe light is done instead with a razor blade in an intermediate image plane of the imaging system (see Fig. 6.6).

Using large chips, we have been able to take more than twenty pictures of a single condensate. The chips used in our cameras have a maximum shift rate of 3 µs per row. We found, however, that the images blurred if the chips are configured to shift faster than about 30 µs per row. Combined with the typical width of the images taken (50 pixels — giving a field of view of 140 µm at the maximum resolution of our imaging system) this results in a maximum image rate of just over 600 Hz. An example of a non-destructive rapid sequence of images is shown in Fig. 6.5.

---

\(^1\)EEV model CCD02-06
Figure 6.5: "Movie" of condensate formation. One application of non-destructive rapid-sequence imaging was the study of condensate formation. These studies were done by cooling a cloud of magnetically trapped atoms with RF evaporation until the cloud was just above the transition temperature for BEC. Then over 10 ms, the RF was quickly swept below the transition. After this shock cooling, we observed the relaxation of the cloud to equilibrium. In the image above, a sequence of pictures taken at 13 ms intervals shows the formation of a dense condensate out of the shock cooled thermal cloud (the black line indicates the point in time at which the shock cooling sweep was begun). In these experiments [48], we were able to detect Bosonic stimulation during condensate formation, illustrating one more "laser-like" property of Bose condensates. The length of the images is 630 μm.
6.3 Specifics of Our Imaging Layout

We have implemented two nearly identical imaging systems on the new apparatus, allowing us to image the atoms both from the side (along the symmetry axis of the magnetic trap) and from the top. The imaging systems on the new apparatus are made from off the shelf standard achromats. This has allowed us a great deal of flexibility (in fact, the details of the imaging systems have been altered many times in the past months). The layout of the horizontal imaging system is depicted in Fig. 6.6. The vertical imaging system is functionally identical, using identical lenses. Both imaging systems have an $f/#$ of about 4. The absolute resolution of both imaging systems was measured using standard mil-spec test patterns, and determined to be about 6 $\mu$m. The front lens of both imaging systems is mounted on a micrometer adjustable translation stage, allowing the imaging system to be carefully focused on the atoms. In addition, the first two lenses of the horizontal imaging system can be translated vertically with micrometer screws, allowing us to translate the axis of the imaging system in order to image atoms which have been allowed to fall under gravity.

Both imaging systems allow three magnifications settings: 8x, 2x, and 0.4x. In addition, pixels on the camera can be binned in groups of 1, 4, or 16 pixels. This gives us nine effective magnifications ranging from 0.1x to 8x. Low magnification allows us to characterize large clouds of atoms (such as atoms in the MOT or atoms which have been expanded in time-of-flight). The high magnification settings allow us to resolve fine features such as surface waves on a Bose condensate (see Section 9.3) or the interference fringes formed by overlapping condensates (Chapter 8).
Figure 6.6: Horizontal imaging system. The horizontal imaging system can be configured for three different magnifications. M=2 imaging is done with a pair of achromats. M=8 and M=0.4 imaging is done by re-imaging the focused image of the M=2 lenses. An additional field lens is added at the intermediate image plane in the M=0.4 configuration. In this position, the lens has little effect on the imaging system other than reducing vignetting. Space between the two first lenses gives us access to the Fourier plane of the first lens, allowing the implementation of phase-contrast imaging. In order to mask the probe light for kinetics mode imaging, a razor blade can be placed in the intermediate focus of the M=8 set-up. The focal length is indicated next to each lens.
Chapter 7

Optical Manipulation of Bose-Einstein Condensates

Although the magnetic trap is an essential part of our apparatus, magnetic traps do have many limitations. One problem is the limit that Maxwell’s equations place on the possible shapes of magnetic potentials. In particular, given the distance of the magnetic coils from the atoms, it is difficult to make small features in the trap. The large inductance of the magnetic trap’s coils also make it difficult to make changes to the potential on a time scale faster than a few kHz. To overcome these problems we turned to the use of optical dipole forces. By adding the potential generated by a focused off-resonance laser beam to the magnetic trapping potential, we are able to “sculpt” the trap and add small features to it.

Early on we began using green light from an argon laser (with a wavelength 50 million linewidths “blue” of the sodium resonance) to repel atoms. Our first successful attempt at Bose-Einstein condensation used such a beam to keep atoms away from the low-field “hole” in a quadrupole trap (see Section 5.2 and Appendix C.2.1). We later used a focused sheet of argon laser light to split a magnetic trap in two — resulting in the first matter-wave interference pattern and the first evidence
of long range coherence in a Bose condensate [58]. The sudden introduction of a similar light sheet into a condensate was used to generate localized "Greens-function" types of density perturbations for the study of sound pulse propagation in a condensate [60, 61].

Another limitation of magnetic traps is that they can only confine atoms in weak-field seeking states. This limits studies of any atomic properties which depend crucially on the hyperfine state of the atom, and makes studies of multi-component spinor condensates impossible. Also, since the magnitude and spatial variation of the magnetic field is determined by the trapping requirements, it is not possible to do experiments in which the magnetic field must be very low or very high, or in which the field must be homogeneous. To get around these and other limitations, members of our group pursued the goal of confining a condensate in a purely optical potential. Unlike earlier attempts to create a Bose condensate in an optical potential, in this work the Bose-Einstein condensate was first formed by evaporative cooling in a magnetic trap. And then, only after the condensate was formed was it transferred into an optical dipole trap [63]. This approach bypasses many barriers to optical cooling. And since the Bose condensed atoms are a thousand times cooler than atoms right out of a MOT, only a few milliwatts of laser power were needed to make the trapping potential (dipole traps for hotter atoms typically require many Watts of laser power [93, 94]). The success of this approach resulted in several striking experiments [95, 51, 96], and the ability to confine atoms in optical potentials continues to be one of the most valuable tools used on our original BEC apparatus.

In the new apparatus we have extended the application of optical dipole forces with the use of a rapidly scanning dipole beam, allowing us to create "arbitrary" time-averaged perturbations to magnetic traps (making possible the studies described in Chapter 9). Furthermore, scanning a laser at slower speeds made it possible to study the transition from dissipation free to dissipative flow (see Chapter 10).

In this chapter, a general description of optical dipole forces will first be given. Then the
implementation of rapidly scanned optical dipole forces in our experiment will be described, and
certain limitations which we encountered will be addressed. The way in which we bypassed some
of these limitations with the use of scanned optical "perturbations" to a magnetic trap will also be
mentioned, followed with several examples of possible future applications of scanned potentials.

7.1 Theory of Optical Dipole Trap Operation

A very general description of optical dipole potentials is given in this section. Further details on
the theory and operation of optical dipole traps can be found in [97, 47].

**The dipole potential** Optical dipole potentials are generated due to the Stark shift of the atoms
in the presence of a laser beam. The AC Stark shift for a two level atom is given by the expression:

\[
U(r) = -\frac{\hbar \omega_R^2(r)}{4} \left( \frac{1}{\omega_0 - \omega_L} + \frac{1}{\omega_0 + \omega_L} \right)
\]  

(7.1)

where \(\omega_0\) is the resonant frequency of the atom, \(\omega_L\) is the laser frequency, and \(\Delta = \omega_L - \omega_0\) is
the laser's detuning. The Rabi frequency \(\omega_R(r)\) depends on the local intensity of the laser, and is
defined by the relation

\[
\frac{2\omega_R^2(r)}{\Gamma^2} = \frac{I(r)}{I_{SAT}}
\]  

(7.2)

where \(\Gamma\) is the natural linewidth of the optical transition, and \(I_{SAT}\) is the saturation intensity:

\[
I_{SAT} = \frac{2\pi^2 \hbar \Gamma c}{3\lambda_0^3}
\]  

(7.3)

with \(\lambda_0\) being the wavelength of resonant light. For sodium, \(I_{SAT}\) is 6 mW/cm² (assuming an
oscillator strength of unity). In the rotating-wave approximation, Eq. (7.1) becomes:
Conveniently, this potential energy is simply proportional to the intensity of the laser light. The sign of the potential energy shift is the same as the detuning; blue detuned light creates a positive energy shift (thereby repelling the atoms), and red detuned light makes a negative shift in the energy (attracting the atoms). Therefore, the radially decreasing intensity of a red detuned Gaussian beam creates a potential which is lowest in the center of the beam (where the light is most intense), providing radial confinement of the atoms. By focusing the laser, the light intensity is made to vary axially as well as radially, and three dimensional confinement of the atoms is possible. The distribution of light in the focus of a Gaussian beam with total power $P$ is given by:

$$I(r, z) = \frac{2P}{\pi w_0^2 (1 + (z/z_R)^2)} \exp \left(-\frac{2r^2}{w_0^2 (1 + (z/z_R)^2)}\right)$$

(7.5)

where $w_0$ is the $1/e^2$ beam waist radius of the focus, $z_R$ is the Rayleigh range, and $r$ and $z$ are the displacement from the center of the focus along the radial and axial directions [98]. The potential generated by a red detuned laser with this intensity distribution is harmonic to lowest order, and is described by radial and axial trapping frequencies of:

$$\nu_r = \sqrt{\frac{3\Gamma P \lambda_0^3}{8\pi^5 |\Delta| Mcw_0^4}}$$

(7.6)

$$\nu_z = \nu_r \cdot \frac{w_0}{z_R \sqrt{\frac{1}{2}}}$$

(7.7)
Rayleigh heating  Besides generating a conservative potential $U(r)$, the laser light also induces heating via Rayleigh scattering. The rate of Rayleigh scattering is given by:

$$\gamma_R = \left(\frac{\omega_L}{\omega_0}\right)^3 \frac{\Gamma^3}{8} \left(\frac{1}{\omega_0 - \omega_L} + \frac{1}{\omega_0 + \omega_L}\right)^2 \frac{I}{I_{SAT}}$$

Neglecting counter-rotating terms ($|\Delta| \ll \omega_0$), the potential depth scales as $I/\Delta$ while the scattering rate scales as $I/\Delta^2$. As a result, heating through Rayleigh scattering can be decreased while keeping trap parameters constant by detuning the laser further from resonance and increasing the laser’s intensity.

7.2 Time Dependent “Arbitrary” Potentials

Using optical dipole forces, it is possible to generate a wide variety of trap geometries simply by shaping the mode of the laser beam. Work has been done to generate novel potentials for laser cooled atoms by such methods as the use of axiconical optics [99] and by steering the laser with moving mirrors. These efforts, however, have been aimed at generating very specific types of potentials with a specific laser field pattern. In our new apparatus we have extended these techniques with a scanning dipole beam which can generate “arbitrary” two-dimensional optical potentials which can be varied in time in an arbitrary way. This was accomplished by the use of two scanning acousto-optic modulators (AOMs) to deflect a laser beam in two dimensions, allowing the position and intensity of the scanned beam to be controlled by a set of computer programmable arbitrary function generators. By scanning the laser much faster than any of the natural oscillation frequencies of the atoms in the trap, the atoms can be made to see a time-averaged potential.
7.2.1 Implementation of Scanned Dipole Potentials

AOM beam deflector In order to make time-averaged potentials, the dipole beam must be scanned much faster than any of the resonances of the trapped atom cloud. Rapid \(xy\) scanning is achieved in our lab with the use of a pair of scanning acousto-optic modulator beam deflectors. The AOMs employed\(^1\) were engineered specifically for scanning beam applications using Nd:YAG lasers, and have a nearly constant efficiency for scattering into the first Bragg order over a deflection range of 28 mrad (Fig. 7.1).

The maximum scan speed of an AOM is limited by the speed of sound in the AOM crystal — when the drive frequency changes, it takes a finite amount of time for the altered acoustic wave to travel across the width of the laser beam. The effective speed of an AOM is, then, also limited by the diameter of the laser beam. And, given the finite range of deflections of the device \(\Delta \theta\), the diameter of the laser beam propagating through the AOM also determines the maximum number of resolvable spots across the AOM’s scan range:

\(^1\)Interaction model DTD-274HA6
\[ N_{\text{spots}} \sim \frac{\Delta \theta D}{\lambda} \]  

(7.8)

where \( D \) is the diameter and \( \lambda \) is the wavelength of the laser beam. As such, the scan speed of the AOM is specified as an “access time” per resolvable spot. Our AOMs are specified at 6.4 \( \mu \)s per spot, allowing a 4 x 4 point pattern to be scanned at about 40 kHz. The active size of the crystal is 4 x 4 mm, allowing patterns to be generated with a maximum resolution of 114 x 114 points at a specified scan rate of 1.4 kHz. In practice we found that we were able to scan the beam slightly faster than the specified rate.

The RF signals which power the AOMs are generated by a set of voltage controlled oscillators. The voltage input to these oscillators is produced by a pair of arbitrary function generators which are programmed by the experiment’s control computer, allowing us to scan the AOMs in arbitrary patterns. In addition to steering the beam, the AOMs are also used to modulate the power of the laser beam. This is done by controlling the amount of RF power fed into the AOM, thereby changing the efficiency of Bragg refraction into the deflected beam. The RF power in each AOM is controlled by a DC mixer placed before the amplifier for each RF signal. In typical operation, the control input to one of the mixers is manually controlled with a potentiometer, allowing us to set an overall maximum power in the deflected beam. The other mixer input is either set to a constant voltage with a potentiometer, or is controlled by an additional arbitrary function generator, allowing the laser beam intensity to be controlled by the computer.

**Scanning Nd:YAG beams** Attractive optical potentials are produced in our experiment using light from a Nd:YAG laser\(^2\) emitting at 1064 nm, with an output power of 470 mW. Due to the low transmission efficiency of the optics used in our setup, only about 30 mW can be delivered to the atoms. The laser is first passed through a single-mode, polarization preserving fiber to filter the

\(^2\)CrystaLaser model IRCL-400-1064S
Figure 7.2: Scanning dipole potentials. These in-situ absorption images show Bose condensates trapped in scanning dipole potentials created with light from a Nd:YAG laser. In (A), the dipole beam is held at a fixed position, creating a single axially-symmetric trap. In (B) and (C), the beam is made to hop quickly from point to point, generating a time averaged potential with two (B) and three (C) local minima. These types of trap geometries could be used for the interferometric experiments described in Section 8.2. Image (D) shows atoms trapped in a sheet potential (the visible width of the sheet is 120 μm, with a similar dimension into the page). Problems with heating and trap loss have so far prevented us from loading atoms into more complicated potentials (Section 7.2.2).

mode of the laser, and is then collimated, telescoped, and passed through the two AOMs. Since the diameter of the beam in the AOMs affects the maximum speed at which the beam can be scanned, in the experiments described in Chapter 9 it was adjusted to be about 1 mm, allowing a scan rate of 10 kHz. The deflected beam from the AOMs is telescoped up by a factor of 10, and then focused onto the atoms with a 145 mm focal length achromatic lens. The beam waist of the optical trap is set by changing the effective f/# of the final lens, either by adjusting the final telescope or aperturing the beam. Typical beam waists at the trap have a diameter of 10 to 20 μm. Figure 7.2 demonstrates some of the potentials which have been used to trap condensates with our scanning IR trap.

Special care has to be taken when aligning the optics for the optical dipole trap. The presence of a small amount of astigmatism in the focus, for example, can create a potential with two (weakened) minima, and can limit the minimum achievable beam waist. Furthermore, aligning the optical trap to overlap with the magnetic trap requires very fine control of the position of the focus. Fine alignment was done by imaging the focus of the IR beam onto our CCD camera with
the same imaging setup that is used to probe atoms in the condensate. To account for chromatic aberration, we first imaged a test pattern, illuminating it first with yellow and then with IR light, and noted the amount we had to adjust the focus of the imaging system, and the distance that the pattern was translated in the plane of the image when we switched between the two wavelengths of light. We then took an absorption image of a small condensate to find the location of the center of the magnetic trap. Finally, after adjusting the imaging system for IR light, we would image the focused IR beam, carefully tilting the final focusing lens and mirror to remove astigmatism and to align the focus over the center of the magnetic trap.

**Scanning argon ion beams** Repulsive optical potentials are produced using green light from an argon ion laser. This light is produced by splitting a \( \sim 500 \text{ mW} \) beam off of the argon laser beam used to pump our dye laser (see Section 4.4). Since the argon laser is configured for multi-line operation, before sending the light through the AOMs it is first sent through a prism, allowing us to single out the 514 nm line. This beam is then passed through the AOMs, telescoped up, and focused into the condensate. No fiber was necessary to spatially filter the green light, due to the quality of the mode from the argon laser. Since the experiment done with green light required that the beam propagate perpendicular to the condensate axis, it was necessary to send this beam along the same path as one of the MOT beams. This was done by mixing the two beams with a glass plate beam splitter just before the final 150 mm focal length lens.

Our AOM beam deflectors were designed to be used with IR light, and as a result, when working with green argon light, the power in the deflected beam is a strong function of the deflection angle (see Fig. 7.1). To overcome this problem, the Bragg diffraction efficiency for green light was measured as a function of deflection angle. Then, with these measurements, it was possible to compensate for the changing efficiency by adjusting the RF power sent to the AOMs as the beam was scanned, resulting in a roughly constant light level.
Alignment of the green optical dipole beam was done in a similar manner as the IR light alignment. First the imaging system was analyzed with a test pattern, illuminated first with yellow light and then with green light, to allow us to correct for chromatic aberration. Then a condensate was imaged absorptively to find the position of the trap center. Finally, the argon beam was viewed on the camera and steered into position.

### 7.2.2 Limitations of Scanned Potentials

**Scan speed / resolution limits** When trying to load atoms into complicated optical potentials, we encountered very large heating and trap loss rates. In one example, when scanning in one dimension to create a sheet trap (see Fig. 7.2D), the heating seemed to begin very suddenly when the scan width of the laser was increased to more than 3 or 4 beam diameters, possibly indicating that the “micro-motion” induced by the scanning beam was driving some resonance of the trapped cloud. It is very likely that these effects could be overcome by simply increasing the frequency at which the beam is scanned — in our experiments the beam was scanned at 10 to 50 kHz, compared to the 100 to 500 Hz oscillation frequency of the atoms in a typical single spot IR trap. Unfortunately we were unable to scan the beam faster to test this hypothesis.

It should be noted that, as stated above, the scan speed of an AOM can be increased by reducing the size of the laser beam passing through it, but only at the expense of reduced scan resolution (Eq. (7.8)). As a result, the required beam diameter in the AOMs is limited by the complexity of the pattern to be produced, and may not be scaled down to be arbitrarily small to increase the AOM scan speed.

**AOMs as phase gratings** It might be possible in future experiments to overcome AOM scan rate limitations by driving an AOM with more than one frequency at a time. For example, $N$ dipole traps could be made in a line by feeding a signal into an AOM which is the sum of $N$ different RF
frequencies. Since the resulting potential would be a static rather than a time-averaged potential, problems with AOM scan rates would be eliminated. Extending this method to two dimensions should also be possible. It should be simple to create potentials of the form $U(x, y) = U_x(x) \cdot U_y(y)$ resulting from one beam being split into many beams horizontally by the first AOM, and then each of these beams being split into many beams vertically by the second AOM. These types of potentials include the multiple-well point and sheet potentials useful for condensate interferometry and studies of two-dimensional Bose condensates. For more complicated 2-D patterns, such as ring-shaped potentials, the two perpendicular 1-D phase gratings must act coherently as one thick 2-D phase grating. This would require that the drive to both AOMs be phase locked and that the relative position and orientation of the two AOMs be stable to less than an optical wavelength.

7.2.3 Scanning Perturbations

Most of the complications discussed above can often be avoided simply by generating the desired potential with a combination of magnetic and optical fields. In the experiments discussed in Section 9.3, the potential of the scanning IR beam was used only as a small perturbation to the magnetic trapping potential. As such, the heating due to micro-motion was correspondingly small. Furthermore, since the magnetic trap provided all of the confinement, the optical field could be switched off after driving an excitation, allowing the atoms to freely oscillate with no optical field present to induce heating.

In the experiments described in Section 10.3, a scanning AOM was used to move a focused argon laser beam through the condensate at a relatively slow rate, presenting the atoms with a single beam potential which moved in time rather than a time-averaged potential. As a result, no heating due to micro-motion of the atoms in the scanned beam had to be taken into account in the analysis of the experiment. Once again, confinement of the atoms was provided by a conservative
magnetic potential.

7.3 Future Experiments

We have only begun to explore the possibilities of scanning optical perturbations to magnetic traps. The experiments described in Chapters 9 and 10 illustrate the ability of scanning dipole beams to excite several unexplored types of dynamics in a Bose condensate. In addition, if problems with purely optical "painted-potential" traps can be solved, these traps will be useful for a wide variety of new experiments. As discussed in Section 10.3, studies of persistent currents and vortices would benefit from a potential consisting of a ring trap, plus a second round trap in the center of the ring. The ring shaped trap would create a multiply-connected condensate in which persistent currents should be stable, and the additional trap in the center of the ring would facilitate the detection and measurement of the circulation in the ring (see Section 8.3). Using scanning beam optical potentials, it is also possible to create multiple-welled potentials (Fig. 7.2) which could be used to overcome mechanical stability issues in interferometric studies of Bose condensates (see Section 8.2). In addition, it may be possible to use scanning dipole traps to make a condensate interferometer in which the two halves of the condensate are widely separated. Unlike interference experiments which split a magnetically trapped condensate in two with a fixed light-sheet dipole potential [58], or which split the condensate into individual wells of a standing wave optical trap [100], a scanning beam dipole trap would be able to spatially separate the two halves of the condensate wavefunction by many cloud diameters.

Sheet potentials like the one shown in Fig. 7.2D would allow the study of condensates in potentials in which one dimension approximates a box potential. This would result in a condensate with number dependent collective excitation frequencies (due to the fact that the length of the condensate would be fixed, but the density, and therefore the speed of sound, would depend on
the number of atoms in the condensate). Furthermore, it has been suggested that if the sheet can be made thinner than the healing length of the atoms, an effectively two-dimensional condensate could be made (although BEC does not occur in two-dimensions in the thermodynamic limit, it can occur in inhomogeneous systems). As shown in Appendix F, however, this may be difficult to achieve.

The use of scanning dipole potentials gives experimenters a very precise way to sculpt and manipulate condensates. As mentioned, the use of scanned perturbations has already been demonstrated in two ground-breaking experiments in our lab. And in the future, scanned optical perturbations and optical painted potentials are sure to be used to make many more experiments possible. If the heating problems with painted potentials turn out to be difficult to overcome, several of the experiments described above could be performed by a combination of static magnetic and optical potentials with the addition of a small perturbative scanning optical dipole beam. Due to the fine level of control which scanning dipole forces provide, it is possible that new experiments and applications which take advantage of this technique will continue to be performed for many years to come.
Chapter 8

Interference of Bose Condensates

A Bose-Einstein condensate is described by a single coherent wavefunction with a single unique quantum phase across its entire volume. This simple fact gives rise to all of the non-classical behavior of Bose condensates, including superfluidity and superconductivity, Josephson oscillations, and quantized vortices. The detection of any of these phenomena is, then, indirect proof of a macroscopic quantum phase. In dilute gas Bose condensates, however, the existence of a macroscopic phase can be measured directly by interference. The first observation of interfering Bose condensates was achieved in our lab in the winter of 1996 [58]. We performed this experiment by creating two separate condensates in a double well potential (made by slicing a magnetic trap with a blue detuned laser light sheet). After the condensates were formed, the trap was suddenly turned off, allowing the condensates to expand into one another and interfere. The observed interference pattern demonstrated that dilute gas Bose condensates, like optical lasers, have long-range first order coherence.

In addition to serving as a probe of coherence properties, interference patterns can be used as a tool to study other features of the condensate. In this chapter, the basic concepts for two possible types of interference studies are discussed. The first idea presented is a way in which mechanical
stability limitations in interference experiments can be overcome by the use of multiple (more than two) condensates. This technique is discussed in the context of phase diffusion experiments, but applies as well to more general interference experiments. The second study considered is the use of interference to detect superfluidity and quantized vortices. This prospect was proposed independently in references [101] and [102]. I will discuss the application of this approach to a specific trap geometry which has certain advantages over the original geometry proposed in these references.

8.1 Condensate Interferometry

In our first interference experiments, the barrier between the two Bose condensates was higher than their chemical potentials. As a result, the two condensates were formed independently, and no consistent phase relationship between them was to be expected. The creation of multiple condensates with a definite phase relation could be accomplished, however, by splitting a single condensate into two or more pieces, ensuring that the phase of each piece is initially the same. After performing any number of operations on each of the pieces, the final phase relation between them could be probed by allowing them to expand and overlap, and then measuring the resulting interference pattern. Such an experiment would constitute a separated beam atom interferometer.

8.1.1 Phase Diffusion Measurements

One of the simplest interference experiment which could be performed with a condensate is to split the condensate in two, wait for a time, and then allow the two clouds to interfere. For short hold times, a fringe pattern with a reproducible phase would be expected. At longer times, however, the phase relation between the condensates would disappear. By probing condensates held for
different amounts of time, the loss of phase correlation between two condensates could be studied.

The relative phase between two condensates can change for several reasons. If the trapping conditions are different for the two condensates, a difference in their chemical potential could cause an oscillation in their differential phase. As long as the experimental conditions are reproducible, this phase oscillation should also be reproducible and should not interfere with measurements of incoherent mechanisms for phase diffusion.

Even if the experimental parameters are well controlled, however, there is still an unavoidable uncertainty in the splitting of the atoms between the two wells, since the splitting ratio of atoms constitutes an observable which is conjugate to the relative phase of the condensates, satisfying the uncertainty relation \( \Delta N \Delta \phi \geq 1 \). By establishing a well defined phase between the two condensates, by definition we are introducing uncertainty into the number of atoms in each condensate, resulting in an uncertainty in their relative chemical potentials. In the Thomas-Fermi approximation, a small difference in the number of atoms in each condensate \( \Delta N \) causes a difference in the chemical potentials of the two clouds given by \( \Delta \mu = \frac{2}{5} \mu \frac{\Delta N}{N} \), where \( \mu \) is the average chemical potential of the two condensates. This results in a rate of phase diffusion which is given by [103, 104, 105, 106]:

\[
\gamma_{\phi} = \frac{2\mu \Delta N}{5\hbar} \frac{1}{N} \tag{8.1}
\]

For a condensate split symmetrically in two, \( \Delta N \approx \sqrt{N} \) [107]. For typical parameters for our condensates (\( N \sim 10^7 \), \( \mu \sim 200 \) nK), this results in a loss of phase correlation at a rate of a few Hz.

Interactions with thermal atoms create an additional source of phase diffusion. In a process similar to the phase diffusion of an optical laser, the phase of the condensate changes slightly each time a thermal atom scatters incoherently into the condensate. Since coherent "Bose-stimulated"
scattering into the condensate occurs $N$ times more frequently than does incoherent scattering into the ground state, it is expected that the time scale for this process should scale inversely with the number of atoms in the condensate. Furthermore, since each small phase shift produced by an incoherently scattered atom adds up in a random way, the time scale should also scale with the square root of the collision rate between condensate and thermal atoms. This process is most pronounced for small condensates (where $N$ is small, and the thermal cloud completely penetrates the condensate). If a small condensate of 1000 atoms is created by evaporating just below $T_c$ under experimental conditions typical for our apparatus ($T_c$ being about 1 $\mu$K, and the elastic collision rate at the transition being about one per condensate atom per millisecond), the phase diffuses on a time scale of one second. At lower temperatures, where $N$ is larger and the collision rate is lower (due to the decrease in the number of thermal atoms and the fact that thermal atoms are repelled from the condensate), this phase diffusion process occurs over even longer time scales. In the case of a nearly pure Bose condensate, this process should not compete with the process described in Eq. (8.1).

In an experiment conducted in Boulder, measurements of the repeatability of the initial phase of two split condensates, as well as the oscillation of the relative phase of two condensates in time, were made by putting the condensate into a superposition of two different internal states with a $\pi/2$ pulse, allowing the two states to evolve for some time, and then causing them to interfere with a second $\pi/2$ pulse [108]. In a related experiment at Yale, a standing wave dipole trap was used to trap a multitude of condensates in a 1-D optical lattice, resulting in Josephson oscillations between the wells of the lattice. The Yale experiment detected the dephasing of the condensates by observing the time evolution of the Josephson oscillations [109]. Although this is a measurement of the reproducible dephasing due to the differing chemical potentials of each trapped condensate, the large number of condensates involved resulted in only partial revivals of the Josephson oscillations.

Our first interference experiments could not measure a reproducible phase because the relative
positions of the camera, the condensate, and the “cutting” laser beam were not mechanically stable to within the 10 μm scale of the interference fringes [110]. But, as discussed below, even if it is not possible to measure the phase of an interference pattern, it is still possible to measure phenomena such as phase diffusion by observing the qualitative features of an interference pattern of three, rather than two, condensates.

8.2 Interference Patterns from Multiple Point Sources

The interference of two identical, fully coherent condensates results in a pattern with only one free parameter which can be measured — the relative phase of the two condensates. The relative phase can be determined by measuring the distance from the center of the interference pattern to the first interference maximum. As mentioned above, due to shot to shot drift in the camera alignment and the trapping potential, early experiments were unable to accurately make this measurement. When more than two condensates are made to interfere, however, extra phases are introduced to the problem, resulting in additional observable parameters which can be measured without a precise knowledge of the camera-trap alignment.

The interference pattern generated by the sudden release of atoms from several ideal point sources, each with a given phase at the time of their release, can be simply calculated. After the atoms have been allowed to freely expand for a time \( t \), the phase that a given atom has acquired is correlated with the distance over which it traveled during the expansion. In other words, in order for the atom to have reached a certain place in a given time \( t \), it must have had a given kinetic energy, resulting in an accumulated phase of \( Et/\hbar \). So the wavefunction of a collection of coherent atoms freely expanding from a single point source at the origin is given by
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\[ \Psi = A(\mathbf{r}) e^{i(k \cdot r - \omega t + \phi_0)} = A(\mathbf{r}) e^{i(\frac{\beta_1}{\hbar} + \phi_0)} \]  
\[ = A(\mathbf{r}) e^{i\left(\frac{p_2^2}{2\hbar k} + \phi_0\right)} \]  
\[ = A(\mathbf{r}) e^{i\left(\frac{M}{2\hbar^2}(x^2 + y^2 + z^2) + i\phi_0\right)} \]

where \(A(\mathbf{r})\) is a function of position and time which describes the spatial distribution of the particles (resulting from their thermal kinetic energy distribution).

**Interference of collinear condensates**  The interference of \(N\) collinear point sources can be described by the sum of \(N\) wavefunctions of the form shown in Eq. (8.4). If the point sources are spaced along the \(x\) axis at regular intervals, each term in the sum is of the form

\[ \Psi_n = A_n(\mathbf{r}) e^{i\left(\frac{M}{2\hbar^2}(x-nD)^2 + y^2 + z^2\right) + i\phi_n} \]

where \(n\) is an integer (for an odd number of condensates) or a half integer (for an even number of condensates), and \(nD\) is the position of the \(n\)th point source on the \(x\) axis. For two condensates, the interference pattern is just \(|\Psi_{-1/2} + \Psi_{+1/2}|^2\). If we ignore the \(A_n\) terms, this yields the cosine pattern observed in our first interference experiment.

**Three condensate interference**  For three condensates positioned at \(x = -D, x = 0,\) and \(x = +D\), the probability amplitude of the interference pattern is given by:

\[ \Psi = \Psi_{-1} + \Psi_0 + \Psi_1 \]
To calculate the density of atoms at any point in the interference pattern, we simply evaluate $|\Psi|^2$. To simplify matters, I will assume that the atoms are probed after a long enough expansion time such that the three clouds are completely overlapping. This allows us to set $A_{-1}(r) = A_0(r) = A_{+1}(r) \equiv A$. The equation is further simplified if we define the phase of the center condensate to be zero. We can now express the shape of the interference pattern in the following form:

$$|\Psi|^2 = A \left[ 3 + C \cos (\kappa (x - x_0)) + 2\cos (2\kappa (x - x_0)) \right]$$  \hspace{1cm} (8.7)

where

$$C = 4 \cos \left( \frac{MD^2}{2\hbar t} + \phi_S \right)$$  \hspace{1cm} (8.8)

$$\kappa = \frac{MD}{\hbar t}$$  \hspace{1cm} (8.9)

$$x_0 = \phi_A \frac{\hbar t}{MD}$$  \hspace{1cm} (8.10)

and where

$$\phi_S = \frac{1}{2} (\phi_{+1} + \phi_{-1})$$  \hspace{1cm} (8.11)

$$\phi_A = \frac{1}{2} (\phi_{+1} - \phi_{-1})$$  \hspace{1cm} (8.12)

are the symmetric and antisymmetric variations of the phase of the $+1$ and $-1$ condensates with respect to the middle condensate.

The resulting interference pattern is simply the sum of two cosines, one with twice the spatial frequency of the other, plus a constant. The antisymmetric phase shift simply translates the whole pattern along the $x$ axis. This translation is difficult to measure, for the same reasons that the phase of a two condensate interference pattern is hard to measure. The symmetric phase shift leaves the
Figure 8.1: Calculated cross-section of a three condensate interference pattern. In these three plots, the density of atoms is shown as a function of position. (A) shows the interference of three condensates which all have the same phase. If the phase of the left and right condensates slip by equal amounts but in opposite directions, the interference pattern simply shifts in space (B). If the two outer condensates shift in phase in the same direction, a qualitative change occurs in the interference pattern (C).

center of symmetry of the pattern unchanged, but changes the amplitude of the lower frequency cosine. As a result, the symmetric phase shift makes a qualitative change in the appearance of the interference pattern, and can therefore be measured without any knowledge of the origin of the trap (see Fig. 8.1).
8.3 Interference of a Superfluid Ring or Vortex State

Since a Bose condensate is a pure quantum state, the flow velocity at any point in a condensate is simply characterized by the gradient of the quantum phase. This puts certain limits on the types of flow patterns which can be sustained by a condensate. In particular, a “phase flow” is characterized by quantized vorticity; because the phase cannot be multiple valued, the line integral of the phase gradient around any closed loop must be an integer times $2\pi$. In general, since the local fluid flow and the local phase gradient of the condensate are simply proportional to each other, interferometric measurements of the phase of the condensate can be used to measure the dynamics of a condensate.

The use of interference as a probe for vortices in Bose condensates was suggested independently in [101] and [102]. Both of these references suggest that a rotating condensate could be probed by interference with a stationary “reference” condensate sitting next to it. If a singly charged vortex is present in the rotating condensate, it would result in a bifurcation in the interference pattern. Prompted by these ideas, I have calculated what the interference pattern would look like in a different, possibly more useful geometry.

Since it may be possible in the near future to create arbitrary trap shapes (see Section 7.2), we have considered doing studies of vortices and persistent currents in a combination of a ring trap plus an additional round trap in the center of the ring. In this geometry, currents could be generated in one of the condensates, and the other condensate could be used as a “phase standard” for interferometric detection of the currents. This geometry has certain advantages over two side-by-side condensates. First of all, it allows us to explore the stability of vortices in simply-connected versus multiply-connected geometries. Theories have predicted that a vortex in a simply-connected inhomogeneous condensate will not be stable at zero temperature, since it can always lower its energy by moving towards the edge of the condensate. Numerical studies, however, have shown that the lifetime of such a vortex should be very long [111]. Furthermore, it has been shown that
finite temperature effects can stabilize vortices [112, 113]. Currents flowing around a ring shaped trap, however, can be thought of as having a vortex which is “pinned” by the potential barrier in the center of the trap, resulting in a stable supercurrent [112]. The stability of vortices could be studied in this trap geometry by comparing the interference patterns produced when currents are driven in the outer ring condensate and the central core condensate is used as the phase reference, to the reverse case in which the core atoms are stirred and the ring is used as the reference.

Another advantage of this proposed geometry is the proximity of the two condensates. The fringe spacing in an interference pattern is inversely proportional to the initial spacing between the interfering condensates (Eq. (8.9)). So by getting the rotating condensate closer to the reference condensate, larger fringe patterns, which can be more accurately imaged and measured, will be produced. In this proposed ring pattern, the ring and the core can be separated by as little as the beam waist of the scanning laser used to generate the trap. Two side-by-side round condensates, on the other hand, could only be this close at their nearest point, but with an average separation which is much larger.

The experiment proposed above would be performed as follows. First, a Bose condensate would be formed in a magnetic trap. The condensate would then be transferred into an optical trap, which would then be deformed and broken into a round trap surrounded by a ring shaped trap, pulling approximately half of the condensate into each. Then either the ring or core trap would be deformed slightly to break axial symmetry, and the deformation would be rotated to impart angular momentum to the trapped atoms. Finally, the deformation would be removed, the condensates allowed to evolve freely for a given time, and then the trap would be switched off suddenly, causing the two condensates to ballistically expand into each other. If no supercurrent is present, the resulting interference pattern will be an axially symmetric pattern of concentric rings. If the outer ring is rotating with one quanta of circulation, there will be a $2\pi$ phase shift around the ring. As a result, if we travel around one interference maxima, when we get to the other side we
expect it to join up with the next interference maxima, resulting in a spiral pattern moving out one de Broglie wavelength per turn. If the ring trap is given $N$ quanta of circulation, we would expect an interference pattern with $N$ arms spiraling out (see Fig. 8.2).

Calculation of the exact interference pattern is made simple if we assume that atoms in the ring trap only expand perpendicular to the surface of the ring. This is a good assumption if the thickness of the ring is several times smaller than the circumference of the ring, and if the mean field energy of the ring-shaped condensate is much larger than its kinetic energy. In this case, the interference pattern can be calculated independently for each polar angle $\theta$ using the equation for a three condensate interference pattern calculated above (see Eq. 8.7)). The entire pattern can then be written, in polar coordinates, as:

$$|\Psi(r, \theta)| = A [3 + C \cos (\kappa (r - r_0)) + 2\cos (2\kappa (r - r_0))]$$  \hspace{1cm} (8.13)

where

$$C = 4\cos \left( \frac{MD^2}{2\hbar t} + \phi_0 \right)$$  \hspace{1cm} (8.14)

$$\kappa = \frac{MR}{\hbar t}$$  \hspace{1cm} (8.15)

$$r_0 = -q\theta \frac{\hbar t}{MD}$$  \hspace{1cm} (8.16)

and where $\phi_0$ is the relative phase of the atoms in the ring at $\theta = 0$ with respect to the atoms in the spot at the center of the ring, and $q$ is the number of quanta of circulation in the rotating trap. The predicted interference pattern, given reasonable experimental parameters, is plotted in Fig. 8.2 for several values of $q$. 
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Figure 8.2: Interference of a point with a superfluid ring. Shown is the interference pattern which would result from the ballistic expansion of a point condensate surrounded by a ring condensate with (A) zero, (B) one, (C) two, (D) five, and (E) 25 quanta of angular momentum.
Chapter 9

Surface Waves

One exciting aspect of dilute gas condensates is the ability to verify experimentally many long standing theoretical studies of weakly interacting superfluids (originally developed to gain insight into the dynamics of superfluid helium). Although these theories were able to reproduce many of the characteristics of superfluidity, they are not strictly valid in liquid helium. They should, however, be valid in dilute gas Bose condensates.

Soon after alkali gas Bose condensates were finally realized, studies which compared the fundamental collective modes of oscillation to zero temperature mean-field theories were performed [54, 114]. These early collective excitation experiments, carried out by modulating the magnetic trap parameters at the theoretically predicted frequencies [115], showed good agreement with mean-field theory. These experiments, however, were limited by the geometry of the magnetic trap to exciting modes with cylindrical symmetry. The first experiment done in our new apparatus extended the techniques of these early studies with the use of the optical dipole potential of a scanning laser beam (Section 7.2), allowing modes with finite angular momentum to be excited. The use of scanning optical potentials allows for a broad range of excitations to be created with a great deal of mode selectivity (the modes which are excited are selected by both the modulation
frequency and the geometry of the optical dipole potential).

Using this new tool, we have been able to excite and study standing and rotating "surface wave" oscillation modes. Oscillations such as these could be useful for the study of the formation of vortices and vortex stability [111], and are a close counterpart to surface excitations in mesoscopic liquid Helium droplets [116, 117]. Also, as will be discussed, these types of oscillations might prove useful for very low temperature thermometry and studies of the transition from hydrodynamic to single particle excitations. In this chapter a brief theoretical description of the collective modes studied will be given, followed by a detailed description of the experiments which were performed and the results which we obtained.

9.1 Hydrodynamic Excitations at Zero Temperature

The behavior of dilute gas condensates at absolute zero temperature can be described exactly by the nonlinear Schrödinger equation (NLSE):

\[ \frac{i\hbar}{\hbar} \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2M} \nabla^2 \Psi + V_0 |\Psi|^2 \Psi + V_{ext} \Psi \]  

(9.1)

In this equation, the interaction between atoms is described by a mean-field term proportional to the particle density and to the constant \( V_0 = \frac{4\pi\hbar^2a}{M} \) (where \( a \) is the s-wave scattering length). Although the NLSE had been studied in great detail for many years (since long before the advent of dilute gas condensates), most of these studies were aimed at understanding the properties of superfluid helium, and as such they were mainly carried out in the thermodynamic limit. Since the realization of dilute gas condensates, these theories have been extended to describe gases in inhomogeneous potentials.
Static solutions to the NLSE  In the thermodynamic limit the static solution of the NLSE is trivial; the mean-field term simply assures that the condensate density is uniform throughout. In an inhomogeneous trapping potential, however, the mean-field repulsion is countered by the confining potential, resulting in an inhomogeneous particle density. In the trivial limit in which the mean-field energy is much smaller than the zero-point energy of the trap, the condensate wavefunction is approximated by the single particle harmonic oscillator ground state. In the opposite limit, in which the mean-field energy dominates the zero-point energy of the condensate (the Thomas-Fermi limit), the density of particles is simply distributed such that the local mean-field energy exactly cancels the local trapping potential, resulting in a density profile which mimics the inverted shape of the trap potential:

\[ \rho(r) = \rho_0 - \left( \frac{M}{4\pi\hbar^2a} \right) V_{\text{ext}}(r) \]  

(9.2)

For the condensates described in this chapter, the Thomas-Fermi approximation is valid everywhere except the very edges of the condensate, allowing a very simple and accurate prediction of the condensate density profile.

Dynamic solutions to the NLSE  By performing the Madelung transformation (in which the wavefunction is written as \( \Psi(r) = \sqrt{\rho(r)} e^{iS(r)} \), where \( \rho(r) \) is the local density of the condensate, and \( S(r) \) is related to the local flow velocity by the relation \( v(r) = \frac{\hbar}{M} \nabla S(r) \)), the NLSE can be mapped into a hydrodynamic equation in which the local density \( \rho \) and the local flow field velocity \( v \) appear explicitly in place of the wavefunction \( \Psi \). With the assumption that the kinetic energy pressure is negligible in comparison to the mean-field and trapping potential terms (in a manner similar to the Thomas-Fermi approximation in the static case), the hydrodynamic equation takes the form [118]:
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\[ M \frac{\partial}{\partial t} \mathbf{v} + \nabla \left( V_{\text{ext}} + \frac{4\pi \hbar^2 a}{M} \rho + \frac{M v^2}{2} \right) = 0 \]  

(9.3)

where \( a \) is the s-wave scattering length of the atoms. For the most part, the assumption used to obtain this equation is valid for typical condensates and excitations produced in our apparatus. The approximation breaks down, however, for \( r > R \) where \( R \) is the Thomas-Fermi radius of the cloud (the displacement from the center of the cloud at which Eq. (9.2) predicts zero local atom density), because near this point the mean-field energy becomes small. It also breaks down for modes in which the local density varies on a length scale smaller than the local healing length \( \xi = (8\pi \rho a)^{-1/2} \).

In reference [115], Eq. (9.3) is solved for an isotropic harmonic oscillator potential \( (V_{\text{ext}} = \frac{1}{2} M \omega_0^2 r^2) \). In this spherically symmetric case, the density oscillations have the form of a polynomial in \( r \) times a spherical harmonic in \( \theta \) and \( \phi \). As such, the oscillations can be described by the quantum numbers \( n, l, \) and \( m \), where \( n \) is the number of radial nodes in the oscillation, and \( l \) and \( m \) describe the angular momentum and the \( z \)-projection of the angular momentum of the oscillation mode. The frequencies of the modes are given by

\[ \omega(n, l) = \omega_0 \sqrt{2n^2 + 2nl + 3n + l} \]  

(9.4)

Hydrodynamics in cylindrically symmetric harmonic traps  The experiments described in this chapter were not done in a completely symmetric trap, but in a trap with axial symmetry \( (V_{\text{ext}} = \frac{1}{2} M \omega_r^2 r^2 + \frac{1}{2} M \omega_z^2 z^2) \), complicating somewhat the hydrodynamic equation. Each mode in an asymmetric harmonic potential can, however, be linked to a corresponding mode of the symmetric case, allowing the same terminology to be used. In the special case of \( n = 0 \) and \( m = \pm l \), the oscillation frequencies in an axially symmetric trap are [115]:
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\[ \omega_{(m=\pm l)} = \omega_r \sqrt{l} \]  

(9.5)

where \( \omega_r = 2\pi \nu_r \), \( \nu_r \) being the radial trapping frequency. In this case, the oscillating density perturbation has the form:

\[ \delta \rho \propto r^l Y_{l m}(\theta, \phi)e^{-i\omega t} \]  

(9.6)

### 9.2 High Angular Momentum Modes

The \( r^l \) dependence of the density perturbation in Eq. (9.6), combined with the knowledge that this solution breaks down near the Thomas-Fermi radius \( R = \sqrt{\frac{2\mu}{M\omega_r^2}} \), with \( \mu \) being the chemical potential of the condensate, implies that as \( l \) is made larger, \( \delta \rho \) becomes increasingly localized near the Thomas-Fermi radius. (In the full solution, without the above approximation, \( \delta \rho \) should quickly approach zero beyond the Thomas-Fermi radius, since the static density rapidly approaches zero beyond this point.) These \( n = 0, m = \pm l \) excitations, then, constitute surface waves, the study of which could reveal many interesting properties of the condensate. Surface waves could, for example, facilitate precise measurements of interactions between condensate and non-condensate atoms (even at very low temperatures, at which very few non-condensate atoms remain). This is due to the fact that the non-condensate atoms feel a stronger mean-field repulsion from the condensate than do atoms which are part of the condensate, resulting in a combined magnetic trap plus mean-field potential with a minimum near the Thomas-Fermi radius. For temperatures below the condensate’s chemical potential, this combined potential localizes the non-condensate atoms to a thin shell around the surface of the condensate, causing them to interact strongly with surface waves.

Another interesting aspect of surface waves is that for modes with sufficient angular momen-
tum, the surface oscillation will be localized to a shell thinner than the local healing length. As such, surface waves could facilitate the study of the transition from hydrodynamic to single-particle excitations. For single-particle excitations, the dispersion relation should be similar to that of an ideal, interaction free Bose gas ($\omega_{IC} = \omega_r \cdot (2n + 1)$) rather than the relations given in Eqs. (9.4) and (9.5). By studying collective modes for which $n = 0$, the transition from collective modes (for which the frequency scales as $\sqrt{l}$) to free particle excitations (for with the frequency scales as $l$) can be studied. This transition is expected to occur for $l \geq 2^{1/3}(R/a_{HO})^{4/3}$ where $a_{HO} = \sqrt{\hbar/M\omega_r}$ is the characteristic radial size of the harmonic trapping potential [118]. For the condensates used in the experiments described in this chapter, this transition should occur at $l \gtrsim 26$. In these experiments we were only able to excite modes with $l$ as high as four, due to the size of the beam waist of our optical dipole beam as compared to the size of the condensate. Exploration of the crossover to single particle excitations might be possible in our apparatus, but will require expanding the condensate to be several times larger, and focusing the dipole beam more tightly.

9.3 Experimental Realization of Surface Waves

The use of optical dipole forces has allowed us to excite $l = 2$ and $l = 4$ collective excitations modes. Each of these experiments was done by first creating a condensate of about 25 million atoms in a magnetic trap characterized by radial and axial trapping frequencies of $\nu_r = 90.1 \pm 0.5$ Hz and $\nu_z = 18$ Hz, and then superimposing a time-averaged optical dipole potential on top of the magnetic trapping potential. By modulating the intensity of the optical potential, or by rotating the optical potential about the trap axis, we have been able to create and study standing and rotating surface waves. In each of these experiments, the optical potential was generated with the focused beam of a Nd:YAG laser (emitting at 1064 nm).
9.3.1 $l = 2$ "Quadrupole" Modes

**Standing waves** To generate a standing $l = 2$ surface wave, an optical dipole potential was generated with a focused laser beam propagating parallel to the symmetry axis of the condensate. The laser was focused to a beam waist diameter of 12 $\mu$m (compared to the $\sim 50 \mu$m Thomas-Fermi diameter of the condensate in the radial direction). The Rayleigh range of the focused beam was 1 mm (several times larger than the 220 $\mu$m axial length of the condensate); as a result, the laser mainly generated radial perturbations to the magnetic trap. The laser focus was rapidly scanned in space between two positions, jumping from one side of the condensate to the other at a frequency of 10 kHz (about 100 times higher than the radial trapping frequency). This was done using the AOM beam deflectors described in Chapter 7. The scanning laser focus created a time-averaged potential consisting of two dimples on either side of the trap, each at a distance of 20 $\mu$m from the trap center (see Fig. 9.1).

To excite a standing $l = 2$ surface wave, the laser power was modulated sinusoidally between 0 and 80 $\mu$W (creating dimples in the potential which had a maximum depth of $\sim 20\%$ of the condensate’s 200 nK chemical potential). This modulation was done at a frequency of 130 Hz (near the frequency predicted by Eq. (9.5) for the $l = 2$ modes), exciting a superposition of the $l = 2, m = 2$ and the $l = 2, m = -2$ modes. After five cycles the laser beam was turned off, and the condensate was left to oscillate in the magnetic trap for a variable amount of time. The atoms were then probed in time-of-flight (see Fig. 9.2). By measuring the aspect ratio of the expanding clouds as a function of the free oscillation time in the magnetic trap, the frequency of this excitation was determined to be $130.5 \pm 2.5$ Hz = $1.45\nu_r$, very close to the value of $\sqrt{2}\nu_r$ predicted by hydrodynamic theory. The damping time of this excitation was measured to be about 600 ms.
Figure 9.1: Optical perturbations to the magnetic trap. Modes with angular momentum of $l = 2$ and $l = 4$ were driven by adding a time-averaged optical perturbation, generated with a scanning focused laser beam, to a magnetic trap. With this technique, perturbations with “arbitrary” geometries could be made. To excite the $l = 2$ mode, the dipole beam was switched rapidly from one side of the condensate to the other (A), generating a time averaged optical potential consisting of two dips on either side of the condensate, as shown in figure (B). Excitations were driven by modulating the intensity of these dips or by rotating the dips around the trap axis.

Figure 9.2: Time-of-flight images of a freely oscillating $l = 2, |m| = 2$ mode. The images shown were taken of condensates which were driven and then allowed to freely oscillate for 3.5, 5.25, 7, 8.75, and 10.5 ms (left to right). After this free oscillation time the magnetic trap was turned off, and the clouds were allowed to expand ballistically for 20 ms before being imaged. Each frame is 720 $\mu$m wide.
Figure 9.3: Rotating $l = 2$, $m = 2$ surface wave. (A) is a series of time-of-flight images taken after exciting a rotating surface wave, allowing the condensate to oscillate freely for a variable amount of time, and then letting the cloud expand ballistically for 20 ms. The free oscillation time of each condensate was (from left to right) 0, 1.9, 3.8, 5.7, 7.6, and 9.5 ms. In (B) a rotating surface wave was observed in-situ by taking multiple images of a single oscillating condensate using non-destructive phase contrast imaging (see Chapter 6). The images were taken after the optical driving potential was turned off at a rate of one frame every 2 ms. Each image is $720 \mu m$ wide in (A) and $140 \mu m$ wide in (B).

**Rotating waves** A pure $l = 2$, $m = 2$ rotating excitation was driven by rotating the two-point optical dipole perturbation described above (at constant laser intensity) around the perimeter of the condensate. The rotation was done at half the measured quadrupole frequency, resulting in the rotating surface waves shown in Fig. 9.3.

### 9.3.2 $l = 4$ “Octopole” Standing Waves

A higher angular momentum $l = 4$, $|m| = 4$ standing wave was also observed in our experiment. This mode was driven with an intensity-modulated optical dipole perturbation similar to the one used to generate the $l = 2$ standing wave discussed above. In this case the laser was scanned in two dimensions, creating an optical potential consisting of four dimples at the corners of a square (40 $\mu m$ on a side). After creating the condensate in the magnetic trap, the optical potential was ramped on as before. Then the depth of the optical potential was modulated at the frequency predicted by
Eq. (9.5) for the $l = 4, |m| = 4$ modes. After a few cycles, the optical potential was switched off, and the condensate was left to ring freely in the magnetic trap for a variable amount of time. Time-of-flight images were then taken (see Fig. 9.4), revealing an oscillating velocity distribution with the same symmetry as the driving potential.

The time-of-flight images were analyzed by extracting the Fourier components of the mean radius $r_0(\theta)$ of each image. To make our analysis more sensitive to surface effects and less sensitive to noise, each image was analyzed using only the data which fell between the contours of 30 and 60 percent transmission of the probe light (see Fig. 9.5). The dominant Fourier components in this analysis were found to be the $l = 4$ sine and cosine components. The evolution of the $l = 4$ cosine component in time is plotted in Fig. 9.6. From a fit to an exponentially decaying sine wave, the frequency of this mode was determined to be $177 \pm 5 \text{ Hz} = 1.96\nu_r$, very close to the $2\nu_r$ prediction from hydrodynamic theory, and the damping time was determined to be $9.5 \pm 2.2 \text{ ms}$. It is interesting to note that this mode damped much more quickly than the $l = 2$ mode, although both modes should be stable in the limit of zero temperature. This is probably an indication of the extreme sensitivity of surface waves to interactions with the thermal cloud mentioned earlier in this chapter.
Figure 9.5: Analysis of data for the $l = 4$, $|m| = 4$ excitation. The time-of-flight images of the standing $l = 4$ mode were analyzed by extracting the Fourier components of the expanded cloud’s mean radius. In order to emphasize the contribution from the surface of the condensate, and to reduce sensitivity to noise present in the center of the cloud (where the optical density was high — see Section 6.1.1), only data falling between the contours of 30% and 60% transmission of the probe light was considered in the analysis.

Figure 9.6: Time evolution of the $l = 4$ cosine term of the angular Fourier spectra.
9.4 Conclusion

The types of oscillations studied in these experiments could be used in further experiments to explore several interesting aspects of condensate dynamics. As mentioned in Section 9.2 above, the localization of a high angular momentum surface wave to a thin shell would make it possible to study the transition from hydrodynamic to single-particle excitations. Using optical dipole forces, it is difficult to drive excitations with a wavelength smaller than the beam waist of the laser — limiting us to \( l = 4 \) excitations in the above experiments. In order to excite higher \( l \) oscillations the laser must be focused to a smaller spot, and the cloud must be decompressed further to increase the wavelength of high \( l \) surface waves.

A factor of two in the laser’s beam waist could be achieved without changing the \( f/# \) of our optics simply by using a shorter wavelength blue-detuned laser, like the one used in the studies described in Chapter 10. An additional factor of 12 could be gained if the dipole beam were focused with unity \( f/# \) optics. Further expansion of the cloud has so far been difficult due to the tendency of decompression to create dipole excitations in the condensate. This is a technical limitation, however, which we hope to soon overcome. In addition to increasing the wavelength of high \( l \) excitations, expanding the atom cloud also results in condensates which have a lower maximum density. As a consequence, \( R/a_{HO} \) is smaller, allowing the transition to single particle excitations to be explored at lower \( l \).

Rotating surface waves also have an interesting connection to studies of vortex formation. While it is tempting to equate the observed \( l = 2, m = 2 \) oscillation in Fig. 9.3 to experiments with liquid helium in a rotating vessel, this mode is best pictured as two out-of-phase radial oscillations rather than by a static state in a rotating frame. In a manner similar to the way in which linear momentum is carried by a wave on a wire that is vibrating transversely to the wave’s propagation, the angular momentum contained in these oscillations is carried by the wave rather than by
individual particles, with the condensate atoms oscillating radially with no circulation.

The strongest evidence that what we observed was a collective excitation, rather than a rigid body rotation enabled by the formation of vortices, is that the rotating wave could only be excited with drive frequencies near the frequency predicted for the $l = 2$, $m = 2$ surface wave. The creation of vortices, on the other hand, should begin at rotation frequencies which are much lower. In the case of an ideal, non-interacting gas, the condition analogous to a single charged vortex is the state in which each particle in the condensate has one quanta of orbital angular momentum. This state is created by rotating the system at exactly the radial trap frequency $\nu_r$. The presence of interactions reduces the critical rotation frequency for vortex formation such that it is far from the surface wave resonance. In [113], the Thomas-Fermi approximation is used to derive the minimum rotation frequency for vortex formation in a condensate held in an axially symmetric harmonic trap:

$$\nu_c = \nu_r \left( \frac{\nu_z}{\nu_r} \right)^{1/3} \left( \frac{\bar{a}_{HO}}{R_r} \right)^2 \ln \left[ \frac{0.67R_r}{\xi} \right]$$ (9.7)

In this equation, $\bar{a}_{HO} = \sqrt{\frac{\hbar}{2\pi M \langle \nu_z \nu_z^2 \rangle}}$ is the harmonic oscillator length associated with the mean trapping frequency, $\xi$ is the healing length, and $R_r$ is the Thomas-Fermi radius of the condensate in the radial direction. For the condensates used in this study, $a_{ho} = 2.9 \, \mu$m, $R_r = 25 \, \mu$m, and $\xi = 0.28 \, \mu$m, resulting in a critical velocity for vortex formation of $0.08\nu_r$, about 9 times lower than the drive frequency used to create rotating surface waves. If the oscillations we observed were to be attributed to vortex formation, a small increase in the drive frequency should merely result in the creation of a few more vortices, with very little change in the observed dynamics. However, when we varied the rotation frequency up or down by 10%, no observable excitation occurred. This sharp resonance does not rule out the formation of vortices. It does, however, indicate that majority of the dynamics observed were due to a collective excitation mode, and that vortices, if present, accounted for an immeasurable contribution to the density oscillation.
There are, however, certain links between vorticity and \( m = \pm l \) excitations. For example, the frequency of these types of excitations are affected by the presence of vortices, and it may be possible to detect vortices by observing a difference between the frequencies of the \( m = +l \) and \( m = -l \) modes [119, 118] in a manner similar to the way in which quantized vortices were first measured in liquid helium (see Section 10.2).
Chapter 10

Dissipation, Critical Velocities, and Vortices

Perhaps the most striking aspect of superfluid liquid helium is the existence of a critical velocity, below which fluid flow is completely dissipationless. While dissipationless flow was one of the first things which caught the attention of early liquid helium experimenters (the word “superfluid” was, in fact, coined specifically to describe the “abnormally low viscosity” of liquid helium below the \(\lambda\)-point [13]), superfluids are more than just “ideal friction free” fluids. Phenomena such as second sound, Josephson oscillations, and quantized excitations cannot be explained simply by eliminating the viscosity term of the Navier-Stokes equation. In fact, the existence of a critical velocity, below which flow is dissipationless, is at least as interesting as the dissipationless flow itself.

In this chapter, an experiment which resulted in evidence for the existence of a critical velocity in a sodium vapor Bose condensate is discussed. This experiment was done by stirring the condensate using the repulsive force of a focused blue-detuned laser beam, and observing the temperature rise in the condensate as a function of the velocity of the stirring beam. Before giving the experimental details, a short discussion of Landau’s prediction of a critical velocity in liquid helium, and the relationship between critical velocities and vortices will be given, and two unsuccessful meth-
ods to directly measure vorticity and supercurrents will be mentioned. The experiment described in Section 10.4 was begun while I was in the process of writing my thesis, and as such, several of the more recent developments will not be discussed here. The results of this experiment will be published soon [120], and I refer the reader to this reference for more details.

10.1 Critical Velocities in Landau’s Model of Damping

The origin of a critical velocity in superfluid helium has been the subject of many experimental and theoretical studies. The concept of a critical velocity was introduced by Landau in 1941 [121, 122]. In Landau’s theory of damping, an object moving through a superfluid generates quasiparticle excitations in the fluid (phonons and rotons), resulting in dissipation. Phonons and rotons with a given momentum $\hbar k$ have a specific energy $\epsilon(k)$, given by the phonon and roton dispersion relations. As a result, conservation of energy and momentum puts a limit on what types of excitations can be generated by an object moving through a superfluid:

\[
\frac{1}{2}Mv^2 = \frac{1}{2}Mv'^2 + \epsilon(k) \tag{10.1}
\]

\[
Mv = Mv' + \hbar k \tag{10.2}
\]

where $\epsilon(k)$ is the energy of the emitted quasiparticle, $k$ is the quasiparticles wave-vector, and $M$ is the mass of the moving object. These two equations can be combined into a single relation which must be satisfied in order for quasiparticles to be created:

\[
\hbar v \cdot k = \epsilon_k + \frac{\hbar^2 k^2}{2M} \tag{10.3}
\]
This equation is satisfied for the lowest possible velocity when \( v \) and \( k \) are in the same direction. If we assume that the object’s mass is large (such that a single quasiparticle removes only a small fraction of the object’s momentum), this results in a critical velocity for dissipation \( v_c = \min \left( \frac{\epsilon(k)}{\hbar} \right) \).

If an object moves through the superfluid at a velocity below \( v_c \), it cannot excite quasiparticles and the fluid will flow around it without dissipation (see Chapter 7 of [6] for an introductory level discussion of the critical velocity for Landau damping). Above the critical velocity, it becomes possible to remove momentum and energy from the fluid in the correct proportions to allow the creation of quasiparticles, thus allowing dissipation to occur.

Landau’s prediction was proven to be correct when a critical velocity was experimentally measured in helium. Early measurements of the critical velocity, however, were much lower than the one predicted by Landau [123]. It seemed from these measurements that there must be another important mechanism for damping which can occur at lower flow velocities.

### 10.2 Relationship Between Critical Velocities and Vorticity

As pointed out by Feynman in 1955, vortices in a flowing classical fluid with low viscosity are unstable, resulting in the onset of turbulence and the conversion of kinetic energy into heat. Similar behavior, he points out, may occur in superfluid liquid helium [124]. The theory of superfluid vortices and their relation to dissipation in fluid flow has a long history. In 1949, Lars Onsager suggested that, since the mass flow of a pure quantum state is simply proportional to the gradient of the local quantum phase, and since the quantum phase is single valued, the hydrodynamic circulation \( (\oint v \cdot dl) \) must be quantized (see Chapter 2, Section 3 of reference [125]). In the case of a cylindrically symmetric flow pattern, quantization of circulation forces the velocity field of the flowing superfluid component to be \( v_s = \frac{qh}{Mr} \hat{\theta} \), where \( M \) is the particle mass, \( r \) is the displacement from the axis of the flow, and \( q \) is an integer. Note that for any value of \( q \) other than zero (the
static case), this flow pattern has a finite vorticity \((\nabla \times \mathbf{v}_s)\), violating the assumptions of Tisza's two-fluid model of liquid helium (which explicitly assumed that the vorticity of the superfluid component is \textit{everywhere} zero). As a result, it was predicted that the superfluid component of a liquid in a cylindrically symmetric geometry should remain stationary, regardless of the rotation of the container.

Experiments by Osborne in 1950 challenged the assumption of zero vorticity [126]. In these experiments, a cylinder of liquid helium was rotated about its axis, and the shape of the meniscus of the helium surface was measured. In a classical rotating fluid, the shape of the meniscus can be easily calculated by balancing the potential energy due to gravity with the centrifugal potential. According to the two fluid model, however, only the normal component should participate in the flow. So the height difference between the center and the edge of the container should be reduced by the fraction of normal fluid density to the total fluid density. The experimental results, however, were in close agreement with \textit{classical} predictions — the superfluid fraction seemed to be undergoing classical rigid-body rotation! This experiment gave an early indication of the existence of vorticity in the superfluid component, and as a result, theoretical models had to be altered to include a critical velocity above which vorticity was allowed [17].

In the early fifties, after the report of Osborne's experimental results, there were several theoretical conjectures as to the nature of superfluid vorticity. In 1955 Feynman suggested a model in which the vorticity was concentrated in vortex filaments of atomic dimensions [124] (reviewed in [127] and [125]). It was already known that quantized circulation could be sustained, while satisfying the curl free conditions of the two fluid model, in multiply-connected geometries. Feynman proposed that the superfluid could be somehow expelled from the vortex core, punching a hole in the superfluid component and thereby generating a multiply-connected fluid. In this paper he went on to state the possibility that the critical velocity for superfluid flow was determined by the onset of these vortices, and showed that a good estimate for the critical velocity of superfluid
helium could be made based on this assumption. He also proposed several mechanisms which could convert the energy absorbed by the creation of a vortex into heat, including collisions between vortices and quasiparticles, interactions of the vortices with the walls of the helium dewar, and the repeated subdivision of vortices into smaller vortices (resulting, finally, in a multitude of rotons—the microscopic analog to vortices).

Another mechanism by which vortices can lead to heating in dilute gas condensates can be inferred from the work of Pitaevskii. In a paper written in 1961, Pitaevskii considers the properties of vortices in a weakly interacting gas described by the nonlinear Schrödinger equation [128]. In this paper it is shown that once a vortex is created, vibrations of the vortex line constitute a new branch of elementary excitations. Furthermore, he shows that it is energetically favorable for high wavenumber excitations of this type to decay into multiple lower wavenumber excitations. This behavior could lead to an additional damping mechanism which is mediated by the creation of vortices.

The first detection of quantized vortices was done by measuring the vibration frequencies of a wire strung along the axis of a rotating cylinder of liquid helium [129, 130]. By measuring the splitting of the degeneracy between right- and left-handed circularly polarized vibrations on the string, the presence of quantized vortices were clearly demonstrated. Soon after the detection of quantized vortices, studies of ion drift through liquid helium explored many of the properties of superfluid vortices [131, 132]. These studies measured critical velocities for dissipation which were orders of magnitude lower than the velocity predicted by Landau’s theory, demonstrating that under normal circumstances, the critical velocity for dissipation in He II is set by the conditions for vortex generation, and not by the phonon/roton spectrum. Landau’s critical velocity was eventually measured in ion drift experiments [133, 134], but not without going to great lengths to avoid the generation of vortices. For further discussion of the link between vortex formation and the existence of a critical velocity, I refer the reader to Chapter 2 of reference [17] and the references
10.3 Direct Search for Persistent Currents and Vortices

Bose condensates in dilute vapors have long been expected to exhibit superfluidity in a manner similar to liquid helium. Although an ideal gas exhibits no hydrodynamic behavior (quantum or otherwise), numerous theoretical and numerical studies have been performed which suggest that the mean-field term in the nonlinear Schrödinger equation is sufficient for the existence of a critical velocity [135], and the existence of stable [112, 113] or metastable [111] vortices in trapped dilute Bose gases. Experimental studies which can detect superfluidity or quantized vortices, however, have taken longer to realize. Several experiments have been suggested or tried, but the experimental observation of vortices and persistent currents has turned out to be somewhat difficult — partially due to the difficulty in detecting supercurrents and vortices once they are produced.

In an early study by our group, a beam from an argon ion laser, focused through the center of a harmonic magnetic trap, was used to generate a toroidal trapping geometry. The condensate was then spun up by displacing the center of the magnetic trap with respect to the focused laser beam in a circular pattern \( \mathbf{r}_0 = x_0 \cos(\omega t) + y_0 \sin(\omega t) \). After the cloud was driven, and then allowed to oscillate freely for some time, the condensate was then imaged in time-of-flight. It was hoped that, if a supercurrent was present, the center of the time-of-flight image would be depleted (see [118] and the references therein). The results of this experiment were inconclusive. No depleted core was detected, and it was unclear whether the core, if present, would have a high enough contrast to be detected above the background noise in the image.

In our new apparatus, we had hoped to create and detect persistent currents with a more complicated toroidal trapping geometry, generated with a scanning optical dipole beam (see Section 7.2). The flexibility of the scanning potential would allow us to “cut” the torus. By rotating the
location of this cut, the condensate could be pushed along the ring to generate a current. Probing of
the condensate would also be facilitated by the scanning dipole potential. By generating a second
trap minimum in the center of the ring, a second “test” condensate could be held. After driving
the ring condensate, both traps would be turned off, allowing the two condensates to expand into
one another and interfere. The resulting interference pattern would give a definite indication of
supercurrents in the ring (see Section 8.3). Although this approach has the potential to overcome
the uncertainties of our earlier attempt, the work has been thwarted for the time being by heating
problems in the scanning dipole trap as discussed in Section 7.2.2.

10.4 Evidence of a Critical Velocity in a Dilute Bose Gas

Evidence for the existence of a critical velocity in dilute gas condensates was recently observed in
our lab. This was done by observing the heat generated when a focused laser beam was “dragged”
through the center of the condensate. To perform this experiment, a Bose condensate was first
created in a magnetic trap and then decompressed adiabatically until the condensate had expanded
to a length of 150 \( \mu \text{m} \) and a radial width of 45 \( \mu \text{m} \). The expansion process was not completely
adiabatic, and as a result the cloud was heated, reducing the condensate fraction to about 60% of
the total number of trapped atoms. The expanded cloud had radial and axial trapping frequencies
of 65 and 18 Hz, respectively, and a peak density of \( 1.5 \cdot 10^{14} \) atoms per \( \text{cm}^3 \).

After the condensate was formed and expanded an argon laser beam (514 nm), traveling per-
pendicular to the symmetry axis of the condensate and focused on the center of the atoms, was
adiabatically turned on. The position of this beam could be controlled using the scanning beam
deflector described in Section 7.2. The beam had a \( 2w_0 \) Gaussian beam waist diameter of 13 \( \mu \text{m} \)
and a total power of 0.4 mW, resulting in an optical potential height of 700 nK (compared to the
110 nK chemical potential of the condensate). The focused beam repelled atoms, creating a cylin-
drical hole in the cloud of trapped atoms (see Fig. 10.1). The argon beam was then rastered back and forth along the axis of the condensate at a constant velocity by applying a triangle waveform to the beam deflector. After stirring the condensate for 900 ms the laser was turned off, and the condensate was allowed to equilibrate for 100 ms. The magnetic trap was then turned off, and the condensate was absorptively probed after a 35 ms time-of-flight. The temperature of the expanding atoms was evaluated by comparing the number of atoms in the rapidly expanding cloud of non-condensate atoms to the number of atoms remaining in the slowly expanding condensate remnant.

The experiment was repeated at many different raster velocities by scanning the laser over a different distance (from 0 to 60 μm) at a constant frequency. To assure that the measured heating was not due to resonant collective excitations of the condensate, the experiment was done at three different scan frequencies: 56 Hz, 83 Hz, and 167 Hz (resulting in linear scans which lasted 9, 6, or 3 ms, respectively, before the beam changed direction). The results of this experiment, shown in Fig. 10.2, are striking. It was found that if the condensate was stirred below a given velocity, the amount of heating was lower than the noise floor of our measurements. Above this velocity, the heating increased steadily from zero with increasing stirring velocity. The fact that the data taken at different scan rates all have the same dependence on velocity indicates that the onset of dissipation is not determined by discrete resonances of the trapping potential, but by the bulk properties of the condensate. This measurement is the first evidence of the existence of a critical velocity for dissipative flow in dilute gas Bose condensates.

Several “control” experiments were run by applying the same “stirring” process to clouds of atoms above the critical temperature for Bose-Einstein condensation. These experiments were performed at two different temperatures, 530 and 800 nK (the lower of the two being ~ 20 nK above the transition temperature). The experiments were performed with scan velocities up to 14 mm/s with no measurable heating. The low heating rate in thermal clouds above $T_c$ is due to
Figure 10.1: Stirring the condensate with a focused laser beam. To measure the critical velocity for dissipation, light from an argon laser was focused through the condensate, punching a hole in the density distribution (A). The beam was then scanned back and forth, forcing the condensate to flow away from its path, generating flow patterns such as the ones shown in (B).

Figure 10.2: Evidence of a critical velocity for dissipation. The temperature of magnetically trapped clouds, after being stirred for 900 ms with a focused argon ion laser beam, is plotted vs. the velocity of the stirring beam. At a velocity of about 1.6 mm/s there is a sudden change in the character of the heating, going from a state in which the heating is undetectable within the noise, to a state where the heating increases with velocity. The data taken with a 9 ms raster has the least amount of scatter, but the critical point is evident in the other data sets as well.
the small overlap of the large thermal cloud with the small area over which the stirring laser is scanned. An ideal gas model was then used to calculate the heating of the dilute atoms in the thermal cloud due to collisions with a moving object, allowing the upper bound on the heating rate for clouds measured above $T_c$ to be scaled to predict the heating due to the non-condensate atoms below $T_c$. The result was an upper bound on the heating due to the non-condensate atoms which could account for, at most, 15% of the observed temperature rise in the stirred condensates. This is evidence that the observed heating was due to the dynamic flow of the condensate, and not simply due to heat imparted to non-condensate atoms.

The measured critical velocity is consistent with zero-temperature theoretical studies. Numerical studies in [135] predicted the critical velocity for dissipation in the case of a homogeneous, weakly interacting fluid. In this study, the flow around a disk moving through an otherwise stationary fluid was considered. As pointed out in this reference, dissipation begins when any part of the fluid exceeds the velocity of sound. At this point, since superfluids cannot support a shock wave, a wake of vortices are emitted. The circulation of these vortices forms a "bridge" between parts of the fluid with relative speeds in excess of the sound velocity. It is also pointed out in [135] that the flow of an incompressible fluid around a disk has a maximum velocity (with respect to the rest frame) at the points where the disk's cross-section is widest. At these points, the fluid flows at twice the velocity at which the disk is dragged through the fluid. As a result, one would expect that the critical velocity at which the disk would cause dissipation would be at 1/2 the speed of sound. A value for the critical velocity of a disk dragged through a weakly interacting compressible fluid was derived by finding the velocity above which a steady state solution to the NLSE does not exist, resulting in a critical velocity of:

$$v_c = \sqrt{\frac{2}{11}} c_s$$

(10.4)
where $c_s$ is the speed of Bogoliubov sound in the unperturbed fluid. This relation was then verified with numerical simulations.

Although derived for a homogeneous gas in the thermodynamic limit, Eq. (10.4) is in reasonably good agreement with the results of our experiment. The speed of sound in the center of the condensate, measured from a time-of-flight expansion, was found to be $c_0 = 6.2$ mm/s. With this speed of sound, Eq. (10.4) predicts a critical velocity of 2.6 mm/s, just 63% more than our measured value of 1.6 mm/s. There are several reasons why we might expect that the critical velocity would be slightly lower in our experiment, including the finite size of the condensate and the inhomogeneous condensate density distribution.

It is interesting to note that, in the numerical study referred to above, dissipation above the critical velocity was seen to take the form of vortex formation, the energy of the vortices eventually being "radiated" into phonons. The fact that we see a critical velocity which agrees with these simulations, in combination with the association of vortices with dissipation in liquid helium, and the known mechanism for vortex mediated dissipation in dilute gases, as discussed in Section 10.2, raises the question as to whether the critical velocity measured in this experiment is an indication of vortex nucleation. To further pursue this possibility, the effects of the finite size and inhomogeneous density of the condensate on the critical velocity must be carefully examined. There are some indications that, even in inhomogeneous fluids, vortex formation is governed completely by the local sound velocity, in which case Eq. (10.4) tells the whole story (this point of view is supported by the numerical results in [111], in which it was found that the size of a vortex core depends primarily on the local density with only a weak dependence on the geometry of the condensate). On the other hand, one can relate the critical velocity to the critical angular rotation for vortex formation discussed in [113, 136], resulting in a critical velocity which depends on the size of the condensate as well as the peak speed of sound. It is possible that the correct picture will only be revealed by a generalization to the inhomogeneous case of studies such as the one described in [135].
Appendix A

Vacuum Conduction Analysis

The use of a quartz cell in our experiment makes it impossible to install a vacuum gauge in the vicinity of the trapped atoms. We have to infer the pressure in the trapping region from the ion gauge near the pump between slower coils and the ion gauges in the pumping chamber at the far end of the experiment. A full analysis of vacuum pumping and conduction was performed to understand how the vacuum pressures in each part of the experiment relate to one another. In this analysis, the pressure at five points of interest were considered (see Fig. A.1): the oven chamber, the slower ion pump, the UHV pumping chamber, the tee between the slower coils, and the center of the quartz cell. Of these five points, the first three represent the places at which ion gauges are present, allowing us to directly measure the vacuum pressure. The fourth point is important because it is a junction between three parts of the vacuum system. The last point, the center of the quartz cell, is important since this is where the atoms are magnetically trapped.

In order to do this analysis, I made the assumption that the oven chamber was the source of all gases in the system. This assumption simplifies matters a great deal; it would be impossible to consider the out-gassing of each piece of the vacuum assembly correctly and independently. This assumption is known to be approximately correct due to the fact that the pressure measured at the
pump between slower coils is a factor of three to four higher when the gate valve between the oven and the slower is open as compared to the reading when the gate valve is closed.

With this assumption it is easy to put together a system of coupled equations which can be solved for the vacuum pressure at each important point in the experiment. These coupled equations can be simply written down by considering the mass flow in and out of each part of the chamber; in equilibrium the total rate of gas flow into any part of the chamber minus the flow out must be equal to zero. Using the variables defined in Fig. A.1, we arrive at the following set of coupled equations:

\[
Q_o P_o = (P_T - P_o) C_{s1} + R_{source} P_o \tag{A.1}
\]

\[
0 = (P_o - P_T) C_{s1} + (P_{Pump} - P_T) C_T + (P_{Trap} - P_T) C_{s2} \tag{A.2}
\]

\[
Q_T P_{Pump} = (P_T - P_{Pump}) C_T \tag{A.3}
\]

\[
0 = (P_T - P_{Trap}) C_{s2} + (P_{UHV} - P_{Trap}) C_{UHV} \tag{A.4}
\]

The known quantities in this analysis are the pumping rates \( Q_o \) and \( Q_T \), the pressures \( P_{Pump} \),
Table A.1: The known parameters in the vacuum evaluation. Pumping rates are taken from the specifications given by the pump’s manufacturer, conductances are calculated from the known geometry of the vacuum chamber, and pressures represent typical pressures measured by ion gauges at three points in the vacuum. Only an upper limit on $P_{UHV}$ can be given, since the pressure in the UHV chamber is lower than the x-ray limit of the ion gauge. The conductance $C_{s1}$ is mainly determined by the conductance of the differential pumping tube (see Fig. 3.3), and is only weakly determined by the bore of the large slower coil. The effective value of $C_{s1}$ can be reduced by a small amount by cooling the differential pumping tube between the oven and the slower with liquid nitrogen, causing some gases to “stick” to its inner surface rather than bounce through.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_o$</td>
<td>60 l/s</td>
</tr>
<tr>
<td>$Q_T$</td>
<td>60 l/s</td>
</tr>
<tr>
<td>$P_{Pump}$</td>
<td>$2 \cdot 10^{-10}$ Torr</td>
</tr>
<tr>
<td>$P_o$</td>
<td>$6 \cdot 10^{-8}$ Torr</td>
</tr>
<tr>
<td>$P_{UHV}$</td>
<td>$&lt; 5 \cdot 10^{-12}$ Torr</td>
</tr>
<tr>
<td>$C_{s1}$</td>
<td>0.14 l/s</td>
</tr>
<tr>
<td>$C_{s2}$</td>
<td>2.2 l/s</td>
</tr>
<tr>
<td>$C_T$</td>
<td>46 l/s</td>
</tr>
<tr>
<td>$C_{UHV}$</td>
<td>14 l/s</td>
</tr>
</tbody>
</table>

$P_o$, and $P_{UHV}$, and the conductance of each part of the chamber, $C_{s1}$, $C_{s2}$, $C_T$, and $C_{UHV}$. The conductance and pump rates, as well as typical values for the known pressures are summarized in Table A.1. The unknowns are the pressures at the tee and in the center of the glass cell, $P_T$ and $P_{Trap}$, and the rate at which residual gases enter the oven chamber $R_{source}$.

From the last two equations of the set, we can find the pressure in the center of the glass cell as a function of known parameters:

$$P_{Trap} = \frac{1}{C_{s2} + C_{UHV}} \left( \frac{Q_T + C_T}{C_T} C_{s2} P_{Pump} + P_{UHV} C_{UHV} \right)$$  \hspace{1cm} (A.5)

Since we don’t know $P_{UHV}$ precisely, due to the limit of our ion gauge, a worse-case estimate is obtained by assuming that $P_{UHV}$ is at the upper possible limit of $5 \cdot 10^{-12}$ Torr. In this case, even with the lowest pressure measurements which we have made for $P_{Pump}$, the $P_{Pump}$ term in A.5 is
still more than an order of magnitude higher than the $P_{UHV}$ term. As a result, for the rest of this analysis I will simplify matters by assuming that $P_{UHV} = 0$. This gives a simplified relation for the pressure in the trap:

$$P_{Trap} = \frac{Q_T + C_T}{C_{s2} + C_{UHV}} \frac{C_{s2}}{C_T} P_{pump}$$  \hspace{1cm} (A.6)

Plugging in the values in Table A.1, we find that the pressure in the trap is about three times lower than the pressure measured in the slower ion pump. It is still useful, however, to find the trap vacuum in terms of just the pressure in the oven. This gives us an idea of how low the oven pressure must be in order to run the experiment, and allows us to test the consistency of this analysis. Using the last three equations of the set, we find that:

$$P_{Trap} = \frac{C_{s1}C_{s2}(Q_T + C_T)}{(Q_T (C_{s1} + C_{s2} + C_T) + C_T (C_{s1} + C_{s2})) (C_{s2} + C_{UHV}) - C_{s2}^2 (Q_T + C_T)} P_o$$  \hspace{1cm} (A.7)

By putting in the known conductances and the known pump rate, we find that the pressure in the trap is about 1500 times lower than the pressure in the oven. Given the values in Table A.1, it is obvious that many of the terms in A.7 can safely be neglected, giving us a simpler equation to remember:

$$P_{Trap} \approx \frac{C_{s1}C_{s2}}{C_{s2} + C_{UHV}} \frac{Q_T + C_T}{Q_T C_T} P_o$$  \hspace{1cm} (A.8)

Using Eqs. (A.6) and (A.7) and the measured pressure in the oven and in the slower ion pump, we get two estimates of the pressure in the trap. Both estimates indicate that the pressure in the cell is a few times $10^{-11}$ Torr.
Appendix B

Recirculating Ovens

Only a small fraction of the sodium leaving the oven travels into the small solid angle defined by the bore of the slower. The rest of the sodium ends up trapped in the oven vacuum chamber or in the slower. In the past the oven has been typically loaded with 10 grams of sodium, allowing us to operate the experiment for only about 120 hours, after which the sodium must be renewed. Reloading sodium is a process which takes several hours. Furthermore, after a sodium change the experiment must often be shut down for one or two days while the oven is baked to restore acceptable vacuum levels. This is compounded by the fact that the sodium in our oven has been known to run out at inopportune times, often abruptly ending an experimental run. And since very little of the sodium actually ends up in the thermal beam used to load the trap, the bulk of the sodium sticks to the walls of the oven vacuum chamber, where it can clog the collimation hole in the cold plate and act as a vacuum contaminant. For these reasons we explored the possibility of using a recirculating oven which would recapture most of the uncollimated sodium and return it to the oven for reuse.

Several designs were tried, including two "candlestick" designs based on the oven described in [74], and one much simpler design similar to the oven described in [137]. All of these designs use
the surface tension of sodium in a porous material to "wick" the uncollimated sodium back into the oven. In the simplest design the oven is connected to the experiment through a narrow tube lined with several layers of stainless steel mesh. Heat conducted from the oven generates a temperature gradient along the length of the tube. Atoms which leave the oven at large angles will strike the porous material lining the tube and will be wicked back into the oven. This design suffers from the fact that the wick is directly connected to the hot oven. As a result, liquid sodium present in the tube near the oven is heated to a temperature comparable to the oven's temperature, causing it to source a vapor pressure comparable to the vapor pressure in the oven. This effect limits the flux of atoms which can be generated with this type of oven. As the temperature of the oven is increased, the vapor pressure in the collimation tube increases as well, presenting a collisional barrier for atoms leaving the oven. After a point, increasing the oven temperature does not increase the flux from the oven. It simply causes the effective source of the atoms to move down the tube to a cooler point where the mean free path is longer. After a few short experimental tests and calculations, it was determined that this type of oven could not produce the flux which we desired, and this design was abandoned in favor of the candlestick design.

The design of our final candlestick oven is shown in Fig. B.1. In this design, sodium is wicked up a "candlestick" from a pool of sodium at the bottom of the oven by a piece of porous material running through the center of the candlestick. At the top of the candlestick is a small chamber which is heated to \(\sim 300^\circ\) C to produce a dense sodium vapor. Sodium atoms stream out from a small hole in this chamber. Atoms going in the correct direction continue through a somewhat larger hole in the side of the oven and form a collimated atomic beam. Atoms which miss the hole in the side of the oven strike a lining of porous material and are wicked back to the pool of sodium at the bottom of the oven. In the candlestick design, the lining of porous material can be kept at a temperature just above the melting point of sodium, such that the vapor pressure in the oven is relatively low.
Figure B.1: Candlestick recirculating oven. The entire conflat cross which contains the oven is heated just above the melting point of sodium, producing a pool of liquid sodium at the bottom of the cross. Sodium from this pool is wicked up the candlestick by the capillary action of a tightly rolled piece of steel mesh. In the small heated chamber at the top of the candlestick a thick vapor is formed. Atoms escape from this chamber through a small hole. Atoms leaving the candlestick at very shallow angles pass through the collimation hole and form an atomic beam. Atoms exiting at larger angles strike the steel mesh surrounding the collimation hole and are wicked back to the sodium pool at the bottom of the oven.
One additional advantage of the candlestick design is that only a small part of the oven is heated to high temperatures, thereby reducing the amount of background gas emitted from the oven (although the large surface area of the mesh requires more careful cleaning and vacuum bake-out procedures to achieve this improved vacuum). In addition, since the sodium vapor pressure is low outside of the candlestick, the plate with the collimation hole can be set off from the vacuum chamber, forming a baffle which obscures the direct line of sight out of the oven from the hole in the candlestick, but which allows background gas to be pumped out of the oven with high conductance.

In the end, the recirculating oven was limited by problems with the wicking material used. Several porous materials were tried as possible candidates for the candlestick’s “wick.” This included tight weave stainless steel wire cloth, gold plated stainless steel wire cloth, and porous sintered tungsten. We observed that sodium would only wet to the gold plated stainless steel cloth. Unlike other alkali metals which have been reported to wick directly to stainless steel, it seems that sodium cannot easily penetrate or wet to the oxide layer which covers the surface of the steel. In the gold plating process, the oxide is removed, and a layer of gold prevents the oxide from returning. When exposed to liquid sodium, the much milder gold is dissolved, and the sodium is free to wick to the clean steel surface. If too much gold is present, however, gold-sodium alloys with high melting points will form. We found that the gold plating done by a typical plating company either produced samples which had regions of uncoated steel, or regions where the gold was too thick. The best samples that we tried did successfully wick sodium and produce a beam. However, the beam flux was about a factor of 3 lower than the flux expected from a conventional oven running at the same temperature.

For the time being, work on the recirculating oven has stopped. In its place, a cold plate assembly which is capable of sustaining greater sodium build up was implemented. In addition, a conflat nipple was added at the bottom of the oven elbow to simply allow larger amounts of sodium to be loaded into our conventional oven at once.
Appendix C

Magnetic Trapping and Evaporative Cooling - Varenna Summer School 1998

The following appendix is a selection reprinted from our contribution to the proceedings of the 1998 Varenna summer school on Bose-Einstein condensation [47]. It has been modified from the original only in the sense that cross references, citations, and section headings have been renumbered and clarified to be consistent with the rest of this thesis.

C.1 Conservative Atom Traps

Conservative atom traps fulfill two essential roles in BEC experiments: they keep the atoms tightly compressed during cooling, and hold the condensate for study. In principle, any trap that has a sufficiently small heating rate could be used. Conservative trapping potentials have been realized with dc magnetic fields (sect. C.2), ac magnetic fields [138], microwave fields [139] and far-off-resonant laser beams (sect. 8 of [47]).

The requirements for the trap during cooling are more stringent than they are for holding condensates. First, the time for cooling (typically thirty seconds for evaporative cooling) is usually much longer than the time for performing experiments on BEC, requiring low heating and trap loss rates. Furthermore, for cooling, the trap needs a sufficiently high trap depth and trapping volume to hold the initial (pre-cooled) cloud, and must accommodate a cooling scheme able to reach BEC temperatures. So far, only the combination of magnetic trapping (sect. C.2) and evaporative cooling (sect. C.3) has accomplished this. Evaporative cooling has also been observed in an optical dipole trap [93], but with only a factor of 30 gain in phase-space density. Rf-induced evaporation
is particularly effective and simple to implement in a magnetic trap, and perhaps this combination will become the workhorse of the nanokelvin temperature range, just as the MOT has in the microkelvin range. However, there is always room for improvement, in particular for atoms which don’t have the collisional properties necessary for evaporative cooling in a magnetic trap (sect. 2.6 of [47]). Considerable progress is being made on far-off resonant trapping using blue-detuned [140, 141, 142], near-infrared [143], and CO₂ lasers [144, 145].

After cooling, trap requirements are different, and other options are available for holding the condensate. Our recent experiments on optically confined BEC (sect. 8 of [47]) demonstrate that optical dipole traps confine Bose-Einstein condensates more easily than much hotter atoms. Traps for condensates can be much weaker than for laser cooled atoms, making them easier to implement and greatly reducing heating due to beam jitter, intensity fluctuations, and spontaneous emission [146].

There are several traps which have so far not been pursued beyond their first demonstration: A microwave trap originally suggested for hydrogen atoms [147] has been realized with laser-cooled cesium atoms [139]. An ac magnetic trap for strong-field seeking atoms was suggested in 1985 [148], and realized in 1991 [138]. Finally, ac electric fields offer another possibility to trap strong-field seekers [149, 150]. All these traps are rather weak and don’t seem to offer obvious advantages over the combination of optical and magnetic forces. A recent resource letter contains many references on atom traps [151].

C.2 Magnetic Trapping

The major role of the magnetic trap in a BEC experiment is to accommodate the pre-cooled atoms and compress them in order to achieve high collision rates and efficient evaporative cooling. The steps that must be taken to obtain high collision rates, including “mode-matched” transfer and anisotropic compression, are discussed in this section. The collision rate after compression is suggested as the most important figure of merit for a magnetic trap, and will be related to the magnetic-field parameters.

Magnetic trapping of neutral atoms was first observed in 1985 [152]. Shortly afterwards, orders of magnitude improvements in density and number of trapped atoms were achieved at MIT and in Amsterdam using superconducting traps and different loading schemes [84, 153, 154]. Important aspects of magnetic trapping are discussed in [155, 82, 44, 156, 92].

Magnetic forces are strong for atoms with an unpaired electron, such as the alkalis, resulting in magnetic moments μₘ of the order of a Bohr magneton μ₆. However, it is worth pointing out that magnetic confinement was first observed for neutrons, despite their thousand-times smaller magnetic moment [157].

The interaction of a magnetic dipole with an external magnetic field is given by −μ · B = −μₘB cos θ. Classically, the angle θ between the magnetic moment and the magnetic field is constant due to the rapid precession of μₘ around the magnetic-field axis. Quantum-mechanically, the energy levels in a magnetic field are E(m_F) = gμ₆m_FB, where g is the g-factor and m_F the
quantum number of the z-component of the angular momentum $F$. The classical term $\cos \theta$ is now replaced by $m_F/F$; the classical picture of constant $\theta$ is equivalent to the system remaining in one $m_F$ quantum state.

An atom trap requires a local minimum of the magnetic potential energy $E(m_F)$. For $gm_F > 0$ (weak field seeking states) this requires a local magnetic-field minimum. Strong field seeking states ($gm_F < 0$) cannot be trapped by static magnetic fields, because Maxwell's equations don't allow a magnetic-field maximum in free space [79, 80].

Because magnetic traps only confine weak field seeking states, atoms will be lost from the trap if they make a transition into a strong field seeking state. Such transitions can be induced by the motion in the trap because an atom sees a field in its moving frame which is changing in magnitude and direction. The trap is only stable if the atom's magnetic moment adiabatically follows the direction of the field. This requires that the rate of change of the field's direction $\theta$ must be slower than the precession of the magnetic moment:

$$\frac{d\theta}{dt} < \frac{\mu_m |B|}{\hbar F} = \omega_{Larmor}$$  \hspace{1cm} (C.1)

The upper bound for $d\theta/dt$ in a magnetic trap is the trapping frequency. This adiabatic condition is violated in regions of very small magnetic fields, creating a region of trap loss due to spin-flips to untrapped states. These spin-flips are referred to as "Majorana flops" [81].

### C.2.1 Quadrupole-type Traps

There are two basic types of static magnetic traps: those in which the minimum is a zero crossing of the magnetic field, and those which have a minimum around a finite field [82]. Traps with a zero-field crossing usually generate a linear potential characterized by the gradient of the magnetic field: $B_x = B'_x x$, $B_y = B'_y y$, $B_z = B'_z z$. Maxwell's equations require that $B'_x + B'_y + B'_z = 0$. The case of axial symmetry is a spherical quadrupole field in which $B' = B'_x = B'_y = -B'_z/2$. This configuration is realized with two coils in "anti-Helmholtz" configuration. This was the configuration which was first used to trap neutral atoms magnetically [152].

A linear trapping potential offers superior confinement compared to traps with a parabolic potential minimum (sect. C.2.2). This follows from a simple argument. Coils which are a distance $R_{coil}$ away from the trapped cloud and generate a field $B_{coil}$ at the coil typically produce a field gradient of $B' \approx B_{coil}/R_{coil}$ and a curvature of $B'' \approx B_{coil}/R_{coil}^2$. A cloud of size $r$ in a linear potential with gradient $B'$ would be confined to the same size in a parabolic potential with a curvature equal to $B'/r$. This allows us to define an "effective curvature" of linear confinement: $B''_{eff} = B_{coil}/r$. This exceeds the curvature of a parabolic trap by $R_{coil}/r$, which is usually an order of magnitude or more.

When linear traps were employed for the first demonstrations of evaporative cooling with alkali atoms [158, 159], trap loss due to Majorana spin-flips [81, 152, 160, 155, 161] near the zero of the magnetic field was encountered. For atoms moving at a velocity $v$, the effective size of this "hole"
in the trap is $\sqrt{2hv/\pi \mu_m B'}$ which is about 1 \( \mu \text{m} \) for \( \mu_m = \mu_B \), \( v = 1 \text{ m/s} \) and \( B' = 1000 \text{ G/cm} \). As long as the hole is small compared to the cloud diameter, the trapping time can be long (even longer than a minute), and evaporative cooling in such a trap was used to increase phase-space density by more than two orders of magnitude [162]. However, as the temperature drops, the trap loss due to the hole becomes prohibitive for further cooling. Although the size of the hole depends on the thermal velocity of the atoms, and therefore shrinks as the atoms are cooled, the diameter of the atom cloud shrinks even faster with temperature, resulting in a $T^{-2}$ dependence of the loss rate [162, 163].

Two methods have been demonstrated to plug the hole. One solution is to add a rotating magnetic bias field $B_0$ to the spherical quadrupole field. The frequency of the rotating field is much higher than the orbiting frequency of the atoms, but much lower than the Larmor frequency. The resulting time-averaged, orbiting potential (TOP) trap is harmonic, but much tighter than what could be obtained by dc magnets of the same size [163]. The time-averaged potential can be written as

$$U_{TOP} = \frac{\mu_m}{2} \left( B'' \rho^2 + B'' z^2 \right),$$

where $\rho^2 = x^2 + y^2$ is the radial coordinate.

The rotating field moves the zero of the magnetic field around in a circle (the “circle of death”) of radius $r_D = B_0 / B'$. Due to Majorana flops, this limits the depth of the potential to $U_{TOP}(r_D) = \mu_m B_0 / 4$. A large circle of death requires either large $B_0$ or small $B'$, both of which lead to weaker confinement. The TOP trap was used in the first demonstration of BEC [1]. An interesting variant of the TOP trap has been proposed, where a rotating quadrupole field avoids the circle of death [164].

Another solution is to plug the hole using the optical dipole forces of a tightly focused blue-detuned laser beam to repel atoms from the center of the trap (see also sect. 2.5.2 of [47]) [2]. The “optically plugged trap” achieves very tight confinement corresponding to a curvature of about $B'/x_0$, where $x_0$, the separation of the potential minimum from the zero of the magnetic field, is typically \( \sim 50 \mu\text{m} \). BEC in sodium was first achieved with this trap [2].

### C.2.2 Ioffe-Pritchard Traps

The lowest order (and therefore tightest) trap which can have a bias field is a harmonic trap. A magnetic trap with finite bias field along the $z$-direction has an axial field of $B_z = B_0 + B'' z^2 / 2$. The leading term of the transverse field component $B_z$ is linear, $B_z = B' z$. Applying Maxwell’s
equations (and assuming axial symmetry) leads to the following field configuration [82]:

\[
B = B_0 \begin{pmatrix} 0 & x \\ 0 & -y \\ 1 & 0 \end{pmatrix} + B' \begin{pmatrix} x \\ -y \\ 0 \end{pmatrix} + \frac{B''}{2} \begin{pmatrix} -xz \\ -yz \\ z^2 - \frac{1}{2}(x^2 + y^2) \end{pmatrix}
\]  

(C.4)

The parabolic trap was first suggested and demonstrated for atom trapping by Pritchard [83, 84], and is similar to the Ioffe configuration discussed earlier for plasma confinement [85]. We refer to any trap which has this field configuration as a Ioffe-Pritchard (IP) trap.

The Ioffe-Pritchard trap has two different regimes. For temperatures \(k_B T < \mu_m B_0\), the cloud experiences the potential of a 3D anisotropic harmonic oscillator. In the case of \(k_B T > \mu_m B_0\), the potential is predominantly linear along the radial directions (\(U_\rho = \mu_m B' \rho\)) and harmonic along the axial direction (\(U_z = \mu_m B'' z^2 / 2\)). As a consequence, the loss in confinement compared to a linear trap is not as severe as implied in section C.2.1. For small clouds (and all condensates) the trapping potential is very well approximated by an anisotropic harmonic oscillator potential

\[
U \approx \frac{\mu_m}{2} \left[ B'_\rho \rho^2 + B'' z^2 \right]
\]  

(C.5)

\[
B'_\rho = \frac{B'^2}{B_0} - \frac{B''}{2}
\]  

(C.6)

Beyond a certain axial displacement, the radial confinement vanishes. This occurs because the radial component of the curvature term \(-B''/2xz\) interferes destructively with the radial gradient \(B'\). From eq. (C.4) we find that this point of instability \(z_{inst}\) occurs at:

\[
z_{inst} = \pm \left( \frac{B'}{B''} - \frac{1}{2} \frac{B_0}{B'} \right)
\]  

(C.7)

When \(B'_\rho \leq 0\), the instability is at the origin, and there is no radial confinement at all. The saddle point at \(z_{inst}\) requires special attention when loading large clouds into an Ioffe-Pritchard trap, as discussed in section C.2.3.

The Ioffe-Pritchard trap has been used in many BEC experiments. The most straightforward implementation consists of two pinch coils and four Ioffe bars [82]. The Ioffe bars generate the radial gradient field \(B'\), while the pinch coils produce a bias field and the curvature term \(B''\). Most of the bias field is usually canceled by a pair of additional “anti-bias” coils. By lowering \(B_0\), radial confinement is increased (eq. (C.6)). The bias field should be just high enough to suppress Majorana flops. A typical value is 1 G, although we have used values as low as 0.4 G, and smaller values are probably still stable. If the bias field is over-compensated, the field will cross zero and Majorana flops will occur (fig. C.1). Since both the pinch coils and the anti-bias coils can produce fields on the order of 500 to 1000 G, the cancellation has to be carefully controlled. We achieved best results when both sets of coils were powered in series by the same power supply, and fine bias adjustments were made by carefully moving a few loops of the anti-bias coils.

Since the pinch coils and the Ioffe bars are very close to the atoms, this configuration is very
Figure C.1: Bias field compensation in an Ioffe-Pritchard trap. Bias field compensation in an Ioffe-Pritchard trap is important for tight radial confinement. The magnetic field in an IP trap characterized by a radial gradient of 300 G/cm and an axial curvature of 200 G/cm² is shown for three bias fields $B_0$. The upper row displays radial cuts, and the lower row displays axial cuts of the magnetic-field profile. In the first column, radial confinement is softened as a result of the large bias field. In the second column, the bias field is over-compensated, resulting in a pair of zero-field crossings along the axis of the trap. In the third column, the bias field is tuned correctly, resulting in tight radial confinement and no zero field crossings.
C.2.3 Mode Matching

Evaporative cooling can increase phase-space density by many orders of magnitude as long as the atoms rethermalize quickly compared to the trap lifetime. This makes the collision rate during cooling even more important for BEC than the initial phase-space density of the pre-cooled atoms. In order to maximize the collision rate, atoms are transferred into an optimized ("mode matched") magnetic trap, and then adiabatically compressed.

"Mode matching" between an atom cloud and a trap is achieved when the transfer of atoms maximizes phase-space density. This also optimizes the elastic collision rate which will be achieved after compressing the trap (sect. C.2.4), because all properties of the compressed cloud, including the collision rate, are completely determined by the number of atoms $N$ and the phase-space density $D$. Adiabatic compression conserves $N$ and $D$, so a loss in phase-space density when loading the magnetic trap corresponds to an equal loss in the compressed trap. For a power law potential $U(r) \propto r^{d/8}$ in $d$ dimensions, the volume of a cloud at temperature $T$ scales as $V \propto T^{d}$. The
collision rate $\Gamma_{el}$ for atoms with a collisional cross section $\sigma$ and a thermal velocity $v$ is equal to:

$$\Gamma_{el} = n\sigma v \propto D^{6-1/2} N^{2/3}$$  \hspace{1cm} (C.8)

In particular, for a 3D harmonic trap ($\delta = 3/2$), the collision rate is proportional to $D^{1/3}$. This implies that the loss in collision rate due to non-ideal transfer is much less severe than the loss in phase-space density.

Atoms are transferred into a magnetic trap by suddenly switching off the MOT, applying polarization gradient cooling for a few milliseconds, and then suddenly turning on the magnetic trap and building a new potential around the atoms. When transferring a spherical, Gaussian shaped cloud of atoms with an rms radius $r_0$ and temperature $T$ into a harmonic trap, phase-space density is conserved if the potential $\frac{1}{2}\kappa r^2$ has a stiffness $\kappa = \kappa_0 = k_B T / r_0^2$. This will ensure that the atoms maintain their volume and temperature. If the trap is too tight, the atoms will be heated by the transfer. If it is too loose, the atoms will expand non-adiabatically. In either case phase-space density will be lost. For ideal loading we have used the term “mode matching,” in analogy with the coupling of a laser beam into a single mode fiber, where the efficiency suffers from focusing which is either too weak or too tight.

If the magnetic trap is not mode-matched, i.e. $\kappa \neq \kappa_0$, then the phase-space density $D$ is reduced from its initial value $D_0$ [52]:

$$\frac{D}{D_0} = \left( \frac{\kappa_0}{\kappa} \right)^{3/2} \left( 1 + \frac{\kappa}{\kappa_0} \right)^3$$ \hspace{1cm} (C.9)

This loss is only a weak function of mode mismatch. For example, the phase-space density decreases only by half when $\kappa$ is four times larger or smaller than $\kappa_0$. More importantly, the collision rate is still 80% of its maximum value.

Mode matching into a Ioffe-Pritchard trap is done with a high bias field ($\mu_mB_0 > k_B T$). This requires (eq. (C.6)):

$$B'' = \frac{\kappa_0}{\mu_m}$$ \hspace{1cm} (C.10)

$$\frac{B'^2}{B_0} = \frac{3\kappa_0}{2\mu_m}$$ \hspace{1cm} (C.11)

It is important that the initial cloud radius $r_0$ be much smaller than the distance to the trap instabilities (eq. (C.7)), otherwise, atoms will spill out of the trap. Inserting eqs. (C.10) and (C.11) into eq. (C.7) gives an instability distance of $z_{inst} = \sqrt{B_0(2\mu_m/3\kappa_0)} = B'(2\mu_m/3\kappa_0)$. This shows that both a large bias field and a large gradient are necessary, which is unfortunate because this requires a fast rise time of the high-current power supplies.

For $\mu_mB_0 < k_B T$, the radial confinement is linear, and mode-matching would require $\mu_mB' \approx
$k_B T / r_0$. With this condition we find that $z_{\text{inst}} \approx r_0$, and therefore mode matching cannot be done at low bias field.

### C.2.4 Adiabatic Compression

Adiabatic compression plays a crucial role in BEC experiments because it increases the collision rate before evaporative cooling. In our first BEC demonstration [2] adiabatic compression increased the collision rate by a factor of 20, resulting in BEC after only 7 seconds of evaporative cooling!

If, after loading, the potential (again characterized by a volume $\propto T^8$) is adiabatically increased by a factor $\alpha$, the temperature rises by a factor $\alpha^{28/(28+3)}$ and the density by $\alpha^{36/(28+3)}$. Phase-space density is constant, but the elastic collision rate increases by a factor $\alpha^{46/(28+3)}$ as long as the cross-section is constant.

Adiabaticity requires

$$\frac{d\omega_{\text{trap}}}{dt} \ll \omega_{\text{trap}}^2 \tag{C.12}$$

Violation of adiabaticity, however, doesn’t have severe consequences. If the compression is done suddenly in a harmonic trap ($\delta = 3/2$), the collision rate increases by a factor $2\alpha^{3/2}/(1 + \alpha)$ rather than $\alpha$. For a sudden compression by a factor of five, one still reaches 75% of the maximum possible collision rate. Note that this is the same loss we would see if we transferred atoms into a trap which was mode-mismatched by a factor $\alpha$ (eq. (C.9)). Non-mode matched transfer is equivalent to a mode-matched transfer plus a sudden (de-)compression to the same potential strength.

Compression in an Ioffe-Pritchard trap involves one more complication. Initially, the aspect ratio is adjusted to $\approx 1$ to ensure mode-matched loading of a spherical cloud. This requires a high bias field $B_0$. Subsequent compression includes lowering the bias field to achieve the maximum radial confinement. This process elongates the cloud into a cigar shape. In addition to the usual adiabaticity criterion (C.12), the compression has to be slow compared to the elastic collision rate. Otherwise, the anisotropic compression would lead to an anisotropic temperature and subsequent loss of phase-space density during equilibration.

Anisotropic heating is hard to avoid when the initial collision rate is low. Fortunately, nature is forgiving. Radial compression by a factor of $\alpha$ causes the temperature to rise by a factor of $\alpha^{1/3}$ if done adiabatically, and by a factor of $(2\sqrt{\alpha + 1})/3$ (after rethermalization) if done suddenly. Since the elastic collision rate is inversely proportional to temperature in a given 3D harmonic oscillator potential, one still obtains 94% of the maximum possible collision rate when a 2D compression by a factor of $\alpha = 5$ is done quickly with respect to the thermalization rate.

Furthermore, the radial compression in a Ioffe-Pritchard trap usually takes us to the small bias field regime ($B_0 < k_B T / \mu_m$), changing the radial confinement from harmonic to linear. As pointed out by Pinkse et. al. [167] and discussed in sect. 8.2 of [47], this increases the phase-space density by a factor of $e$. This increase is due to collisions which change the population of energy levels, but conserve entropy.
When the bias field $B_0$ is lowered adiabatically, the collision rate $\Gamma$ increases by

$$\frac{\Gamma_{\text{final}}}{\Gamma_{\text{initial}}} = \frac{e^{1/2}}{2} \left[ \frac{\mu_mB_0\text{initial}}{k_BT_{\text{initial}}} \right]^{1/2}$$  \hspace{1cm} (C.13)

We can apply estimates for adiabatic compression in a harmonic trap to linear potentials by noting that $B'$ confines a cloud at the same temperature and density as a harmonic trap with magnetic-field curvature $B''_{\text{equiv}} = B'/r = B'^2/k_BT$, where $r$ characterizes the size of the cloud. If we use this equivalent curvature to characterize the compressed trap, we get the same result as eq. (C.13) — apart from the factor $e^{1/2}/2$. This emphasizes that lowering the bias field beyond a value $k_BT/\mu_m$ does not compress the cloud any further.

### C.2.5 Figure of Merit for Magnetic Traps

The major goal when designing magnetic traps for BEC experiments is to get the highest collision rate after compression. Therefore, we regard this as the figure of merit of a trap. In a 3D harmonic oscillator, the collision rate increases due to adiabatic compression in proportion to the geometric mean of the three curvatures: $(B''_x B''_y B''_z)^{1/3}$.

In a Ioffe-Pritchard trap, after full compression to a final temperature $T$, the equivalent radial curvature is $\mu_mB'^2/k_BT$. Knowing that the final temperature scales with the geometric mean of the trapping frequencies, we find that the collision rate will depend on $B'B''^{1/4}$, implying that it is much more important to have strong field gradients than curvatures.

Let’s compare this result to a TOP trap, assuming that the TOP trap is compressed until the trap depth due to the circle of death is $5k_BT$, a typical barrier for evaporative cooling. In this case, the effective radial curvature is

$$B''_{\text{TOP},r} = \frac{\mu_mB'^2}{40k_BT}$$  \hspace{1cm} (C.14)

This implies that the TOP trap corresponds to an IP trap with a $\sqrt{40}$ smaller value of $B'$. Along the axial direction, the effective curvature $B''$ of a TOP trap is typically 100 times larger than that of an IP trap. The figure of merit, $B'B''^{1/4}$, is slightly higher for an IP trap, but this does not take into account the fact that one can usually obtain higher gradients in spherical quadrupole traps than in IP traps.

If we wish to compare the confinement for condensates after cooling, the effective radial curvatures of TOP traps and IP traps are $B'^2/2B_0$ and $B'^2/B_0$ respectively. The maximum confinement depends on how small $B_0$ can be, as determined by the adiabatic condition which ensures stability of the trap (eq. (C.1)). Usually $B_0$ is smaller in IP traps than in TOP traps, because the use of time-dependent fields in the TOP trap requires larger Larmor frequencies to prevent non-adiabatic spin-flips. However, experiments have not yet explored the lower limits for $B_0$ in either type of trap (see [168] for a theoretical treatment).

The bottom line is that both traps work very well. The TOP trap might have advantages in
studying vortices due to the built-in rotation, and does not require careful bias-field cancellation. The advantages of the IP trap are the variable aspect ratio and the use of only dc fields. Several groups have now built magnetic traps using room temperature electromagnets which provide sufficient confinement for evaporation to BEC. Even tighter confinement, and therefore faster evaporation, could be achieved with permanent magnets or superconducting magnets, but at the price of less flexibility.

### C.3 Evaporative Cooling

Gaseous Bose-Einstein condensates have so far only been obtained by evaporative cooling. Evaporative cooling is done by continuously removing the high-energy tail of the thermal distribution from the trap. The evaporated atoms carry away more than the average energy, which means that the temperature of the remaining atoms decreases. The high energy tail must be constantly repopulated by collisions, thus maintaining thermal equilibrium and sustaining the cooling process. Evaporative cooling is a common phenomenon in daily life — it's how hot water cools down in a bathtub or in a cup of coffee. Evaporative cooling of trapped neutral atoms was developed at MIT as a method for cooling atomic hydrogen which had been pre-cooled by cryogenic methods [169, 170, 171]. The first suggestion by Hess [169] was soon followed by an experimental demonstration [170]. Evaporative cooling has been reviewed in [156, 92], and we only briefly summarize the basic aspects here.

The essential condition for evaporative cooling is a long lifetime of the atomic sample compared to the collisional thermalization time. Trapped atom clouds are extremely dilute (about ten orders of magnitude less dense than a solid or a liquid) and collisional thermalization can take seconds. A major step was taken in May 1994 when the MIT and JILA groups combined laser cooling with evaporative cooling, extending the applicability of evaporative cooling to alkali atoms [158, 159].

In these experiments, the evaporation of atoms was controlled by radio frequency radiation (rf induced evaporation). This technique was proposed by Pritchard [172] and Walraven [173] and first demonstrated by our group when spatial truncation of magnetically trapped atoms was observed [174]. Increases in phase-space density were reported by the MIT and Boulder groups at IQEC in May 1994 and at ICAP-XIV [158, 159] and published after further progress had been achieved [162, 163]. Other early work on evaporation of alkali atoms was done at Rice [175] and Stanford [93].

In rf-induced evaporation, the rf radiation flips the atomic spin. As a result, the attractive trapping force turns into a repulsive force and expels the atoms from the trap (fig. C.2). This scheme is energy-selective because the resonance frequency is proportional to the magnetic field, and therefore to the potential energy of the atoms. In the case of transitions between magnetic sublevels \( m_F \), the resonance condition for the magnetic field strength \( B \) is \( |g|\mu_B B = \hbar\omega_{rf} \). Since the trapping potential is given by \( m_F g\mu_B \left[B(r) - B(0)\right] \), only atoms which have a total energy \( E > \hbar|m_F| (\omega_{rf} - \omega_0) \) will evaporate \((\omega_0 \) is the rf frequency which induces spin-flips at the bottom...
of the trap). Rf induced evaporation has several advantages over other evaporation methods [92]. First, the evaporation process can be completely separated from the design of the magnetic trapping potential. In particular, there is no need to weaken the trapping potential in order to lower its depth. This makes it easier to reach runaway evaporation where the decrease in temperature leads to a net increase in density and collision rate despite the loss of atoms. Furthermore, atoms evaporate from the whole surface where the rf resonance condition is fulfilled. This make the evaporation three-dimensional in velocity space, and therefore very efficient.

Let us briefly summarize the major developments in the three years since our earlier review [92]. First, evaporative cooling has become a standard technique of atomic physics. The complete list of experiments in 1995 comprised only six groups — since then, thirteen more groups have implemented evaporative cooling and achieved BEC, and there are more to come! Second, the evaporation process has been simulated in more detail [176, 177, 178, 179, 180]. In particular, Monte Carlo simulations can account for realistic experimental situations [180] providing insight on how to optimize the cooling cycle. A careful study at Amsterdam demonstrated that saddle-point evaporation is one-dimensional and was the bottleneck for achieving BEC in hydrogen [181]. This problem was finally overcome when rf evaporation was implemented [43]. Several groups reported evaporation in TOP traps by the circle of death [182, 183, 184]. This scheme should be one- or two-dimensional depending on the orientation of the circle of death, but no striking detrimental effects due to that have been reported.

Sympathetic cooling between rubidium atoms in different hyperfine states has been observed [86]. Combining sympathetic cooling with cryogenic buffer gas loading [62] should vastly extend the number of species which can be cooled. Finally, cooling by adiabatic deformation of the trapping potential has been achieved [167, 185]. The relation of this reversible, adiabatic scheme to irreversible evaporative cooling is discussed in section 8.2 of [47].

C.3.1 Trap Loss and Heating

Evaporative cooling requires a favorable ratio of elastic to inelastic collisions. In the case of alkali atoms, as shown in fig. 6 of [47], the dominant loss mechanism over a large range of temperatures and densities is background gas collisions. Therefore, experimentalists have made major efforts to reconcile the loading and trapping techniques with an extreme UHV environment. The standard technique is to use a combination of an ion pump and a titanium sublimation pump, and to implement differential pumping to isolate the trapped atoms from the high gas load of the atom source. Our atom beam source (the atomic beam oven) is separated from the magnetic trap by about one meter, and an additional 10 cm-long narrow tube ensures good differential pumping. After loading the MOT for about 2 seconds, we close a shutter near the atomic beam oven, isolating our sample in a perfect UHV environment. More compact experiments have to achieve the separation between a region of high vapor pressure and UHV with less space, making differential pumping more difficult to implement.

Several groups have reported that a background pressure in the low $10^{-11}$ mbar range is nec-
ecessary to obtain magnetic trap lifetimes of one minute. The background collision rate per trapped atom is $n_{bg} \sigma_{bg} v_{bg}$, where $n_{bg}$ and $v_{bg}$ denote the density and thermal velocity of the background gas molecules. The collision cross section, $\sigma_{bg}$, is typically $10^3$ angstrom, much larger than the size of the molecules. This reflects the major contribution of the long-range van-der-Waals potential and small-angle scattering to the total cross-section. Background collisions are discussed in detail in refs. [64, 65].

Another possible source of heating is magnetic field fluctuations which modulate the trapping potential. The simple model of ref. [146] predicts that the characteristic time $t_{heat}$ for the exponential growth of the energy of the trapped atoms is given by

$$\frac{1}{t_{heat}} = \pi^2 \nu_{trap}^2 S(2\nu_{trap})$$

where $\nu_{trap}$ is the trapping frequency and $S(\nu)$ is the power spectrum of the fractional magnetic field noise. An estimate for $S(\nu)$ is given by $\epsilon^2 / \Delta \nu$ where $\epsilon$ denotes the rms fractional fluctuations of the magnetic field in a bandwidth of $\Delta \nu$. Assuming an inductance limited bandwidth of 1 kHz and a trapping frequency of 100 Hz, we obtain

$$t_{heat} = \left[ \frac{10^{-2} \text{sec}}{\epsilon^2} \right]$$

Current fluctuations of 1% result in $t_{heat} = 100$ seconds. Therefore, commercial power supplies with a current stability of $10^{-3}$ to $10^{-4}$ are fully adequate for achieving BEC. Stability requirements are more severe at higher trapping frequencies as in optical traps.

Another source of heating is mechanical noise, but it seems not to be very critical. As a precaution we usually don’t use any mechanical pumps close to the experiment, but there were occasions where these pumps were running without affecting Bose condensation. However, a fan-cooled, high-power rf amplifier which was on the experimental table prevented us from getting BEC until we isolated it with a foam pad. So although BEC is usually forgiving, it is still wise to consider sources of mechanical vibration as potential problems.
Appendix D

Magnetic Coils Wiring Diagram

The magnetic coils are wired up according to the diagram in Fig. D.1. The magnetic coils are powered by three high current power supplies. The power supply which drives current through the curvature/anti-bias coils, and the power supply which drives the gradient coils can each generate up to 500 amps of current at a voltage of up to 30 volts\(^1\). These power supplies have a maximum rated voltage ripple of 60 millivolts when run at full power. The power supply connected to the extra bias coils is a similar but lower power model, capable of producing 250 amps at 20 volts\(^2\). Four additional low current (10 amp) power supplies\(^3\) are used to generate the spherical quadrupole field for the MOT. These power supplies are are protected from the high current supplies by diodes.

The currents in the trap have to be switched on and off rapidly in order to transfer atoms from the MOT into the magnetic trap, and in order to do time-of-flight studies of the condensate. The high speed switching of the high current power supplies is done with insulated gate bipolar transistors (IGBTs), and the lower current supplies are switched with MOSFET solid state switches. The sudden switch-off of the magnetic trap causes large inductive voltage spikes. The spikes are

---

\(^1\)EMI model ESS 30-500
\(^2\)EMI model EMS 20-250
\(^3\)Kepco model ATE25-10M
minimized by running the positive and negative leads close together. Nevertheless, the spikes generated are still easily capable of destroying the IGBTs and MOSFETs. The solid state switches are protected by several large varistors which absorb the power in the spike. We found, however, that even with carefully placed wires, there was still enough inductance in the few feet of wire *between* the varistors and the transistor switches to produce voltage spikes capable of killing them. This problem was solved by putting an additional varistor, smaller in size but with a Zener voltage equal to the larger varistors used, directly across each IGBT and MOSFET switch.
Figure D.1: Magnetic trap wiring diagram.
Appendix E

Imaging - Varenna Summer School 1998

The following appendix is a selection reprinted from our contribution to the proceedings of the 1998 Varenna summer school on Bose-Einstein condensation [47]. It has been modified from the original only in the sense that cross references, citations, and section headings have been renumbered and clarified to be consistent with the rest of this thesis.

E.1 Techniques to Probe Bose-Einstein Condensates

Everything we know about gaseous Bose condensates has been obtained by optical diagnostics. "Contact probes" cannot be used because the samples are much smaller (\(\sim 10^7\) atoms) than even a 10 \(\mu m\) sized probe (\(\sim 10^{13}\) atoms), which would cause the atoms to equilibrate with the probe rather than the opposite. With the "cooling power" of rf evaporation we can cool at most \(10^9\) atoms per minute, and it would take several months just to cool the sensor tip. Fortunately, optical diagnostics are very versatile, and the ease with which light scattering methods are implemented for dilute atomic samples is a major advantage over condensed-matter systems.

The two most important techniques for observing Bose-Einstein condensates are in-situ and time-of-flight imaging. In both cases, one obtains an image which reflects the density distribution of the atoms either in a trapped state or in ballistic expansion. In this section we discuss the basic interactions between atoms and light and the physical principles of absorptive and dispersive imaging. Finally, we refer the interested reader to appendix A of [47] for a discussion of techniques for processing absorption and phase-contrast images.
E.1.1 Atom - Light Interactions

The interaction of atoms with a beam of light involves three processes: absorption of photons, re-emission of photons, and shifting the phase of the transmitted light. These properties are used in absorptive, fluorescence, and dispersive imaging methods, respectively.

The interaction can be described by the complex index of refraction of the atoms \( n_{\text{ref}} = \sqrt{1 + \frac{4\pi n \alpha}{n_{\text{ref}}}} \), where \( \alpha \) is the atomic polarizability, and \( n \) is the density of atoms. Assuming \( n_{\text{ref}} - 1 \ll 1 \), the index of refraction for a two-level system can be written (in the rotating wave approximation):

\[
n_{\text{ref}} = 1 + \frac{\sigma_0 n \lambda}{4\pi} \left[ \frac{i}{1 + \delta^2} - \frac{\delta}{1 + \delta^2} \right]
\]

(E.1)

where \( \sigma_0 \) is the resonant cross-section (for a two level atom \( \sigma_0 = 6\pi \lambda^2 \)), and \( \delta \equiv \frac{\omega - \omega_0}{\Gamma/2} \) is the detuning in half linewidths. If more than two levels are involved (e.g. Zeeman sublevels, see sect. E.1.5), several resonances contribute to the polarizability.

Equation (E.1) assumes the limit of a weak probe laser beam. Saturation may be non-negligible for near-resonant absorption imaging. In this case, one has to replace \( \delta^2 \) by \( \delta^2 (I/I_{\text{SAT}}) \) in the expression for the Lorentzian lineshape. \( I_{\text{SAT}} \) is the saturation intensity for the transition, and the intensity \( I \) depends on \( x, y \) (beam profile) and \( z \) (due to absorption).

Assuming that light enters and exits the cloud at the same \( (x, y) \) coordinate (the “thin lens” approximation applied to the atom cloud), the atoms simply attenuate and phase shift the probe light:

\[
E = t E_0 e^{i\phi}
\]

(E.2)

The transmission coefficient \( t \) and phase shift \( \phi \) depend on the product of the column density \( \tilde{n} = \int n \cdot dz \), and \( \sigma_0 \) (eq. (E.1)).

\[
t = e^{-\tilde{D}/2} = \exp \left( -\frac{\tilde{n} \sigma_0}{2} \frac{1}{1 + \delta^2} \right)
\]

(E.3)

\[
\phi = -\frac{\delta}{2} \tilde{D} = -\frac{\tilde{n} \sigma_0}{2} \frac{\delta}{1 + \delta^2}
\]

(E.4)

where \( \tilde{D} = \tilde{n} \sigma_0 / (1 + \delta^2) \) is the off-resonance optical density. Section E.1.3 discusses a quantum mechanical treatment of light scattering.

Most BEC experiments have relied on spatially imaging the real or imaginary part of the index of refraction. We discuss various imaging methods in this section. An alternative and in many aspects complementary method is high resolution spectroscopy, where information is obtained from line shifts and line broadenings. Such methods have so far only been applied to hydrogen condensates (see Kleppner and Greytak’s article in [186]), but can be extended to alkalis in the form of Doppler sensitive Raman or Bragg scattering.
Figure E.1: Dark-ground (A) and phase-contrast (B) imaging set-up. Probe light from the left is dispersively scattered by the atoms. In the Fourier plane of the lens, the unscattered light is filtered. In dark-ground imaging (A), the unscattered light is blocked, forming a dark-ground image on the camera. In phase-contrast imaging (B), the unscattered light is shifted by a phase plate (consisting of an optical flat with a $\lambda/4$ bump or dimple at the center), causing it to interfere with the scattered light in the image plane.

### E.1.2 Absorptive and Dispersive Methods

Absorption imaging is done by illuminating the atoms with a laser beam and imaging the shadow cast by the atoms onto a CCD camera. Because photosensors aren’t sensitive to phase, the absorption image shows the spatial variation of $t^2$ (eq. (E.3)).

To image a transparent object, information encoded in the phase shift of the light must be converted into intensity information which can be detected by a photosensor. Several methods are commonly used in microscopy. The Schlieren method was introduced by A. Toepler in 1864 and the phase-contrast method by Fritz Zernike in 1934 (earning him the 1953 Nobel prize in physics).

All dispersive methods rely on the ability to separate scattered and unscattered components of the probe light and manipulate them independently. This is usually done by spatially filtering in a Fourier plane of the imaging system where the unscattered probe light comes to a focus.

**Dark-Ground Imaging:** The simplest form of spatial filtering is to block the unscattered light by placing a small opaque object into the Fourier plane (fig. E.1).

The probe light field after passing through the atoms (fig. E.2) can be separated into the scattered and unscattered radiation.

$$E = tE_0e^{i\phi} = E_0 + \Delta E$$  \hspace{1cm} (E.5)

Blocking the unscattered light gives the dark-ground signal:

$$\langle I_{dg} \rangle = \frac{1}{2} |E - E_0|^2 = I_0 \left[1 + t^2 - 2t \cos \phi \right]$$  \hspace{1cm} (E.6)

where $I_0 = E_0^2/2$. For small $\phi$ the dark-ground signal is quadratic in $\phi$.

**Phase-contrast imaging:** Phase-contrast imaging can be regarded as a homodyne detection scheme in which the unscattered light acts as the local oscillator and interferes with the scattered radiation. This is accomplished by shifting the phase of the unscattered light by $\pm \pi/2$ in the Fourier plane of the imaging lens (fig. E.1). This is done with a “phase plate” which is an optical
Figure E.2: Phasor diagram of dark-ground and phase-contrast imaging. A ray of incident light with an electric field $E_0$ is scattered by the atoms, causing the light to be attenuated and shifted in phase, resulting in the electric field $E$. The dark-ground method images $\Delta E = E_{dg}$, the difference between incident and scattered electric fields. Phase-contrast methods cause $\Delta E$ and $E_0$ to interfere by rotation the phase of $E_0$ by $90^\circ$, resulting in the field $E_{pc}$.

The intensity of a point in the image plane is then

$$
\langle I_{pc} \rangle = \frac{1}{2} |E + E_0 (e^{\pm i \frac{\pi}{2}} - 1)|^2 = I_0 \left[ t^2 + 2 - 2\sqrt{2}t \cos \left( \phi \pm \frac{\pi}{4} \right) \right] \quad (E.7)
$$

where the $\pm$ sign corresponds to a phase plate which changes the phase of the unscattered light by $\pm \pi/2$. For small $\phi$ one obtains

$$
\langle I_{pc} \rangle \approx I_0 \left[ t^2 + 2 - 2t \pm 2t\phi \right] \quad (E.8)
$$

which is linear in $\phi$. This makes phase-contrast imaging superior to dark-ground imaging for small signals.

**Polarization-contrast imaging:** Another dispersive imaging method takes advantage of the anisotropic polarizability of spin-polarized atoms [187, 3]. It relies on different phase-shifts for orthogonal polarization components of the probe light. A polarizer before the camera can block the unscattered light, resulting in a dark-ground image. Rotating the polarizer leads to interference of the two polarizations, resulting in a phase-contrast image.

In the case of high magnetic fields, the degeneracy between $\sigma_+$, $\sigma_-$, and $\pi$ transitions is lifted, and it is possible to choose a probe detuning such that only one polarization component is close to an atomic resonance and experiences a phase shift. The other polarization component then serves as a uniform local oscillator.

This method has the advantage that it does not require spatial filtering in the Fourier plane, making it easier to correct for stray light (see appendix A in [47]). However, this method is not universally applicable. The standard imaging geometry for a Ioffe-Pritchard trap involves a probe beam propagating perpendicular to the axis of a low magnetic bias field. For our typical detunings
(much larger than the excited state hyperfine structure), the phase shift is the same for both polarizations leading to zero signal. However, the independence of the phase shift from polarization is advantageous for phase-contrast imaging, making it insensitive to the polarization of the probe beam.

**Imaging dilute clouds:** Dispersive and absorptive methods can be discussed together by generalizing the previous treatment to a generic phase plate with a central spot which retards the unscattered light by an arbitrary phase $\gamma$ and transmits a fraction $\tau^2$. Absorption ($\tau = 1, \gamma = 0$), dark-ground ($\tau = 0$), and phase-contrast ($\tau = 1, \gamma = \pm \frac{\pi}{2}$) imaging are obtained as special cases.

The intensity at a point in the image plane is:

$$ \langle I_{gen} \rangle = I_0 \left[ 1 + t^2 + \tau^2 + 2t\tau \cos(\phi - \gamma) - 2t \cos \phi - 2\tau \cos \gamma \right] \tag{E.9} $$

If we expand this around $\bar{n} = 0$ (i.e. $t = 1, \phi = 0$) and keep only the first order term we get

$$ \langle I_{gen} \rangle = I_0 \tau^2 - I_0 \sigma_0 \tau \left[ \frac{\delta}{1 + \delta^2} \sin \gamma + \frac{1}{1 + \delta^2} \cos \gamma \right] \bar{n} \tag{E.10} $$

This shows that for a given detuning $\delta$, the signal is maximized when $\tau = 1$ and $\tan \gamma = -\delta$. The absolute maximum signal is obtained by choosing $\delta = \gamma = 0$, the case of resonant absorption imaging. However, the maximum phase-contrast signal ($\gamma = \pm \pi/2$), obtained when $\delta = 1$, is only a factor of two lower. Dark-ground imaging is far from optimum at any detuning.

High sensitivity is usually only an issue when imaging expanded clouds in time-of-flight, or for imaging the wings of the spatial distribution [89], because trapped condensates are generally optically dense.

**Imaging optically dense clouds:** The typical resonant optical densities of our condensates (in the radial direction) is on the order of 300. When such a dense cloud is probed with resonant light, the image is “blacked out,” making it extremely difficult to extract atomic column densities from the image.

Usually, an optimum detuning for absorption imaging gives about 50% absorption. However, for non-zero detuning, the atomic susceptibility has a finite real component which causes the atoms to refract light like a lens. This does not affect the images as long as all of the refracted light is collected by the imaging system. Otherwise, the refracted light appears as a false absorptive signal. Since the magnitude of this effect varies across the cloud, it affects both relative and absolute density measurements.

The refraction angle for a cloud of atoms with diameter $d$ and a maximum phase shift $\phi$ can be estimated as $2\lambda\phi/\pi d$. As long as this phase shift is less than $\pi/2$, the refraction angle is smaller than the diffraction angle $\lambda/d$ due to the finite size of the object. For larger phase shifts, refraction leads to a noticeable additional divergence of the light after passing through the atoms. For a diffraction limited imaging system, diffraction of the smallest resolvable object just fills the solid angle extended by the lens. Therefore, a dispersively dense object (i.e. phase shifts larger than $\pi/2$) will degrade the spatial resolution for quantitative absorption imaging.

For a cloud with a resonant optical density $\tilde{D}_0 = \bar{n} \sigma_0 \gg 1$, the highest contrast for absorption
Figure E.3: Comparison of signal for dark-ground and phase-contrast imaging. Relative signal as a function of phase shift for dark-ground imaging (dg) and phase-contrast imaging with a phase plate which either retards (pcr) or advances (pca) the phase of the unscattered light. For negative phase shifts (as would be generated with a blue detuned probe), (pcr) and (pca) are swapped.

imaging is obtained with a detuning $\delta = (\tilde{D}_0)^{1/2}$ at which the optical density drops to unity. However, at this detuning, the cloud is dispersively dense with a phase shift of $\phi \approx (\tilde{D}_0)^{1/2}/2$. For large clouds, quantitative absorption imaging is still possible and has been applied [162, 89], but for small clouds, refraction is a limiting factor.

These limits are avoided by larger detunings. However, when the phase shift is reduced to $\pi/2$ by choosing $\delta = \tilde{D}_0/\pi$, the optical density has dropped to $\tilde{D} = \pi^2/\tilde{D}_0$. For typical condensates of optical density $\tilde{D}_0 = 300$, the absorption signal is far too small to be detected. In contrast, dispersive imaging still features high signal levels.

Equations (E.6) and (E.7) show that dark ground and phase-contrast signals are periodic in $\phi$. So unlike absorption methods, dispersive imaging does not saturate at large $\phi$, and arbitrarily high phase shifts can be measured by counting fringes. However, large phase shifting should be avoided since the interpretation of images is easier if the dispersive signal never "rolls over." For image analysis, an approximately linear relationship between signal and phase is desirable. Figure E.3 shows that a wide range of approximate linearity is achieved for phase-contrast imaging with a phase plate which retards the phase of the unscattered light ($\omega t \rightarrow \omega t + \pi/2$) for red-detuning, or advances the phase ($\omega t \rightarrow \omega t - \pi/2$) for blue-detuning of the probe light. For this choice of phase plate, the maximum signal before rolling over is 5.8 times the incident light level. This gives phase-contrast imaging a larger dynamic range than absorption imaging.
E.1.3 Quantum Treatment of Light Scattering

Further insight into the interaction between the probe light and the atoms is obtained from a quantum-mechanical treatment [188]. For a single atom in state \( |i\rangle \), the differential cross section for light scattering involves a sum over all possible final states \( |f\rangle \):

\[
\frac{d\sigma_R}{d\Omega} = C \sum_f |\langle i | e^{i\Delta k \cdot r} | f \rangle|^2
\]

(E.11)

This is simply the differential cross section for Rayleigh scattering. We consider only the low intensity limit, i.e. the central peak of the Mollow triplet [189] and assume that Doppler shifts are small, i.e. \( |k_f| = |k_i| \), where \( |k_f - k_i| = |\Delta k| = 2k \sin(\theta/2) \) is the change of the photon’s wavevector due to scattering by an angle \( \theta \). The atomic matrix elements and fundamental constants are contained in \( C \).

We now extend the treatment to \( N \) atoms in a trap, where each trap level \( |j\rangle \) is initially populated with \( N_j \) atoms, still assuming that the cloud is optically dilute. The relevant matrix elements are those of the operator \( e^{i\Delta k \cdot r} \) with the symmetrized many-body eigenstates, characterized by the populations \( N_j \). For bosonic atoms, one obtains [188]

\[
\frac{d\sigma}{d\Omega} = C \left| \sum_i N_i \langle i | e^{i\Delta k \cdot r} | i \rangle \right|^2 + C \sum_{i \neq f} N_i (N_f + 1) \left| \langle i | e^{i\Delta k \cdot r} | f \rangle \right|^2
\]

(E.12)

The scattering is naturally divided into coherent and incoherent scattering. The first term (the coherent part) represents elastic scattering in which the state of the atom is unchanged. It is related to the Fourier transform of the density distribution:

\[
\sum_i N_i \langle i | e^{i\Delta k \cdot r} | i \rangle = \int n(r) e^{i\Delta k \cdot r} dr
\]

(E.13)

For scattering angles smaller than the diffraction angle, \( \Delta k < 1/d \), the intensity of the scattered light is \( N^2 \) times the Rayleigh scattering of a single atom. This term creates the real part of the index of refraction and generates the signal in dispersive imaging.

The second term in (E.12) represents inelastic scattering. We can separate the “spontaneous part” from the part due to bosonic stimulation:

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\text{incoh}} = C \sum_{i \neq f} N_i \left| \langle i | e^{i\Delta k \cdot r} | f \rangle \right|^2 + \sum_{i \neq f} N_i N_f \left| \langle i | e^{i\Delta k \cdot r} | f \rangle \right|^2
\]

(E.14)

The first term is \( N \) times the single atom Rayleigh scattering (E.11), if we assume that the sample is much larger than an optical wavelength so that we can drop the condition \( i \neq f \). This term represents incoherent scattering into a solid angle of \( 4\pi \). Since photons scattered by a large angle are “missing” from the probe beam, it is this term which gives rise to the absorption signal.
The second term, describing Bose-enhanced scattering, is only non-vanishing near the phase transition. Politzer distinguishes two contributions, scattering in and out of the condensate, and scattering between excited states [188]. This scattering is limited to angles smaller than the ratio of the optical wavelength to the thermal de Broglie wavelength. Because this contribution is much weaker than the diffractive signal, it might be difficult to observe it. It is neglected in the quantitative analysis of images. The effects of quantum statistics can also be included in the index of refraction [190]. This treatment confirms that non-classical light scattering effects are small, are noticeable only near the phase transition, and vanish as \( T \to 0 \).

E.1.4 Non-destructive Imaging

It is obvious from the previous discussion that the different imaging techniques do not excite the atoms in a different way — they only “collect” different parts of the scattered electric field. Whether the atom cloud is heated during the probing or not only depends on the intensity and duration of the probe light.

A discernible image with \( 30 \times 30 \) pixels and 100 detected photons per pixel involves \( 10^5 \) photons. Even if each photon would “knock” an atom out of the condensate, this would be “non-perturbative” if the sample had many millions of atoms. Therefore, the large hydrogen Bose condensates could be observed non-destructively with absorption spectroscopy [43].

An important figure of merit of the different imaging techniques is the ratio of signal to heating. In this regard, dispersive imaging often has a big advantage. In absorption imaging, each absorbed photon (i.e. photons scattered at large angles) heats up the cloud by about one recoil energy. The dispersive signal is based on the coherent term (E.13) which leaves the atom in its initial quantum state, and therefore does not contribute to the heating. The strength of the signal in dispersive scattering is best estimated from the number of photons collected in dark-ground imaging. The total number of forward scattered photons (E.13) is larger than the total number of absorbed photons (E.14) by a factor which is approximately \( N \) times the solid angle of the diffraction cone, \( \lambda^2/d^2 \). Since

\[
N \frac{\lambda^2}{d^2} \simeq \tilde{n} \lambda^2
\]

(E.15)

this factor is about the resonant optical density \( D_0 \), identifying some common roots between forward scattering and superradiance [191]. More quantitatively, the ratio of the signal in dark-ground imaging (E.6) to the number of Rayleigh scattered photons \( (1 - t^2) \) in the limit of large detunings is \( D_0/4 \). For typical values of \( D_0 \simeq 300 \) this means that we can obtain two orders of magnitude more signal from dispersive imaging than from absorption imaging for the same amount of heating. With absorption methods, we could take only a single “non-destructive” image, but with dispersive imaging we could take real-time movies consisting of up to 100 frames, more than the storage capacity of our camera.

The elastic scattering of photons at small angles is analogous to the Mössbauer effect — it is recoil-free scattering of photons where the momentum transfer to the photons is absorbed by
the trap and not by the individual atoms. This picture is valid when the pulse duration of the probe light is longer than the trapping period. Rays of light passing through the atoms are bent in opposite directions on opposite sides of the atom cloud. If the pulse duration is longer than the trapping period, atoms have time to travel across the width of the cloud during the probe and the recoil is averaged to zero. For short pulses, atoms on opposite sides of the cloud experience opposite momentum transfer. However, since the scattering angles are small, typically about 10 mrad, the recoil heating is $10^4$ times lower than for a Rayleigh-scattered photon. Therefore, even for short probe pulses, the dominant source of heating is large-angle Rayleigh scattering (as long as $D_0 \leq 10^4$).

Since the relative figure of merit of dispersive vs. absorptive imaging is $D_0/4$, dispersive imaging is usually only applied to very dense clouds, either trapped or in the early phase of ballistic expansion. Absorption imaging is used for time-of-flight imaging with sufficiently long expansion times so that the resonant optical density has dropped to values around unity. There is no obvious advantage of dispersive imaging over absorptive imaging for dilute clouds.

E.1.5 Other Aspects of Imaging

**Fluorescence imaging** So far we have not discussed fluorescence imaging. In fluorescence and absorption, one detects the same photons either as missing or as counted photons. In comparing signal strengths, however, fluorescence imaging is inferior by a factor of typically 100, since only a small fraction of the scattered photons are collected by the imaging system. Fluorescence methods usually have the advantage of being background-free, in contrast to absorption methods, where a small signal might be invisible due to fluctuations of the laser intensity. However, in BEC experiments, one can usually choose a detuning where the absorptive or dispersive signal is comparable to the incident light intensity.

**Maximum light intensity in single-shot imaging** Above we discussed heating by the probe pulse as the signal-limiting factor in non-destructive imaging. The situation is different if the goal is to take only one picture of a condensate. All groups reported their first observations of BEC using this “single-shot” technique. In this case, the figure of merit is not how much the condensate is heated during the probe pulse, but rather by how much is the image blurred due to recoil-induced motion.

If an atom in the sample scatters $N_p$ photons in a time $\Delta t$, it acquires a velocity of $v_{rec}N_p$ (where $v_{rec}$ is the recoil velocity) along the direction of propagation of the probe beam due to absorption, and a random (approximately isotropic) velocity $\sqrt{N_p}v_{rec}$. This random velocity $v_{rms}$ leads to a random position of $r_{rms} = v_{rms}\Delta t/\sqrt{3} = \sqrt{N_p/3}v_{rec}\Delta t$ [192]. A large number of photons $N_p$ per atom can be scattered if the pulse duration is short. This strategy finds its limit when the atomic transition is saturated. The acceptable amount of blurring depends on the required spatial resolution which is higher for a trapped cloud than for a cloud in ballistic expansion. Typical numbers for sodium are that 100 photons scattered in 50 $\mu$s give a final $v_{rms} = 30$ cm/s and
\[ x_{\text{rms}} = 9 \, \text{\mu m}. \]

**Optical pumping**  The scattering of many photons per atom gives high signal levels and results in a very good signal-to-noise ratio, making the optical system less susceptible to stray light. However, it can only be applied on a cycling transition. If the atoms are trapped in a different state, they can be transferred to the cycling transition by optical pumping.

Optical pumping was used by our group for two other reasons. In the imaging of spinor condensates (sect. 8.4 of [47]) atoms trapped in different hyperfine states were pumped into the same state for probing, allowing easy comparison of relative atom numbers without correcting for different transition matrix elements. Spatially selective optical pumping can also be used to select only a part of the cloud for subsequent absorption imaging. We used this method to get around the line-of-sight integration in normal absorption methods: a thin light sheet selected atoms by optical pumping in a tomographic way, and only these atoms absorbed the probe light which propagated perpendicular to the light sheet (fig. 27 of [47]). This method was necessary to image the fringes created by two interfering Bose condensates [58].

**Imaging in inhomogeneous magnetic fields**  When the temperature of the cloud is larger than the natural linewidth, the spectroscopic nature of light scattering becomes important. In this regime, the inhomogeneous trapping potential can “tune” the atoms in and out of resonance. This was the situation for the experiment on Lyman-\(\alpha\) spectroscopy of hydrogen in Amsterdam [193], and also for our first evaporative cooling experiments [162].

Figure E.4 shows the variety of spectroscopic absorptive shadows cast by identical clouds in a spherical quadrupole trap at different probe detunings. Some shadows are much larger than the rms size of the cloud. These figures nicely show resonant shells where the atoms are Zeeman-shifted into resonance with the probe light.

Temperature and density can be extracted by comparing experimental images to simulations. These simulations solve for the propagation of the complex electric field through a medium characterized by a susceptibility tensor which depends on the local atom density and magnetic-field direction. Simulations done by Michael Andrews [101] were based on the method used by the Amsterdam group [193] and explained all observed features (fig. E.4).

It was surprising that some spectroscopic images had a lower symmetry than the ellipsoidal cloud and exhibited swirl-like structures. These structures are due to the optical activity of the trapped cloud which rotates the polarization of the probe light. The symmetry of the cloud in the quadrupole trap would suggest that the intensity distribution of the transmitted light has an angular dependence of \(a_0 + a_1 \cos 2\phi\) (see eq. (21) in ref. [193]). However, there is a complex phase of the transmitted electric field which changes the angular dependence to \(a_0 + a_1 \cos (2\phi - \delta)\) causing the swirls seen in fig. E.4. This angle \(\delta\) was not considered in [193] but did not affect their angle-averaged results.
Figure E.4: Absorption images of clouds of sodium in a spherical quadrupole trap showing “swirls” and “resonant shells” (see text). Image (A) shows a cloud at $\sim 80\mu$K in a quadrupole field with $B' = 500$ G/cm probed with linearly polarized light detuned -97 MHz from the F=1 to F'=2 transition. Image (B) is a simulation of image (A). Images (C), (D), (E), and (F) show clouds at $\sim 500\mu$K in a quadrupole field with $B' = 250$ G/cm at different detunings. The experimental data is on top, and the simulation below. Image (C-F) were taken with -80, -40, 0, and +80 MHz detuning respectively. The true rms size of the cloud is similar to the black area in (E). The width of images (A) and (B) is 1.5 mm, and the width of images (C-F) is 5 mm. Figures taken from ref. [101].
Experimental aspects  The current generation of low-noise CCD cameras meets all the needs of current BEC experiments. With about 5 electrons rms noise per pixel, the camera is already shot-noise limited for more than about 50 detected photons per pixel. Usually the detection sensitivity is limited by bad probe beam profiles and imperfect image normalization (see appendix A of [47]) rather than sensor performance. Image-intensified cameras have nominally higher sensitivity for very small signals, but for more than ~ 50 incident photons per pixel, the higher quantum efficiency of CCD sensors (40%) compared to image intensifiers (15%) guarantees better signal-to-noise ratios.

The low noise of the camera usually requires a slow readout over several seconds. Rapid sequencing of non-destructive images is achieved by storing the whole sequence on the chip, and then reading it out slowly. For this purpose, the sensor is divided into an area for exposure and a much larger area for storage. The division is done by a mask, either on the sensor, or for more flexibility, in an intermediate image plane of the optical system. After exposure, the accumulated charge is shifted into the storage area. All CCD chips should be able to perform this shift (since this is the way the image is finally read out), but some are much faster than others. We have used this method to take series of images with less than 1 ms time steps.

Our imaging system is based on standard achromats which are limited to an f-number of four. We have found this to be a good compromise between resolution and flexibility. Imaging systems with smaller f-numbers are possible, but have smaller field of view and depth of field.
Appendix F

Optically Trapped Two-Dimensional Condensates

It has been suggested that the use of sheet potentials, created with scanned optical dipole beams, could possibly be used to study two-dimensional Bose condensates. In order to understand the feasibility of such experiments, we can perform the following evaluation. If we assume that a sheet condensate has a given width, length, and thickness, then two-dimensional behavior of the condensate is ensured if the density of the condensate is small enough such that the healing length is longer than the condensate’s thickness. This density limit results in a limit on the maximum number of atoms in the 2-D condensate.

In order to increase the maximum number of atoms allowed in a two-dimensional condensate, it is useful to decrease the laser power used to generate the trap — thereby expanding the volume of the condensate and allowing it to hold more atoms. Increasing the size of the condensate, however, means that the cloud’s thickness increases. So to maintain the two-dimensional character of the cloud, the density must be reduced in order to increase the healing length of the condensate by the same factor. If we assume that the laser generates a harmonic potential with an infinite well depth,
we find that as the laser power is reduced, the maximum healing length of a cloud with a given number of atoms increases at a faster rate than the thickness of the cloud. As a result, a weaker trap made with lower laser power can satisfy the criterion for two-dimensionality with a larger number of atoms.

The number of atoms allowed in a two-dimensional trap cannot, however, be made infinitely large simply by reducing the laser power to zero. This is due to the fact that the laser potential has a finite well depth, and if the power is reduced too far, the trap will become unstable. The maximum number of atoms in a two-dimensional potential can be calculated, then, by assuming that the healing length is just equal to the thickness of the condensate, and that the optical potential has a depth which is $f$ times the chemical potential of the trapped cloud of atoms. Although the first assumption implies that the condensate is no longer in the Thomas-Fermi limit, the Thomas-Fermi approximation can still be applied to obtain an order-of-magnitude estimate of the maximum number of atoms which can be held in a two-dimensional condensate. In the absence of gravity, we find that the maximum number of atoms is:

$$N = s \cdot \frac{z_R}{4\pi a} \sqrt{\frac{1}{f}}$$  \hspace{1cm} (F.1)

In this equation, $s$ is the ratio of the sheet condensate’s width to the condensate’s thickness (determined by the range over which the laser beam is scanned), $a$ is the s-wave scattering length of the atoms, and $z_R = \pi w_0^2 / \lambda$ is the Rayleigh range of the optical dipole beam ($w_0$ being the beam waist radius of the dipole beam focus). This optimum trap is generated with a total laser power of:

$$P = s f^2 \cdot \frac{2\pi^3 \hbar^2 |\Delta| c}{3MT \lambda_0^3}$$ \hspace{1cm} (F.2)

Note that the optimum power is independent of the beam waist of the laser. If we choose $f = 10$ (a reasonable number, just large enough to prevent rapid “evaporation” of the atoms over the edge
of the trap) and \( s = 10 \), we find that an optimized 2-D trap for sodium can be created with a beam from our Nd:YAG laser with a total power of \( \simeq 1 \) mW. Furthermore, if we desire to have at least \( 10^5 \) atoms in the trap, the criterion for a two-dimensional trap is achieved by focusing the laser to a beam waist radius of 17.8 \( \mu \)m, requiring a lens with an \( f/\# \) of 28. These parameters would result in a cloud with a density of \( 2.5 \cdot 10^{11} \) atoms/cm\(^3\) having dimensions of 8 x 80 x 630 \( \mu \)m, and having a healing length equal to 8 \( \mu \)m. The potential would be described by harmonic confinement in two axes (along the longest and shortest dimensions of the trap), characterized by the trapping frequencies \( \nu_x = 0.17 \) Hz and \( \nu_y = 14 \) Hz, and a box potential in the third axis, characterized by the 80 \( \mu \)m width of the condensate, resulting in a frequency spectrum of \( \nu_{1 \rightarrow n} = (n^2 - 1) \cdot 2.1 \) Hz.

The optical potential would have a trap depth of just 1.6 nK.

These parameters are within the range of our current setup. The extremely low trap depth could, however, make the trap extremely sensitive to beam-jitter induced heating [146] and to background gas collisions (see Section 3.1). Furthermore the potential gradient due to gravity, which was neglected in this analysis, is 150 times stronger than the maximum gradient of the dipole potential in the example given above. As a result, such a configuration would not be able to hold atoms against gravity.

If we add the additional criterion that the maximum potential gradient generated by the optical field be \( j \) times larger than \( Mg \), we find that the power given in Eq. (F.2) must be focused to a beam waist of

\[
\begin{align*}
  w_0 &= \left( \frac{sf^2\hbar^2}{2jM^2g} \right)^{1/3} \\
  &\text{(F.3)}
\end{align*}
\]

and we find that the maximum number of atoms is then:

\[
\begin{align*}
  N &= \frac{s}{4a\lambda} \sqrt{\frac{1}{f}} \left( \frac{sf^2\hbar^2}{2jM^2g} \right)^{2/3} \\
  &\text{(F.4)}
\end{align*}
\]
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For sodium trapped with 1064 nm light from a Nd:YAG laser, using the parameters $s = f = j = 10$, this requires a beam waist radius of 3.4 $\mu$m, requiring an $f/5.3$ focusing lens. With some care, this setup could be realized without much difficulty. Unfortunately, this setup gives a maximum number of just 3500 atoms, making observation of the 2-D condensates very difficult.

Alternatively, if the trapped atoms are spin polarized, gravity can be "nullified" by a magnetic field gradient such that $\mu B' = Mg$. For sodium in the $F = 1$ ground state, cancellation of gravity requires a magnetic field gradient of 8 gauss/cm. Maxwell’s equations, however, do not allow the creation of a field gradient in just the $y$ dimension (defined to be the dimension in the direction of gravity). As a result, a field gradient in $y$ must necessarily affect confinement in $x$ and $z$. The variation in the magnetic potential in $x$ and $z$ can be diminished without effecting the field gradient in $y$, however, by the addition of a large bias field in the $y$ direction. In the case of an axially symmetric field configuration, this would result in a field of the form

$$B = B_0 \hat{y} + B' \left( y \hat{y} - \frac{1}{2} x \hat{x} - \frac{1}{2} z \hat{z} \right)$$

resulting in the magnetic potential (to lowest order in $x$, $y$, and $z$) of

$$U_B = \mu (B_0 + B'y) + \frac{1}{2} m \omega^2 (x^2 + z^2)$$

where $\omega \equiv \sqrt{\frac{\mu B'^2}{4B_0 M}}$ is the harmonic oscillator frequency associated with the magnetic potential. The effect of the magnetic potential on the confinement of the atoms can be characterized by the magnetic potential’s harmonic oscillator length $a_{HO} = \sqrt{\frac{\hbar}{M \omega}}$. In the example above, in order to produce a sodium condensate with $10^5$ atoms, a condensate was discussed which had a length of 630 $\mu$m. In order to assure that the harmonic oscillator length of the magnetic potential is greater than this length, an incredibly large bias field of about 4000 tesla is required!
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