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Abstract
Given a switched network, e.g. a city grid with semaphores in its intersections or a packet network, each unit (car or packet) accumulates some delay while traversing the network. This delay is undesirable but unavoidable, which makes minimizing the total average delay of the network given certain constraints, a desirable objective.

In this work, we consider the case of periodic networks, meaning that in every traffic cycle inputs to the system are the same and we try to arrive to an allocation of phases in every intersection that minimizes the total delay per cycle.

We propose a model for such networks in which the delay is given as a function of external parameters (arrivals to the system) as well as internal parameters (switching decisions). Additionally, we present a distributed algorithm which makes use of messages passed between adjacent nodes to arrive at a solution with low delay, when compared with what is obtained when nodes take decisions independently.

Furthermore, dealing with large networks proves difficult to arrive to theoretical results. This distributed algorithm gives an insight on how one can analyze big networks by taking a local approach and determining bounds in smaller networks that are part of the big picture.
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Introduction

There are many kinds of networks, for example packet or car networks, where the units experience delay not only due to the time it takes to traverse the links but also due to waiting in the switching nodes. In these nodes, traffic coming from different inputs must be directed to various outputs while the rest of the traffic “waits”. This translates into delay.

This delay is unwanted but in most situations it is unavoidable. Because of this, it is important to design clever switching policies for the nodes in order to minimize the delay experienced by the traffic units (cars, packets, etc.). Many policies can be designed and they vary according to how much information from the state of the network they use, as well as their adaptability to change and the locality of their decisions. For example, in the case of car networks, solutions range from simple timed schemes where the traffic light switch on periodic intervals independent of the state of the road, to schemes where the number of cars in the intersections is measured and a central process determines the switching time for a large number of nodes.

All of these policies have their advantages and drawbacks, meaning that new solutions often differ considerably from current ones, depending on the available data as well as the complexity of the solutions that one is seeking. In this paper, we will consider a distributed, adaptable policy that uses little information about the current state of the network, and tries to minimize average delay per node. The fact that the policy is distributed, will allow us to analyze it's effect in localized sub-networks. That way, we can derive results without having to analyze the full network. This is important as similar analysis can be applied to other problems in which large systems are complex but they can be optimized locally.

To accomplish this goal, we will make a few assumptions about our traffic network. Namely, that the system exhibits a periodic behavior and that the system operates in a stable mode, without creating unbounded queues.

The policy will be tested using a simulator based on our assumptions for the network. To determine the performance, we will compare the system to certain benchmark situations and determine bounds for the performance of similar algorithms in general networks.
Throughout this paper, we will talk about cars to refer to the units and intersections to refer to the nodes. However, these terms can be exchanged by packets and switching devices. The major difference between these two kinds of networks is the reaction time (time between switches).

This paper is organized as follows. In chapter 1, past work on the area is summarized, as well as how these approaches led to good solutions or specific problems. In chapter 2, the model and naming convention that will be used in this paper are presented as well as diagrams to understand how some values are measured or calculated. In chapter 3, the model is analyzed theoretically and the algorithms based on the model are introduced here. Different algorithms for different situations are presented, with the more general policy (of which the others are particular cases) is presented in the end. In chapter 4, some of the algorithms presented are simulated in Python (information about the simulator can be found in Appendix A). An analysis of different bounds is also included in this chapter as benchmarks for the simulator, alongside with bounds obtained by analyzing the network locally. Finally, in chapter 5, conclusions about the work are presented alongside with different directions for future work.
Chapter 1

Background of road traffic network models and switching policies

The problem of traffic networks is one of resource access and allocation. In it, different units (cars) try to access a resource (a stretch of road, an intersection) at the same time while avoiding a collision. Because of this, rules regulating the usage of this medium have appeared and switching mechanisms (traffic lights) are used to provide some kind of fair switching. This signaling introduces delay in those units that must wait for their turn to use the resource; additionally, other questions arise such as the distribution of the units in queues and stability of these queues.

In this chapter, we present the different approaches to this problem that have been taken in the past. We begin with a summary of the different models for a single intersection that have been proposed taking into account different hypothesis. After that, we present the models and analysis applied to traffic networks (more than one intersection). Finally, we present different algorithms and policies that have been proposed to solve or mitigate one or some of the problems inherent to the resource sharing problem applied to road traffic.

1.1 Models for intersections

Analysis of traffic models for single intersections can be traced back to the 1950s. In [1] a first analysis of opposing traffic streams is made, and in [2] the distribution of the number of cars waiting at an intersection under certain hypothesis (namely, Poisson arrivals) is determined by the Borel-Tanner distribution presented in [3]. This derivation states that even though an intersection may discharge a queue of cars at a given rate which allows a certain number of cars to pass, a larger number of cars than the expected can pass through the intersection if they don’t accumulate in a queue, but arrive to the intersection once it is empty.

In [4,5], the queues formed at a fixed-cycle traffic light are analyzed. They arrive to the lengths of the queues as well as the delay experienced by cars waiting at an intersection as a function of diverse parameters of both the cars’ arrivals and the
intersection. The results in [4] are compared with observation. However, these are highly dependent on the model utilized for both cars and intersection.

These models present numerous methods to determine the state of an intersection as well as it’s output. However, they are highly dependent on the parameters as well as the model chosen. Even though the model may be correct for one intersection, given that the discharge pattern of traffic lights is in no way similar to the arrival pattern (except in the case of a green light with an empty queue), analyzing multiple cascaded intersections cannot be done using the same tools as presented above.

1.2 Models and analysis of traffic networks

The interaction between more than one intersection introduces new questions. When considering at least two intersections in tandem, the output of one intersection is the input for the next, and the assumptions about arrivals to it need to be changed (for example, they may not be independent).

In [6], its authors present a model for a city (traffic network) with cars that at every intersection perform a decision about which direction to take based on some probabilistic model. They also analyze the phenomena of dispersal of a platoon of cars as it travels along a road. These factors are the ones that render the hypothesis assumed in the previous section useless after the first intersection.

By utilizing Cellular Automaton [7, 8, 9] and based in the freeway model presented in [10], models have recently been presented in [11, 12] where the whole network is analyzed at a small scale, with roads and intersections being decomposed into multiple cells, and cars traversing the network following local rules. This kind of models and approaches have been used widely to generate switching policies based completely in local state.

1.3 Policy design for switching in intersections

When only one intersection is considered, the problem of switching is clearly local, as there’s only one location to take into account. As more intersections are added that relate by the links between them, the problem cannot be decoupled that easily, as the output of one intersection is the input of others. Additionally, the existence of loops (multiple routes from one intersection to another) makes the problem of timing a complex one.

The main question that these papers try to address is the following:

How to determine when different traffic lights in a network should be switched from one state to the next in order to minimize some function of the delay (maximum, average, etc.) in the network?

The problem of just two intersections in tandem is analyzed in [13, 14] using different
methods. In these papers, their authors determine what is the optimal offset between two intersections set in cascade in order to minimize the delay of cars waiting in the intersections. Even though a result is provided that allows to optimally choose the offset between the switching times via a simple calculation, concatenating more than two intersections using this method is infeasible.

Many mechanisms have been proposed in order to control traffic light scheduling. These include sensor loops at the beginning of the queues to detect presence of cars, to sensor loops in the middle of road links to detect length of queues. Moreover, distributed and centralized algorithms have been deployed in many cities. [15] presents a review of the different mechanisms that have been devised and implemented.

Lately, with the ubiquity of Cellular Automaton in diverse applications as well as with the models presented in [10, 11, 12], policies that operate as Cellular Automaton have been designed. These are distributed policies, and take into account the information that can be sensed directly from the intersection. An algorithm of this kind is presented in [16].
Chapter 2

Model of the problem

In the bibliography, there are numerous models that retain or remove different aspects of the system to simplify calculations or modify hypothesis. To analyze the problem and address the question presented in the previous section, we will simplify the system to a model that we can work with while retaining some of the characteristics of the system as well as maintaining the average delay as a quantity to minimize.

In our model, we will consider a grid of nodes, where cars arrive periodically to each intersection from every direction and after waiting for certain time, they go through the intersection until they reach another one or go out of the system. The quantity to optimize will be the delay that cars experience while traversing the network by waiting at the nodes and the variable to control this is the start of flow of cars for a specific direction for each intersection.

In this chapter we describe the model including the different parameters and variables in it as well as the way that the total delay is obtained from them.

2.1 Generalities of the model

The traffic network will be modeled by a grid of nodes (intersections). These nodes are connected in a way that traffic from a node can only go to its immediate neighbors (up, down, left, right). We will consider two cases, 1-dimensional and 2-dimensional. In the first case, we will index nodes by \( i \in \{0, 1, \ldots, N - 1\} \) and in the second case by \( (i, j) \in \{0, \ldots, N - 1\} \times \{0, \ldots, M - 1\} \). Figure 2.1 shows the indexing in both cases. To simplify notation in this chapter, nodes will be indexed by one number (can be thought of as unraveling the 2-dimensional grid indexes).

Traffic can only appear to, and disappear from the network in the nodes around the edge of it. This means that the flow of cars is conserved in every node in the inside of the grids. Additionally, we will assume that traffic does not take turns, that is, cars will always follow the same direction. This means that traffic that appears in one end of a given row in the grid will traverse the grid and go out at the other end in the same row, and similarly for columns.
At any given time, a node is in exactly one of two states: it is either letting flow go through in the up ↔ down direction or in the left ↔ right.

We will assume that traffic lights follow a periodic pattern. Each cycle of lights will have length 1 in each node, and will be composed of an interval of length \( \rho \) in which traffic flows in the left ↔ right direction and an interval of length \( 1 - \rho \) in which traffic flows in the up ↔ down direction. This \( \rho \) is a known parameter equal for all nodes. For a given node and a given direction, we will call the flowing phase the one where traffic in that direction can go through the intersection and the other phase will be called the blocking phase.

Given this periodicity, all values for variables should be taken mod 1 and differences in time between two points should be taken accordingly.

We will associate a direction \( d \) with the motion of cars and messages, according on where they come from. These directions will be \( d \in \{W, E, S, N\} \).

Traffic will approach a given node \( i \) periodically from direction \( d \) as blocks of tightly packed cars of length \( L_d(i) \), meaning that the cars experience no dispersion. This length is measured in time units, meaning that a block of length \( L \) will be discharged by a traffic light in time \( L \). The blocks only break apart when stopped by a traffic light.

Figure 2.2 represents a time diagram of an intersection with cars approaching periodically. The figure shows the traffic light pattern, the blocks of cars approaching the intersection (from \( W \), for example), and when cars go through the intersection.

In this model, we make two simplifying assumptions:

1. The system is periodic: cars arrive to the inputs of the system at the same point in the period in every period and lights in every intersection follow a periodic pattern.

2. The system is stable: in every node \( i \), \( L_W, L_E \leq \rho \) and \( L_N, L_S \leq 1 - \rho \). This guarantees that no cars accumulate in the intersection from one cycle to the next.
2.2 Node model

Every node will have a control variable $x(i) \in [0, 1)$ that specifies the start of the $W \leftrightarrow E$ cycle (we will call it the green cycle). This means that cars can flow in the $W \leftrightarrow E$ direction during the interval $[x, x + \rho)$ and can flow in the $S \leftrightarrow N$ direction during the interval $[x + \rho, x)$ (everything considered mod 1).

We consider the time that the head of each block of cars arrives at intersection $i$ from direction $d$ as $a_d(i)$ with $a_d(i) \in [0, 1)$.

2.3 Link model

We associate with each link a time value which is the time it takes each car to traverse said link. For the link between nodes $i$ and $j$, $\Delta(i, j)$ is the time it takes for a car to go from node $i$ to node $j$. For example, if the head of the platoon crosses node $i$ at time $y$ and node $j$ is immediately to the East of node $i$, then $a_W(j) = y + \Delta(i, j)$. Without loss of generality, we can assume $\Delta(i, j) \in [0, 1)$.

2.4 Delay model

The total delay (per cycle) incurred in a given node $i$ is simply the sum of the delays incurred in that cycle by the cars that wait in each of its inputs. We will call this delay $\delta$.

The delay per input per cycle is just the length of the block of cars that have to wait until the next start of traffic flow, multiplied by the time that the first car in the queue has to wait until said start. The expression for this delay takes different forms depending on the relations between $x$, $a_d$, $L_d$, $\rho$. Three situations can arise:

a) If the head of the platoon arrives in a period where the light is blocking, all cars
have to wait until the next flowing phase. Each car in the block will incur a delay equal to the waiting time of the first car of the platoon.

b) If the head of the platoon arrives in the flowing phase and the remaining time is greater than the length of the block of cars, no delay is incurred.

c) If the head of the platoon arrives in the flowing phase but the remaining time is less than the length of the block of cars, those cars that remain incur in a delay whose length is that of the blocking phase.

In Figure 2.3, the three cases are presented with the delay incurred by the platoon in each for a given input. We will call this per node delay \( \delta_d(i) \), and the total delay in node \( i \) per cycle is \( \delta(i) \).

## 2.5 Summary of notation

In Table 2.1 the different variables and parameters are summarized.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W, E, S, N )</td>
<td>Directions of traffic or messages. Indicates where it comes from.</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Length of the ( W \leftrightarrow E ) phase in the intersections.</td>
</tr>
<tr>
<td>( L_d(i) )</td>
<td>Volume of traffic approaching intersection ( i ) from direction ( d ).</td>
</tr>
<tr>
<td>( a_d(i) )</td>
<td>Time the block of cars reaches node ( i ) from direction ( d ).</td>
</tr>
<tr>
<td>( x(i) )</td>
<td>Start time of flow in direction ( W \leftrightarrow E ) in node ( i ).</td>
</tr>
<tr>
<td>( \Delta(i, j) )</td>
<td>Travel time between nodes ( i ) and ( j ).</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Total delay in the intersections per cycle.</td>
</tr>
<tr>
<td>( \delta(i) )</td>
<td>Total delay in node ( i ) per cycle.</td>
</tr>
</tbody>
</table>

| Table 2.1. Notation used for the different variables and parameters. |
Chapter 3

Analysis of the problem

In this chapter, we analyze both instances of the problem: the 1-dimensional and the 2-dimensional. For each case, we formulate the problem and proceed to analyze a solution for it.

In both cases, we will analyze traffic moving without encountering opposing traffic. The case of opposing traffic presents the difficulty that its analysis reverses the time line of each node the traffic goes through. We consider the case of cars going East and South.

3.1 1-dimensional grid

Assume a linear grid as the one presented in Figure 2.1. We will assume that traffic can only enter the grid from the left hand side and from the North in each node.

As we can take any reference point, assume that $a_{W}(0) = 0$ and all times are measured with respect to this. Between nodes $i$ and $i + 1$ we will have a delay $\Delta_{i}$. In Figure 3.1 there is an updated version of the diagram.

We will call $L_{W}(0) = L$ and $L_{N}(i) = L_{i}$ to simplify notation. Using the stability assumption, we have that $L \leq \rho$ and that $L_{i} \leq 1 - \rho$ for all $i \in \{0, 1, \ldots, N - 1\}$.

For each $i$, we need to select an $x(i) = x_{i}$. This means that the respective $a_{W}(i)$ for

![Figure 3.1. Representation of the 1-dimensional grid. Cars enter the grid through the left and above. The timing reference point is the entry time on the leftmost node from the West direction.](image-url)
the nodes will be

\[ a_W(i) \triangleq \begin{cases} 0 & \text{if } i = 0 \\ \sum_{k=0}^{i-1} x_k + \Delta_k & \text{otherwise} \end{cases} \]

In the following paragraphs, we will do slight transformations on the parameters and variables to show that there is a relatively easy way of optimizing the delay.

As the \( \Delta_i \) are constant, we can change the time coordinates in each node such that the cars arrive to the \( i^{th} \) intersection at time \( a_W(i) = \sum_{k=0}^{i-1} x_k \). This implies that the cars arrivals to the intersection from the North need to be modified to \( \tilde{a}_N(i) = a_N(i) - \sum_{k=0}^{i-1} \Delta_i \). Without loss of generality, we can call these new values \( a_N(i) \) transforming our grid into one with 0 delay between nodes.

In each intersection \( i \), the delay incurred by cars is a function of \( a_W(i), a_N(i), x_i, L \) and \( L_i \) and parametrized by \( \rho \) which is a known parameter. Then, given a function \( f \) for the delay in the following form

\[ \delta(i) = f(x_i, a_W(i), a_N(i), L, L_i) \]

we can transform the time coordinates in this node (note that the delay is independent of other nodes given the \( x_k \) values in previous nodes) to obtain

\[ \delta(i) = f \left( x_i - \sum_{k=0}^{i-1} x_k, 0, a_N(i) - \sum_{k=0}^{i-1} x_k, L, L_i \right) = f(\alpha, 0, \beta, L, L_i) \]

where \( \alpha \) and \( \beta \) are two independent variables in \([0, 1)\).

Using the breakdown in section 2.4, we have the following expression for \( \delta(i) \):

\[ \delta(i) = f(\alpha, 0, \beta, L, L_i) \overset{\Delta}{=} \begin{cases} 1_{\alpha \in [0,1)}(\alpha L) \\ + 1_{\alpha \in [1-\rho,1+L-\rho)}(L - (\alpha + \rho - 1))(1 - \rho) \\ + 1_{\alpha + \rho \in [\beta, \beta - (1 - \rho)]}(\alpha + \rho - \beta)L_i \\ + 1_{\alpha + \rho \in [\beta - (1 - \rho), \beta + L_i - (1 - \rho)]}(\beta + L_i - (\alpha + 1 - \rho))\rho \end{cases} \quad (3.1) \]

Note that whenever a difference is taken or an interval is considered, the periodic nature of the time line should be taken into account.

We can see that (3.1) is piecewise linear with respect to \( \alpha \) and \( \beta \) (that is, with respect to \( x_i \)) and the regions are also linear. Moreover, past is decoupled from future in the following sense: given \( \sum_{k=0}^{i-1} x_k \), \( \delta_i \) for \( i \geq j \) only depends on this value.

### 3.1.1 Optimization of the delay

Our goal is to find the values for \( x_i \) that minimize the total delay in the system. To do this, we will utilize the function \( f \) to calculate \( \delta(i) \) and then optimize utilizing dynamic programming.
Let \( g_j(t) \) be the minimum total delay obtainable between nodes \( j \) and \( N - 1 \) given that \( \sum_{k=0}^{j-1} x_k = t \). Then, we can optimize starting from the last node and going back, using the decoupling mentioned previously. In (3.2), the expressions for \( g_j(t) \) are shown and the optimum delay is simply \( g_0(0) \).

\[
g_j(t) \triangleq \begin{cases} 
\min_{y \in [0,1]} f(y, t, a_N(j), L, L_j) & \text{if } j = N - 1 \\
\min_{y \in [0,1]} g_{j+1}(x + y) + f(y, x, a_N(j), L, L_j) & \text{if } 0 \leq j \leq N - 2
\end{cases}
\]  

(3.2)

In each step, the optimization is over a piecewise linear function divided by linear constraints in a bounded square. The minimization gives rise to a piecewise linear function (in \( x \)) and the argmin is in each case a linear function (it traces the boundaries of the regions). Then, these messages are simple to encode, though may get longer if the network is too big.

In this way, we can find optimal values for \( x_i \) as well as the optimal delay \( \delta \). This can be done off-line as well as on-line sending messages backwards.

In each step of the dynamic programming algorithm, the regions may get more complicated while still being a linear optimization. This might mean more discontinuities in each step. Smoothing and weighing \( g_j(x) \) reduces the impact of these boundaries and attenuates the appearance of more discontinuities, with the cost of losing the linearity of the functions and regions.

### 3.2 2-dimensional grid

As stated before, we will consider the case of no opposing traffic. This means that traffic will only come into the system from the West and from the North.

For this case we will assume that \( \rho = \frac{1}{2} \), and \( L(i, j) = \frac{1}{2} \) for all nodes, meaning there is no idle time at any intersection. This assumption is just for simplifying the theoretical analysis.

To simplify the notation, we realize a transformation in the time axis of the form \( y \rightarrow y + \frac{1}{2} \) for the timing of the vertical (without loss of generality) direction times. This means that in each intersection, we can interpret it as the flowing and blocking phases being the same for both directions. As cars do not turn and the phases have the same length, this does not pose a problem.

As cars only travel in two directions, nodes will only have \( a_W \) and \( a_N \) defined. We will have delays between nodes of the following kind:

- \( \Delta_S(i, j) \) is the delay between nodes \( (i, j) \) and \( (i + 1, j) \). That is, going North to South.
- \( \Delta_E(i, j) \) is the delay between nodes \( (i, j) \) and \( (i, j + 1) \). That is, going West to East.
Then, we have that $a_W(i, j + 1) = x(i, j) + \Delta_E(i, j)$ and $a_N(i + 1, j) = x(i, j) + \Delta_S(i, j)$.

### 3.2.1 Delay model for a node

Given that there is no idle time in the nodes, calculating the delay for each input, based on the values for $a$ and $x$ is relatively straightforward.

There are two cases for the delay:

a) The head of the block of cars arrive to the intersection in the **flowing** phase.

b) The head of the block of cars arrive to the intersection in the **blocking** phase.

In Figure 3.2, we can see the delay incurred by cars in each of these cases.

Note that in both cases there is a factor of $\frac{1}{2}$. Given that this factor appears in all nodes in both inputs, we will divide the delay by this factor and not consider in the calculations. This is just a change of scale that obscures only the total value of the delay.

In Figure 3.3 we can see a plot of the delay (without the factor) as a function of the beginning of the **flowing** phase ($x$), parametrized by the times the cars arrive to the intersection from each direction.

We will call this function $\delta(i, j) := f(x; a_W, a_N)$.

### 3.2.2 Parallel network

We define a parallel network as one in which for each $i \in \{0, 1, \ldots, N - 2\}$, $\Delta_S(i, j) = \Delta_S(i)$ and for each $j \in \{0, 1, \ldots, M - 2\}$, $\Delta_E(i, j) = \Delta_E(j)$. This means that the grid satisfies that any shortest path (in terms of hops) from one node to another has the same delay.
Figure 3.3. Example of the delay per input and total delay in a node. Assuming values for \( a_N \) and \( a_W \), we can see in red the delay incurred by cars coming from the North, and in black the delay incurred by cars coming from the West as a function of the start of the flowing phase. In blue is the total delay in the node, as a function of \( x \).

**Theorem 3.2.1.** In a parallel network, the average delay per node, that is the total delay divided by the number of nodes, can be made to converge to 0 as the network grows \((N \to \infty, M \to \infty)\) by choosing the appropriate \( x(i, j) \).

**Proof.** We will show this by proving that for every interior node \((i, j \geq 1)\), appropriate values for \( x(i, j) \) can be chosen so that \( \delta(i, j) = 0 \).

For this proof we will assume a square network \((N = M)\) but the same proof can be realized for any network in which \( \frac{N+M}{NM} \to 0 \). Note that this is not true in the 1-dimensional grid.

To accomplish this, we proceed in the following way:

1. Select any value for \( x(N, N) \), for example \( x(N, N) = 0 \).

2. Determine the values of \( x(N-1, N) \) and \( x(N, N-1) \) such that \( a_W(N, N) = x(N, N) \) and \( a_N(N, N) = x(N, N) \). Select \( x(N-1, N) \) and \( x(N, N-1) \) according to that.

3. (a) Using the property of parallel networks, we know that there exists a \( x(N-1, N-1) \) such that \( a_N(N, N-1) = x(N, N-1) \) and \( a_W(N-1, N) = x(N-1, N) \). This is because both paths from \((N-1, N-1)\) to \((N, N)\) have the same delay. Select that \( x(N-1, N-1) \).

   (b) Select \( x(N-2, N) \) such that \( a_N(N-1, N) = x(N-1, N) \) and \( x(N, N-2) \) such that \( a_W(N, N-1) = x(N, N-1) \).

4. Continue with this procedure going towards the North and West of the grid (along the diagonals), selecting appropriately the values for \( x \) in such a way that cars arrive to the next intersection at the moment cars start flowing in that intersection.
Notice that this can be done with every node in the interior of the grid consistently, but because \( a_W(i, 0) \) and \( a_N(0, j) \) are inputs to the problem, there will always be some delay in those nodes.

We can take a really loose upper bound for the delay of each node as 1 (no group of cars will ever be delayed by a time larger than \( \frac{1}{2} \)). Then our total delay is \( \delta \leq 2N \) and then the average delay per node is bounded by \( \frac{\delta}{N} \).

### 3.2.3 Optimization algorithm

In a general network, the above procedure (used in parallel networks) will not work, as different paths will not have the same delay. Moreover, doing an optimization like the one in subsection 3.1.1 does not work because there is no way of providing a consistent ordering for the nodes.

To solve this problem, we will give an iterative procedure that will try to converge to the optimum allocation for \( x(i, j) \). This algorithm will proceed in a similar fashion to the one described in subsection 3.1.1 with the difference that, having two inputs in each node, we will fix each one in turn while we optimize on the other.

If the nodes worked independently of each other, looking at Figure 3.3 we can see that the optimal choice is any value between \( a_N \) and \( a_W \). In general, for any independent node, this will be the optimal choice (considering always the shortest interval in the periodic time). However, choices of \( x \) in a node determine the values of \( a_N \) and \( a_W \) in subsequent nodes. This makes the choice not so obvious, as different values in the segment \( [a_N, a_W] \) will produce different results. Moreover, it is possible that by not selecting optimally in a node, we can produce better results in the overall network.

For every node, we want to send a message upstream that quantifies what delay that node will incur in if traffic is sent at a specific time and the node operates optimally with that knowledge. These messages will accumulate the information received from downstream and condense it into one function.

Alongside the function \( f(x; a_W, a_N) \) we define the messages \( g_{(i,j)}(a_W) \) and \( h_{(i,j)}(a_N) \) as in (3.3) and (3.4) respectively, and taking value 0 when the corresponding nodes do not exist.

\[
\begin{align*}
g_{(i,j)}(a_W) : a_W \mapsto \min_x f(x; a_W, a_N(i,j)) + g_{(i,j+1)}(x + \Delta_E(i,j)) \\
+ h_{(i+1,j)}(x + \Delta_S(i,j)) \quad (3.3) \\
\end{align*}
\]

\[
\begin{align*}
h_{(i,j)}(a_N) : a_N \mapsto \min_x f(x; a_W(i,j), a_N) + g_{(i,j+1)}(x + \Delta_E(i,j)) \\
+ h_{(i+1,j)}(x + \Delta_S(i,j)) \quad (3.4) \\
\end{align*}
\]

These two messages are passed to the node immediately to the left and immediately above respectively, and encode the following information:

- The \( g \) messages tell the node on its left what the optimum delay will be if the cars
arrive at that intersection from the West with a given $a_W$.

- The $h$ messages tell the node above it what the optimum delay will be if the cars arrive at that intersection from the North with a given $a_N$.

Note that we include the delay between nodes to relate the received message with the corresponding delay function.

Using these messages, a node can determine the optimal choice for $x$ using (3.5). This is accomplished by assuming fixed inputs to the node and utilizing the messages to include in the optimization the effects of choosing one $x$ over another.

$$x^*(i,j) = \arg \min_x f(x; a_W(i,j), a_N(i,j)) + g(i,j+1)(x + \Delta_E(i,j)) + h(i+1,j)(x + \Delta_S(i,j))$$

(3.5)

Then, given values for $a_W(i,0)$, $a_N(0,j)$, $\Delta_E(i,j)$ and $\Delta_S(i,j)$ we have the following iterative algorithm to choose values for $x$:

1. Start with random values of $x$ for each node and compute the corresponding values for $a_N^0$ and $a_W^0$ for every node.

2. Repeat until “convergence”, for every time-step $t$:

   (a) Each node computes $g^{t+1}(a_W)$ using $a_N^t$ and $h^{t+1}(a_N)$ using $a_W^t$. Note that these messages are functions $[0, 1) \rightarrow \mathbb{R}$

   (b) Using the received messages, determine (in row-major order, for example) the optimal values of $x^{t+1}$, $a_N^{t+1}$, and $a_W^{t+1}$ using (3.5) as well as the delay between nodes.

This algorithm can be run in every node in a distributed way, as each node only needs to measure the arrival times to it. One may question the fact that nodes may need to know about the delays between each other, but this can be solved by sending the current arrival time to the upstream node along with the message. In this way, a node can calculate the delay to the next node by subtracting its start time $x$.

Note that while running this algorithm, the values of $x$, $a_N$, and $a_W$ change on every iteration, affecting the periodicity of the system. We could assume that these changes are small, for example by giving inertia to the change (and changing to the midpoint between $x^{t+1}$ and $x^t$, instead) or by taking a certain number of cycles to realize the changes.
Chapter 4

Simulations of algorithm for 2-dimensional grid

After defining the algorithm for choosing good values for \( x(i, j) \) we want to try it in different grids in order to see how efficient it is.

We can model a grid by having probabilities distributions in the links joining the nodes such that links communicating same pair of rows or same pair of columns have the same distribution. Then, a parallel network is one in which these distributions are deterministic.

In this chapter, we will analyze how the algorithm performs in different cases. To have a reference, we will first consider two cases to use as benchmark: completely random selection of \( x(i, j) \), and smart selection of \( x(i, j) \) with random input values.

For the simulations, we use a Python script that performs the iterations and the messages defined in subsection 3.2.3. The new \( x(i, j) \) is chosen in every iteration as the midpoint of the optimal new value and the old value. This simulator will be described in more detail in Appendix A.

4.1 Benchmarks

To benchmark the algorithm, we will consider the average delay (per node) in a system in which the arrivals to the node are random. We consider two cases: uniform random selection of \( x(i, j) \) or smart selection.

4.1.1 Uniform random selection of \( x(i, j) \)

In this case, we can get the total expected value of the delay (without the \( \frac{1}{2} \) factor) by looking at the delay per input given in Figure 3.3. Given \( a_W \) and \( a_N \), the expected delay per input will be \( \frac{1}{4} \) and then the expected delay per node is \( \frac{1}{2} \).

If we now consider \( a_W \) and \( a_N \) uniform in \([0, 1) \times [0, 1)\), we still have an expected delay per node of \( \frac{1}{2} \).
This benchmark assumes that the nodes share no information among each other and act disregarding any information from the state of the intersection.

### 4.1.2 Smart selection of \( x(i, j) \)

By smart selection we mean that even though the nodes don’t communicate with each other, for each value of \( a_W \) and \( a_N \), \( x(i, j) \) is chosen so that it minimizes the delay in that node. We consider that \( a_N \) and \( a_W \) are chosen uniformly in \([0, 1) \times [0, 1)\).

In this case, Figure 4.1 represents the values of the delay according to the values of \( a_N \) and \( a_W \). Taking the average with a uniform distribution in the unit square, we arrive at a total expected delay of \( \frac{1}{4} \) per node. We can see that this value is less (better) than in the previous section, as we are making a better choice in each node.

### 4.2 Simulation of parallel networks

In the case of parallel networks, we have Theorem 3.2.1 which tells us that a minimum result can be obtained with 0 delay in all the internal nodes.

If the algorithm defined in subsection 3.2.3 is of any use, it should converge to a solution that is close to this minimum, in terms of delay as well as choice of \( x(i, j) \). To verify this, we make use of a Python Script that runs multiple steps of the algorithm.

In all simulations, the values for the delays in every row and every column are chosen independently uniformly at random in \([0, 1)\). Similarly with the inputs \( a_W(i, 0) \) and \( a_N(0, j) \).

![Figure 4.1](image.png)
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**Figure 4.1.** This figure represents the values of the optimum (minimal) delay that can be achieved according to Figure 3.3 for each possible values of \( a_N \) and \( a_W \). This minimum is achieved by choosing for \( x \) any point in the shortest segment between \( a_N \) and \( a_W \), considering the segment \([0, 1)\) as periodic.
In Figure 4.2 we can see the results of different simulations of a parallel network. The images represent the delay of each node of the network at the end of the simulation for different values of $N = M$ as well as different discretization of the interval $[0, 1)$. For each node, a representation of the total delay in that node, with larger circles corresponding to larger delays, the radius being the delay in that node (going from 0 to 1).

We can see that the results obtained comply with those foreseen by Theorem 3.2.1. The total delay is not a good measurement value, since this is dependent on the number of iterations. However, for these cases (750 iterations), the value presented little change per step at the end of the simulation (less than 0.01 per step) and it was diminishing.

Figure 4.2. In these figures we can see the delay per intersection for square parallel networks of sizes $N = 30$ and $N = 50$. The delay is represented as a circle whose radius is equal to the total delay in that node. We can see that, save for small errors (due to numerical errors of the discretization), in all cases the algorithm converges to the expected results, which is almost no delay in the interior nodes and all delay in the input nodes. We see that the end delay is always lower than $2N$ (and also lower than $N$). We can see that for higher number of intervals in the partition of $[0, 1)$, the delay is lower.
4.3 Simulation of a general network

To simulate a general network, we will specify a non-deterministic probability distribution for the link delays.

The simplest case is to assume that all links are I.I.D. uniform in the interval \([0, 1)\).

In this situation, one could think that the optimal solution would be the one found in subsection 4.1.2, as the arrivals to every node are uniform in \([0, 1)\). However, this is not true as in the benchmark analysis, we consider just one node but in the algorithm, the information of the delay is used to optimize. Even though the delay is random, once an instance of the problem is selected, the delay is fixed in that instance and the relationship between the timing of the nodes can be used to improve the result of average delay below \(\frac{1}{4}\), meaning that the system is making use of the messages to achieve better performances than by just optimizing in each node.

In Table 4.1 we can see the average total delay after 50 runs of the simulator for different grid sizes, as well as the average delay per node. We see that the delay per node obtained is below \(\frac{1}{4}\).

### 4.3.1 Calculation of a lower bound

To calculate an expected lower bound for the delay presented by the algorithm, we will consider a \(2 \times 2\) grid, as seen in Figure 4.3. We are assuming that the major reason why the average delay cannot be brought down to 0 is because the two paths between nodes 1 and 4 present different delays, and this affects every \(2 \times 2\) sub-grid in the general network.

Because of this, the two inputs to node 4 behave as independent inputs. Assuming no delays in nodes 2 and 3, each input is the sum of two uniforms \([0, 1)\). However, due

<table>
<thead>
<tr>
<th>(N = M)</th>
<th>Average delay in 50 runs</th>
<th>Average delay per node</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>18.01</td>
<td>0.18</td>
</tr>
<tr>
<td>20</td>
<td>68.60</td>
<td>0.17</td>
</tr>
<tr>
<td>30</td>
<td>150.14</td>
<td>0.16</td>
</tr>
<tr>
<td>40</td>
<td>263.35</td>
<td>0.16</td>
</tr>
<tr>
<td>50</td>
<td>407.66</td>
<td>0.16</td>
</tr>
<tr>
<td>60</td>
<td>585.49</td>
<td>0.16</td>
</tr>
<tr>
<td>70</td>
<td>794.09</td>
<td>0.16</td>
</tr>
<tr>
<td>80</td>
<td>1034.83</td>
<td>0.16</td>
</tr>
<tr>
<td>90</td>
<td>1304.83</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 4.1. Average delay and average delay per node for 50 runs with varying grid size. We can see that the average delay per node is approximately \(\frac{1}{4}\), which is lower than the value obtained by optimizing each node independently. However, this value of \(\frac{1}{4}\) is not a theoretical result.
to the aliasing given by taking $\mod 1$, they both become uniform $[0, 1)$. This means that in this case, the inputs to node 4 will be uniform, giving a delay of $\frac{1}{4}$.

This value gives a minimum delay in the $2 \times 2$ grid of $\frac{1}{16}$.

One could argue that the large network is not composed of independent $2 \times 2$ grids, as messages communicate from one to the other. This could lower the bound, but analyzing this effect requires observing larger and larger subnetworks, which is what we are trying to avoid.
Chapter 5

Discussion and future work directions

In this paper we presented a model for a traffic network (grid) based on the assumptions of periodicity and stability. This model allowed us to develop an algorithm to choose an “optimal” scheduling for the traffic lights in order to minimize the delay incurred by cars traversing the network.

In the case of a 1-dimensional grid, this solution can be calculated exactly by realizing a series of linear optimizations. These can be realized off-line, providing a solution for the problem as soon as the parameters of the system are known. If an on-line solution is required, the algorithm presented in subsection 3.2.3 can be used.

For the case of the 2-dimensional grid, an iterative algorithm was designed (that can even be applied to cases of a 1-dimensional grid) which tries to locally minimize the delay while taking into account the impact of other nodes. This algorithm performs well, achieving a per node average delay below the benchmark obtained by optimizing each node individually in the case of uniform delays between nodes, and achieving the theoretical result in the case of a network with same delay in parallel links.

The information that each node needs to sense as well as the messages that it needs to pass on is considerably low. Each node only needs to receive messages, compute the new ones and send them upstream, as well as calculate its optimum value. This makes it a true distributed algorithm that can be implemented easily in each node.

Given the results obtained we see that we can optimize the delay by running local optimizations that yield a good per node value, at least when compared to the naive method of optimizing each node.

This distributed algorithm presents the additional advantage that it can adapt to changes in the inputs of the system, given that it starts by assigning a random solution when it starts and then propagating the information of the inputs through all the nodes affected by them. However, this may take a considerable number of time steps as the network grows larger.

As networks grow large, it is important to be able to bound the performance of
the algorithm and analyze the network via local approximations. Because of this, we developed a series of local bounds that allow us to determine the performance in a big network by trying to optimize smaller subnetworks.

In the future, the effectiveness of this algorithm could be analyzed when using non-uniform distributions for the delay within nodes. This will make it possible to bound and estimate the results that can be obtained in more classes of networks. Additionally, the algorithm can be redesigned to accommodate networks that are not grids, though it will require to develop a model on how the cars choose what path to take at each intersection.
Appendix A

Simulator

The simulator is composed of a Python script that reproduces the algorithm presented in subsection 3.2.3. The script is able to simulate grids of any size, with any kind of distribution for the delays between the links as well as the inputs for the nodes where cars enter the system.

To be able to create, pass on and minimize the functions, the time interval $[0, 1)$ is discretized into uniform intervals. The script allows to specify how many intervals are required, with the only constraint that this is an even number.

The simulator works in a distributed way, with every node calculating its own messages, passing them on and optimizing their delay function. The global control just iterates over every node and assigns the values of the inputs to the nodes (time of the head of the platoon) by observing the previous nodes’ switching time ($x$) as well as the delay between nodes. Note that in reality, this value is not calculated by the nodes, but it’s just the result of the cars going from node to node.

To address the fact that the system doesn’t maintain its periodicity in each step, the new switching time ($x^{t+1}$) is not the optimum value as calculated by (3.5), but it is the midpoint (using the shortest segment in the circle $[0, 1)$) between that value and the old value $x^t$. 
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