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Abstract

The gyrotron is a source capable of producing megawatt power levels at millimeter-wave frequencies for many important applications, including electron cyclotron heating and current drive in magnetic fusion devices. It is important that the gyrotron operates with high efficiency and provides a high quality output beam to minimize system size, maximize reliability and avoid additional losses in external systems. This thesis presents the experimental study of such a gyrotron designed to operate at MW power levels and whose initial 110 GHz operation was expanded to include operation at 124.5 GHz. To this end, a new set of components, including a cavity, mode converter, and output window were designed for operation at both frequencies. The cavity was designed using the code MAGY and the Q factors of 830 for the TE_{22,6,1} mode at 110 GHz and 1060 for the TE_{24,7,1} mode at 124.5 GHz would be suitable for CW operation in an industrial gyrotron. The mode converter consisting of a dimpled-wall launcher and 4 phase-correcting mirrors could theoretically produce an output beam with 99% Gaussian beam content at each frequency while a single-disc window was implemented with over 99.5% power transmission at both frequencies. The achieved output power in experiment was 1.1 MW at 110 GHz and 850 kW at 124.5 GHz for the design parameters of 96 kV and 40 A. At 98 kV and 42 A, the gyrotron achieved 1.25 MW and 1 MW at 110 and 124.5 GHz, respectively. Mode competition is typically a major limitation in such gyrotrons, and stable single-mode operation was demonstrated at both frequencies. At 110 GHz, the output beam had 98.8% Gaussian beam content, while at 124.5 GHz, the output beam quality was 94.4%. Another experiment within this thesis demonstrated the implementation of a mode converter with smooth mirrors that would be less susceptible to machining and misalignment errors. A Gaussian beam content of 96% was measured in that experiment.

In addition, a thorough study of the gyrotron start-up scenario was performed, for which experimental work had been lacking in the literature. The start-up scenario is the sequence of modes that are excited during the rise of the voltage pulse and is essential for the gyrotron to operate in its most efficient regime known as the hard self-excitation regime. This gyrotron operates nominally in the TE_{22,6,1} mode near the 110 GHz cutoff frequency with an axial field profile that is approximately Gaussian at the steady-state peak voltage. In experiments performed in the smooth mirror mode converter
configuration, lower frequency modes were observed at lower voltages as opposed to higher frequency modes as predicted by theory. Analysis of these modes showed that they are backward-wave modes far from their cutoff frequency which have higher order axial field profiles, i.e. TE21,6,3 and TE21,6,4 modes at frequencies of 108-109 GHz. The excitation of these modes was investigated and shown to be possible by using theory and single-mode simulations with the code MAGY. This discovery was important as these modes were not included in past code runs, and thus future improvements can be made to incorporate this effect.
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Chapter 1

Vacuum Electron Devices: Applications and Development

As is often the case, the boundaries of science and engineering are pushed forward by a never ending supply of new and exciting challenges and ideas that require new, innovative solutions. The field of vacuum electronics is no different. Technological and scientific advancements in a variety of areas have consistently established a push for new concepts to extend the capabilities of the state-of-the-art devices of the day. This was true in the infancy of the field and remains true to this day; therefore, before exploring the modern day demand for these devices, the historical development of early vacuum electronics should be discussed.

1.1 History of Vacuum Electronics

1.1.1 Early Developments: Diodes, Triodes, and Gridded Tubes

This story begins in 1873 with the culmination of the work of James Clerk Maxwell as he laid out his famous series of equations linking electric, magnetic, and optical phenomena. Maxwell’s equations predicted that electromagnetic fields propagate through space in the form of waves, a prediction which would be proven experimentally in 1888 by Heinrich Hertz. With these developments, the concept of wireless communication was born.
Early wireless communication was dominated by the spark-gap generator. The spark-gap transmitter is a simple and reliable device that charges a capacitor until the breakdown voltage of an air gap is reached and a current spark is discharged across the gap. The current spark excites a resonant circuit and generates a high frequency signal. Unfortunately, these devices also had their shortcomings, including power limitations and broad-band output signals that resulted in extensive interference with transmissions at neighboring frequencies. These shortcomings would lead to the eventual replacement of the spark-gap generator by alternative devices like Poulsen arc converters and high-frequency mechanical alternators. All of these devices, in turn, would eventually yield to vacuum tubes.

The first vacuum electron device actually preceded much of the aforementioned work and can be credited to Thomas Edison in 1893 when he observed, within an evacuated bulb, an electric current being drawn in between a heated filament and a conducting plate held at a positive voltage with respect to the filament. The current would eventually be identified as electrons being drawn from a cathode (the filament) towards an anode (the conducting plate). The “Edison effect,” now simply referred to as thermionic emission, would be the basis for the world’s first official vacuum tube developed in 1904 by Sir John Ambrose Fleming. The Fleming valve, or oscillation valve, employed a diode bulb, like that developed by Edison, to rectify high frequency oscillations, thus making the detection of transmitted signals much simpler. However, it would be Lee De Forest’s audion which would aid in the development of sensitive heterodyne receiver circuits [1, 2] and set the stage for future work in radio communication. De Forest found that a modulation grid could be inserted between the cathode and anode to control the flow of electrons. By applying a weak radio signal to this grid, an amplified signal would appear between the cathode and anode. De Forest’s device was not a true vacuum tube though, as he asserted (incorrectly) that a small amount of gas in the tube was essential to its operation. Nonetheless, it was through work to improve the audion that the first triode
vacuum tubes would be developed. These triodes were also the first demonstration of amplification of a radio signal, and they found a plethora of uses: from radio communications transmitters/receivers to consumer electronics.

As communication systems continued to evolve through the 1930s, the benefits of pushing for higher frequency operation were obvious. A higher frequency system would be capable of transmitting more information and would also provide a higher antenna gain, which would either yield larger transmitted signals or allow for the implementation of smaller antennae. As the development of gridded tubes for this application continued, the limitations of the devices also became apparent. Increases in both inductance in the wires and capacitance between the electrodes at higher frequencies limited the device’s capabilities. However, the major limitation was the sharp degradation in performance that occurred when the electron transit time between the electrodes became longer than the period of the grid input signal [3]. While gridded tubes would continue to have a variety of uses for many years to come, the push for higher frequency devices would require some new concepts.

1.1.2 The Golden Age of Vacuum Tubes: Magnetrons, Klystrons, and Traveling-Wave Tubes

The new concepts to advance the field of vacuum electronics involved the replacement of the wires and electrode plates of the gridded devices with interaction structures like resonant cavities and waveguide. Cleverly designed structures facilitated the interaction between streaming electrons (an electron beam) and an electromagnetic wave within the structure and allowed for the power in the electromagnetic wave to be coupled out of the device.

One of the most important devices of our time, the magnetron, arose in this era. The first magnetron was developed in 1920 by Albert Hull as he experimented with the magnetic control of electrons in vacuum tubes. The simple two-pole Hull magnetron
consisted of a cylindrical heated cathode held at a large negative potential surrounded by a hollow cylindrical copper anode with a magnetic field along the axis generated by a permanent magnet [4]. Due to the orientation of the fields, magnetrons are classified as “crossed-field devices” and are an example of a crossed-field oscillator. While such magnetrons found their use, it wasn’t until the invention of the cavity magnetron that the true power of the magnetron was unleashed.

Figure 1-1: Model of a cavity magnetron. The cathode is located in the center of the device surrounded by the electron drift space, and 8 cylindrical cavities are built into the anode. A coaxial waveguide located in one of the cavities is used to couple the microwave power out of the device. Adapted from [5].

While many researchers worldwide had worked on the development of the cavity magnetron, some even filing patents, it was the work of Britons John Randall and Harry Boot in 1940 that truly demonstrated the device’s capability. The modification introduced by Randall and Boot was to place several cylindrical resonating cavities in the form of cut-out “chambers” periodically along the inner surface of the anode [6]. A sample magnetron schematic is shown in Figure 1-1 where the anode cavities are visible as well as the central cylindrical cathode and a coaxial output waveguide to extract the microwave power from
one of the cavities. The poles of the permanent magnet are located at the top and bottom of this assembly to generate the axial magnetic field. Due to the applied voltage and magnetic field, the electrons are drawn from the cathode and spiral around the drift space, and, as they pass an opening, they excite electromagnetic fields in the cavity. The combined excitation of the cavities results in a traveling electromagnetic wave which will tend to bunch the drifting electrons in space, allowing for the generation of coherent microwave power. These magnetrons instantly surpassed the capabilities of other devices with their ability to generate upwards of $10^3$ kW power at a $10^2$ cm wavelength (3 GHz).

While the benefits of pushing towards centimeter-wavelength radar systems had been obvious for some time, the lack of a suitable source had limited development, that is, until the invention of the cavity magnetron. In fact, many consider the cavity magnetron to be one of the most important technological achievements of our time due to its influence on the outcome of World War II [7].

One of the critical battlegrounds of World War II was not located on the ground at all, but in the skies above, and the key to victory in this arena was radar. Shortly after Randall and Boot’s invention, the General Electric Company in Wembley, England was contracted to develop the tubes, however with Britain’s industrial manpower and resources severely stretched thin, developing radar systems was a daunting task. Sir Henry Tizard, a British scientist and high ranking advisor to the Air Ministry, proposed a solution: share some of Britain’s most guarded technological secrets in order to tap into the (then neutral) United States industrial complex. After acquiring Churchill’s approval, the team for the “Tizard Mission” was assembled and the mission scheduled to proceed. The cargo would include a number of designs and reports relating to rocketry, submarine defense, and radar, however the most prized item would be “Magnetron Number 12”. The team arrived in Halifax, Nova Scotia, Canada on September 6, 1940, one night before the Bombing of London began. Several meetings ensued with a variety of American and Canadian delegations as the secrets were divulged and the capabilities of the cavity
The cavity magnetron was demonstrated. The cavity magnetron was capable of producing several times the power of comparable technologies in the US, and thus Bell Telephone Laboratories was immediately contracted to produce copies of the device, while many manufacturers would also follow suit shortly thereafter.

Perhaps the most important immediate result of the Tizard Mission was the establishment of the Radiation Laboratory on MIT's campus. Many of the US's brightest microwave scientists converged on Cambridge, Massachusetts where the primary project for the "Rad Lab" would be a 10-cm radar detection system for fighter aircraft. Within six months, a radar system was developed and tested on aircraft. After some integration with parallel efforts by British scientists, a final radar system, the SCR-720, was ready for manufacturing and deployment. This radar system, far more advanced than anything developed previously and far more capable than any German or Japanese radar, would help ensure British and American air dominance in both Europe and the Pacific [8]. The Rad Lab would also be responsible for many more advances, including the development of ground-based anti-aircraft gunnery capable of detecting and tracking aircraft at distances up to 20 miles that further ensured Allied air supremacy. While the Rad Lab would close shortly after the war, its impact was lasting [9].

The cavity magnetron would have a lasting impact as well. The magnetron is, by far, the most ubiquitous vacuum electron device to this day, as one is at the heart of the millions of microwave ovens found in households around the world. These magnetrons typically operate at a moderate ~1 kW output power and at a frequency of 2.45 GHz (not far from the 10 kW, 3 GHz Randall and Boot tube developed over 70 years ago). Magnetron development continues to this day, as companies like Communications and Power Industries (CPI) manufacture magnetrons ranging from 915 MHz to 35 GHz in frequency and at power levels from 100 watts to 35 MW for a variety of applications, like air traffic control and weather radar [10]. Research in magnetrons is also ongoing as
scientists and engineers apply new, novel concepts to magnetron design and imagine new applications for their devices [11-14].

Figure 1-2: Schematic of a klystron and “Applegate” diagram showing the velocity modulation of electrons due to a voltage applied at the input gap. Adapted from [15].

Around the same time as magnetron development was underway, another device was emerging in the US. After completion of a prototype in 1937, the Varian brothers, Sigurd and Russell, working at Stanford University at the time, published the invention of the klystron in 1939 [16]. The simplest klystron is the two-cavity klystron amplifier. It functions by passing an emitted electron beam through a “buncher” cavity, where a weak radio frequency (rf) input field is present. The rf field will alter the electron velocities causing spatial bunching of the electrons as they propagate through a magnetically-confined drift space. When the modulated electrons arrive at the second “catcher” cavity, an electromagnetic wave is generated at the same frequency as the input signal resulting in a much larger rf output from this cavity. A schematic of this simple klystron configuration
is shown in Figure 1-2. The “Applegate” diagram shows the velocity modulation of electrons due to a voltage applied across the input gap [17]. For improved performance, a klystron may employ intermediate cavities to help bunch the beam or it may even operate as an oscillator by omitting the rf input signal and, instead, adding coupling between the cavities. It is no wonder that the klystron obtains its name from the Greek verb “klyzo,” which expresses the breaking of waves on a beach, since the waves (bunches) of electrons crash when they reach the catcher cavity and give up their energy.

Klystron development through the 1940s would yield significant boosts in the device’s capabilities, and by the latter part of the decade, a klystron producing over 20 MW of pulsed power at 2.857 GHz was achieved [18]. These klystrons would find an immediate use in linear accelerators. Linear accelerators are important tools in experimental particle physics research, work which continues to this day with ever-advancing accelerators; however, beginning in the 1950s, they would also find a use in the medical field, as scientists and doctors experimented with their use for cancer radiation therapy due to the large X-ray output of the device. The high power output of the klystron at cm wavelengths, far greater than the magnetron, also made them ideally suited for the radar community, and, thanks to its ability to utilize more complex waveforms and to operate multiple devices in parallel, the klystron allowed for significant advances in radar architectures throughout the 1950s [19]. Other more modern uses for the klystron include television signal transmission and many communication systems operating in the 1-12 GHz range. While work with high power klystrons continues, one of the modern directions in klystron research is in compact and efficient extended interaction klystrons (EIKs) designed to operate at much higher frequencies than a conventional klystron. EIKs have demonstrated the capability of producing kW peak power levels at 94 GHz [20] for uses which include airborne satellite communication uplinks and radar imaging systems.

There is one other device of note that arose in this era of vacuum electronics, and that is the traveling-wave tube (TWT). The TWT, like the klystron, is an amplifier,
meaning that the electron beam interacts with and gives up energy to a weak input rf field. In a typical TWT, the electron beam travels axially down the device, while the rf field travels through some sort of periodic circuit, often a spiraling helix or a series of cavities coupled along one side that snake along the axis. A schematic of a sample helix TWT is shown in Figure 1-3. The periodic circuits act to reduce the axial phase velocity of the rf field and match it to the velocity of the electron beam, allowing for spatial bunching of the beam and coherent amplification of the rf input. This results in a distributed interaction over the length of the device and allows the device to operate with a relatively large bandwidth, meaning that the device can yield excellent amplification for a wide range of input frequencies.

Figure 1-3: Schematic of a helical TWT. A Pierce gun consisting of an anode and a heated cathode emits an electron beam along the axis of the device. The electron beam interacts with rf power input into a helical circuit which amplifies the rf fields over the length of the device. The spent electron beam is then captured by a collector. Adapted from [21].

Early TWTs used a helical geometry, with the earliest work being attributed to Rudolf Kompfner during World War II [22]. Work on the TWT continued at Bell Labs
through the 1940s, and by the latter part of the decade, the helical TWT had demonstrated 23 dB of gain (200 mW output power) at 3.6 GHz with a bandwidth of 800 MHz [21]. While not necessarily capable of the power levels of the klystron, the TWT is a compact and robust device capable of moderate output powers with large bandwidths, and therefore these early TWTs would find a use as transponders on satellite communication systems as well as other airborne radar and communication systems [23].

The modern day helical TWT is generally limited to frequencies less than 100 GHz and kilowatt power levels due to the power handling capabilities of its components, however coupled-cavity TWTs are capable of MW power levels at S-band and C-band in pulsed operation, with similar average power capability to the klystron in this range. Nonetheless, the fact that the device’s geometry must scale with the shrinking wavelength at higher frequencies further compounds issues with heat conduction as well as beam formation, and structure fabrication and assembly. Still, the attractive attributes of the TWT have continued to drive research in the field with hopes of compact, reliable devices at higher frequencies. One potential area for advancement is in the interaction structure. While a conventional coupled-cavity TWT producing over 100 W in the 80-100 GHz frequency range has been demonstrated [24], experiments are underway at MIT for the development of an overmoded coupled-cavity TWT to produce 300 W at 94 GHz [25]. By adding mode selectivity to the structure, some dimensions may be larger thus easing the fabrication of smaller features and also providing the opportunity to scale the device to higher frequencies before encountering limits imposed by machining capabilities and heat dissipation. Additionally, research into more advanced machining techniques can yield progress in the development of high frequency TWTs as researchers at the Naval Research Laboratory are currently in the midst of experiments on a 60 W, 220 GHz folded-waveguide TWT [26]. Another recent TWT-based device has even demonstrated the capability of generating 100 mW of power at 650 GHz [27].
Despite thriving in this “golden age”, one final invention from the 1940s, the transistor, would spell the end to any dreams researchers might have had of a world whose technology was based solely on vacuum electronics. While the magnetron is aptly described as one of the most important devices arising in the 20th century, the transistor is oftentimes referred to as the single most important discovery of the 20th century.

1.1.3 The “Death” of Vacuum Tubes

Perhaps the term “death” is a bit excessive and misleading, but when John Bardeen and Walter Brattain experimentally observed the world’s first functioning transistor in 1947, leading themselves and William Shockley to the 1956 Nobel Prize in Physics, the reverberations of the discovery were felt throughout the scientific world. By placing two gold point contacts on a small slab of semiconductor, in this case germanium with dimensions on the order of half an inch, Bardeen and Brattain were able to observe an amplification of a signal by a factor of several hundred. This tiny transistor would serve as the fundamental building block for a new generation of solid-state devices, providing complex switching and amplifier circuits in a substantially more compact package than could be accomplished using any vacuum electron device. By the mid-1950s, the transistor was taking over the world of consumer electronics. Gone were the large, bulky vacuum tube radios, as they were replaced by new, portable, transistor radios. Not only is the transistor much smaller and more reliable than many vacuum tubes, but it is also incredibly easy and cheap to make, paving the way for modern electronics and today’s computing capabilities. Over time, feature sizes have shrunk from millimeters to microns and then to nanometers, with millions, and even billions, of transistors now being placed on a single chip.

A vacuum tube could never hope to match transistor technology for such applications, but solid state electronics are not limitless. In fact, there are two major limitations to solid-state devices. Even at modest frequencies, the power handling
capabilities of solid-state devices are limited; therefore, when very high powers are necessary, often times some sort of vacuum tube based technology is necessary. At the same time, as the wavelength gets smaller and smaller and approaches the feature size of some components, many fundamental approximations in the design and operation of solid-state circuits break down. This results in a sharp degradation in performance of these devices at higher frequencies. Therefore, while solid-state devices may have become the obvious technology of choice for the plethora of low frequency and relatively low power applications, some exciting research areas still exist that require high power and/or high frequency sources.

Thus, the invention of the transistor did not kill off the field of vacuum electronics at all. Rather, it encouraged a renewed focus on particular areas of the electromagnetic spectrum that would usher in a new generation of vacuum electron devices where exciting new applications awaited.

1.1.4 Modern Vacuum Electronics: The Electron Cyclotron Maser and Gyro-Devices

Through the 1950s, the groundwork for a new type of interaction was being laid out by the likes of Twiss [28], Schneider [29], and Gaponov [30]. These works described the possibility of negative absorption of electrons rotating (gyrating) around a magnetic field, i.e. the electrons could give up energy by exhibiting a bunching around their orbit of the magnetic field lines. Unlike a slow-wave device, such as the TWT, where the rf field has a phase velocity that is slowed to interact with the electrons, this interaction could take place between the electrons and fast waves (rf waves where the phase velocity is greater than \( c \), the speed of light), like those that occur due to the excitation of a waveguide mode in a metallic cavity. While some early experiments may have witnessed this orbital phase bunching mechanism [31-33], it was the experiment by Hirshfield and Wachtel in 1964 that confirmed its existence and applied the moniker “electron cyclotron maser” to the device.
In their experiment, the electron beam is first passed through a periodic corkscrew which acts to transfer some of the electrons axial kinetic energy into transverse motion. The electrons then encounter a large magnetic hill which compresses the beam adiabatically and increases the beam’s transverse energy as it passes through a closed cylindrical interaction cavity in the center of this region of high magnetic field. Unfortunately, while this experiment did manage to demonstrate the implementation of this new type of interaction, a mere 10 mW of output power was achieved at a frequency of 5.8 GHz. This was hardly comparable to any conventional microwave tube and caused many laboratories to lose interest in this work [35]. A new configuration would be necessary to reach the goal of a practical cyclotron maser device.

The next big step would be taken under the Iron Curtain in the USSR in the 1960s. The configuration developed by the Russian scientists involved the formation of an annular electron beam using a magnetron injection gun (MIG) which propagates helically through an open cavity resonator located in a large axial magnetic field [36, 37]. The device that they invented is now known as the gyrotron or, more specifically, a gyrotron oscillator, and is also sometimes referred to as a gyromonotron. Given the status of foreign relations in this era, information did not necessarily flow freely from the Soviet Union, and much of the early work on gyrotrons stayed within its borders. Gyrotron development in Russia in the 1970s was largely successful as they investigated issues like cavity profiles and the effects of electron velocity dispersion and eventually realized devices capable of generating kilowatts of power up to 300 GHz [38-41]. In 1977, the Russian scientists would finally share their developments with the western world [42] and spark a renewed interest in the field, both in academia and in industry [43]. Research took off in a number of directions. The linear theory [44, 45] and non-linear theory [46] of gyrotron operation were revisited and the design potential was explored [47, 48]. At the same time, experiments were underway in a number of different laboratories. A number of gyrotrons quickly surpassed 100 kW of output power: a pulsed 140 GHz gyrotron at
MIT [49], and long-pulse gyrotrons like the 35 GHz tube at the Naval Research Laboratory [50], the 60 GHz tube at Varian Associates (now Communications and Power Industries) [51], and the 100 GHz tube at Thomson-CSF (now Thales) [11, 52].

Since the gyrotron is the basis of this thesis work, an in depth look at modern day gyrotrons and their applications will follow in the subsequent section, but even in the early days of gyrotron development, a niche had already been carved out that other devices could not match. It is also noted that a whole series of other gyro-devices exists similar to the different types of conventional tubes: devices like the gyro-klystron, gyro-TWT, and gyro-BWO (backward-wave oscillator) have all been realized and have demonstrated tremendous potential; however, discussions here will remain focused on the gyrotron oscillator.

1.2 Gyrotrons: Applications and Achievements

1.2.1 Microwave sources

In the previous section, the development of a number of different types of sources was outlined, and in many cases, development of these sources continues to this day. The ultimate decision on which source fits an application can be based on a number of factors. There are obvious constraints, such as the device’s capability of providing the necessary output power at the required frequency, and more subtle issues, like bandwidth requirements or size and weight constraints. In most practical cases where a number of sources are available, the source that is the cheapest and easiest to fabricate will be selected. The capabilities of a number of solid-state and vacuum electron devices are shown in Figure 1-4. In this figure, it is clear that there is a distinct region in which the gyrotron is the only device capable of operation. Indeed there are numerous important and exciting applications that require sources in this region. For simplicity, gyrotrons can be broken down into two different classes: high-power megawatt class gyrotrons at frequencies from 10 to 200 GHz, and high-frequency gyrotrons with modest power outputs.
(on the order of watts) and frequencies in the 100s of GHz and approaching 1 THz. The region between 300 GHz and 10 THz is often referred to as the “Terahertz Gap,” due to the lack of available sources at these frequencies. In Figure 1-4, the lower end of the gap is apparent as solid-state and even gyro-devices see their power capabilities roll off at higher frequencies. The other side of the gap is lasers. Lasers can provide significant power at much higher frequencies, however their performance degrades sharply as the wavelength gets longer, and can only produce negligible power as the frequency approaches 1 THz. While gyrotrons may someday fill the need for terahertz sources for applications like detection of cancerous tissues, chemical identification, and imaging systems that can see through clothing and other non-metallic materials, these applications still remain largely undeveloped. It is important, now, to explore the applications that have pushed gyrotron development through the years, and continue to do so to this day.

Figure 1-4: Comparison of the average output power vs. frequency for many solid-state and vacuum electron devices. Modified from [53].
1.2.2 Megawatt Gyrotrons for Fusion

From the earliest days of the gyrotron in Russia, one of the main driving forces behind the device was to fill the need for high power and high frequency sources for magnetic fusion experiments. As soon as gyrotron technology spread to the rest of the world, its value as a resource for fusion research was also apparent and continued to drive the technology forward to higher frequencies and powers [54, 55].

For the uninitiated, nuclear fusion is a promising renewable power source for the future based on the reaction where two hydrogen isotopes fuse together to form a helium atom and a neutron while emitting a relatively large amount of energy. Nuclear fusion could promise clean power free of environmentally harmful emissions, like those that occur in the burning of fossil fuels, and free of radioactive byproducts, like the spent fuel of a nuclear (fission) reactor. While the fusion reaction is naturally occurring, it is extremely rare at standard temperatures and pressures. Therefore, fusion scientists are exploring two main avenues of achieving the goal of a reactor that could produce practical amounts of energy. No matter which path is taken, in order to reach practical reaction rates, a large energy input into the system is required. The first obstacle towards fusion is reaching the “ignition” point, meaning that the fusion reactions are producing more energy than was put into the system and the reaction could be self-sustaining (given the right conditions, of course). One option is inertial confinement fusion, which attempts to generate significant fusion energy by heating and compressing a hydrogen fuel target with large amounts of laser energy. The National Ignition Facility (NIF), which strikes fuel targets with 192 laser beams, was recently built and experiments are ongoing to attempt to achieve ignition [56-60]. The other option to achieve ignition is magnetic confinement fusion. In this type of system, the fusion fuel is heated significantly and becomes a plasma, which is a state of matter where the atom breaks apart and exists as two distinct species: ions and electrons. Since both species are charged, the heated fuel can be confined by magnetic fields and behaves much like a fluid. A variety of ways exist to heat the plasma,
all coming with their own technical challenges and limitations. Some examples include Ohmic heating, ion cyclotron heating, and lower hybrid heating. However, it is electron cyclotron heating (ECH), also called electron cyclotron resonance heating (ECRH), which is made possible by gyrotron technology.

Electron cyclotron heating involves the transfer of energy from electromagnetic waves to the fuel’s electrons by means of a cyclotron damping, or collisionless damping, mechanism. This energy transfer can take place when the frequency of the wave is approximately equal to the cyclotron resonance frequency of the electrons and is proportional to the strength of the magnetic field. ECH presents several advantages over other types of plasma heating. First, due to the variation in magnetic field strength throughout the plasma, ECH allows for localized heating since the resonant frequency will only match the electromagnetic waves in a specific region. A second benefit of ECH technology is that the ECH power is easy to transmit to the fusion reactor and can be launched into the plasma from a safe distance, in contrast to other heating mechanisms which may require launching antennae to be placed directly adjacent to the plasma [35].

Development of fusion gyrotrons, though, is no easy task. These experiments demand high power, ideally at or above 1 MW, to minimize the required number of gyrotrons and long pulse lengths, on the order of seconds. Such operating conditions place a tremendous heat load on the device. In addition, the magnetic fields in the fusion experiments are quite powerful, typically 4 T or larger, meaning that the ECH frequency is over 100 GHz. Some examples of active ECH systems include the DIII-D tokamak at General Atomics in San Diego, CA which has six 1 MW gyrotrons operating at 110 GHz, a 1.2 MW gyrotron at 110 GHz and a 1.5 MW, 117 GHz gyrotron under development [61], the ASDEX Upgrade tokamak in Germany which has four 0.7 MW gyrotrons operating at 140 GHz [62], and the LHD stellarator in Japan which has four 0.4 MW gyrotrons operating at 168 GHz [63]. The requirements for future ECH systems will be even more challenging for the gyrotron community. The upcoming international ITER tokamak, for which
construction has recently begun in France, will have a 170 GHz ECH system with twenty-four 1 MW gyrotrons capable of continuous-wave (CW) operation for up to 100 s [64, 65]. Another project, the W7-X stellarator in Germany, is also placing a heavy demand for gyrotrons, as it plans to implement 10 1 MW gyrotrons capable of CW operation for up to 1800 s for its 140 GHz ECH system [66].

Research and development for the next generation of fusion gyrotrons is well underway in the United States, Europe, Russia, and Japan. The latest results reported by the various groups are shown in Table 1-1. ITER gyrotrons built in Japan and Russia have already met the specifications, and the outputs produced by these state-of-the-art gyrotrons are constantly improving due to the current feverish pace of research with production deadlines for ITER looming near. However, it should be noted that this has been no easy task and a great number of technological hurdles have been overcome to improve the efficiency and stability of these devices. Optimism is high as gyrotron research puts an eye towards the next generation of fusion gyrotrons.

Table 1-1: Reported results for long pulse, MW power level gyrotrons.

<table>
<thead>
<tr>
<th>Institution</th>
<th>Frequency</th>
<th>Power</th>
<th>Pulse Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAEA (Japan) [67]</td>
<td>170 GHz</td>
<td>1.0 MW</td>
<td>800 s</td>
</tr>
<tr>
<td>CPI (USA) [68]</td>
<td>110 GHz</td>
<td>1.2 MW</td>
<td>10 s</td>
</tr>
<tr>
<td>CPI (USA) [69]</td>
<td>140 GHz</td>
<td>0.9 MW</td>
<td>1800 s</td>
</tr>
<tr>
<td>GYCOM (Russia) [70]</td>
<td>170 GHz</td>
<td>1.0 MW</td>
<td>500 s</td>
</tr>
<tr>
<td></td>
<td>170 GHz</td>
<td>0.9 MW</td>
<td>1000 s</td>
</tr>
<tr>
<td>KIT (Germany) [71]</td>
<td>140 GHz</td>
<td>1.0 MW</td>
<td>350 s</td>
</tr>
<tr>
<td>KIT (Germany) [72]</td>
<td>170 GHz</td>
<td>2.2 MW</td>
<td>1 ms (prototype)</td>
</tr>
</tbody>
</table>

In addition to simply heating the plasma, the ECH power has also been shown to provide some other beneficial effects in fusion experiments. For example, when a resonant electron absorbs rf power from the ECH system, its velocity increases only along
one axis. By selectively heating electrons moving in one direction, a net current can be achieved and this process is known as electron cyclotron current drive (ECCD) [73]. Fusion scientists have discovered a number of phenomena through experiments that have highlighted the challenges of controlling and sustaining a plasma for a viable fusion reactor. Many performance degrading instabilities have been observed, like the neoclassical tearing modes (NTMs) that may break up the magnetic surfaces that confine the plasma [74]. Thankfully, it has been shown that ECH/ECCD can be used to suppress these NTMs and other undesirable instabilities that arise, and may also provide assistance to plasma initiation and control [75-80].

Developing an ECH/ECCD system for a project like ITER is no simple task. Figure 1-5 shows the conceptual design of the reactor as well as a schematic of the ECH/ECCD delivery system, which includes equatorial launchers for plasma heating and upper launchers for mode stabilization. The progress of the gyrotron development has already been discussed, but there have also been large research efforts in other areas, like the design of a large scale efficient, low-loss transmission line system to bring the gyrotron power to the tokamak [81] and the design of smaller components like the steerable upper launchers [82]. Though rife with technical challenges, the ITER team expects the project to be operational by the end of the decade.

1.2.3 High Power Gyro-Devices for Radar and Industry

While the fusion application drove much of the high-power gyrotron development, scientists began to explore other uses for these gyrotrons. Various materials processing applications have emerged including the sintering of ceramics, the application of coatings, and the joining of materials [83]. The gyrotrons used for this application typically have output powers in the 10s or 100s of kilowatts and frequencies in the 10s of GHz [84]. The advantage of using millimeter-waves for these purposes relates to their ability to couple strongly to the ceramic materials as well their ability to penetrate deeper into the material.
for localized heating and to heat it evenly [35]. A number of more compact gyrotron systems have been developed for these applications and research is ongoing to make the technology as easy to use and cost effective as possible.

Figure 1-5: Conceptual design of the ITER reactor and its electron cyclotron heating and current drive (ECH/ECCD) system. Adapted from [85] (ITER reactor), [86] (ECH/ECCD system), and [82] (launchers).
For radar applications, it is the gyro-amplifier that is the source of choice due to its large bandwidth capabilities and capacity for a phase-stable output [87]. The millimeter-wave frequency range is attractive for radar not just for the ability to generate higher resolution radar systems due to the shorter wavelength, but also for atmospheric “windows” that exist at 35 GHz and 94 GHz. At these frequencies, the frequency dependent energy absorption by molecules in air, like water, is at a minimum, which allows for better transmission of radar power. Such gyro-devices definitely have the potential to match and exceed the average power capabilities of TWT or EIK technology at these frequencies, though this comes at the expense of size, weight, and cost. Nonetheless, it makes for an attractive option for ground-based or ship-based radar systems where high power is desired. Gyro-amplifiers may also find a place as sources for future linear collider experiments as physicists set their sights towards higher energy systems [88].

1.2.4 Terahertz Gyrotrons

Previously, a number of terahertz applications were presented, and while researchers have kept an eye towards these goals, the development of high frequency gyrotrons that push towards the terahertz gap has been largely driven by a different application: nuclear magnetic resonance (NMR) spectroscopy. NMR is a popular spectroscopic tool for mapping proteins and chemicals and has applications in a number of other areas as well. NMR is based on the resonant radiation of an isotope’s nuclei due to their quantum spin when placed within a magnetic field. One of the major challenges in this type of spectroscopy arises from the fact that the resultant NMR signal is fairly weak, and presents a rather poor signal to noise ratio (SNR). However, techniques do exist to improve this issue, one such example being dynamic nuclear polarization (DNP). DNP typically enhances the NMR signal by a factor of ~100 by irradiating the sample with high-frequency waves which transfers the large polarization of electronic spins to the nuclear spins [89]. This enhancement may reduce the acquisition time in an NMR experiment by a
factor of 10,000 [90]. Typical NMR systems operate at frequencies in the 100s of MHz with strong magnetic fields, greater than 5 T, which require DNP frequencies of over 100 GHz. The gyrotron is, thus, ideally suited to satisfy the needs for such systems as there is a dearth of other sources capable of supplying the watts of power needed for these experiments.

Table 1-2: Reported results for THz gyrotrons

<table>
<thead>
<tr>
<th>Institution</th>
<th>Year</th>
<th>Frequency</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIT (USA) [91]</td>
<td>2012</td>
<td>250 GHz</td>
<td>35 W</td>
</tr>
<tr>
<td>MIT (USA) [92]</td>
<td>2011</td>
<td>330 GHz</td>
<td>18 W</td>
</tr>
<tr>
<td>CPI (USA) [93]</td>
<td>2010</td>
<td>263 GHz</td>
<td>80 W</td>
</tr>
<tr>
<td>Fukui (Japan) [94, 95]</td>
<td>2010</td>
<td>395 GHz</td>
<td>40 W</td>
</tr>
<tr>
<td>MIT (USA) [95]</td>
<td>2010</td>
<td>460 GHz</td>
<td>16 W</td>
</tr>
<tr>
<td>IAP (Russia) [96]</td>
<td>2009</td>
<td>260 GHz</td>
<td>100 W</td>
</tr>
<tr>
<td>MIT (USA) [97]</td>
<td>2000</td>
<td>250 GHz</td>
<td>30 W</td>
</tr>
<tr>
<td>Fukui (Japan) [98]</td>
<td>1998</td>
<td>301 GHz</td>
<td>17 W</td>
</tr>
<tr>
<td>IAP (Russia) [99]</td>
<td>2008</td>
<td>1.022 THz</td>
<td>1500 W (pulsed solenoid)</td>
</tr>
</tbody>
</table>

Just as in other areas, NMR scientists aim to push their experiments to higher fields and, thus, higher frequencies. This push has led to the development of a number of gyrotrons capable of over 10 W of CW output power at frequencies determined by the NMR systems. The achievements of several THz DNP gyrotrons are shown in Table 1-2. The 460 GHz gyrotron developed at MIT was used in a 700 MHz DNP/NMR system, making it the highest frequency operational system at the time of its completion [100]; however, the push to higher frequencies has continued, and DNP/NMR at 527 GHz / 800 MHz has since been demonstrated [101].
1.3 This Work

In this chapter, the motivations for and the historical development of microwave sources have been presented, with an emphasis on the gyrotron. This thesis will summarize experimental and theoretical work on a pulsed megawatt class gyrotron. The results presented in this thesis were obtained using two different configurations of the gyrotron: a high efficiency 110 GHz design which was previously developed and was tested for efficiency and mode competition as part of this thesis work, and a dual frequency 110/124.5 GHz gyrotron configuration whose components were designed, fabricated, and tested as part of this thesis work.

In Chapter 2, the principles of operation of gyrotrons will be discussed, including a description of the theory behind the gyrotron interaction. Chapter 3 will describe the experimental setup and diagnostic equipment and detail experimental results for the original high efficiency configuration. Chapter 4 will present further experimental results using this original configuration with a special focus on the start-up scenario of the gyrotron, i.e. the sequence of mode excitation that occurs during the rise of the voltage pulse. Chapter 5 will discuss the design of new components for the dual frequency configuration and the experimental results that were achieved. Finally, conclusions and future recommendations will be presented in Chapter 6.
Chapter 2

Principles of Gyrotron Operation

This chapter describes the gyrotron and how it functions. The discussion begins with an overview of the gyrotron and its components from a more general perspective, allowing for a basic understanding of the device for readers of broader backgrounds. This general description of the device will then be complemented with the specific theory behind gyrotron operation, including the theory of the electron cyclotron maser interaction and a non-linear gyrotron theory that allows for the full determination of device efficiency.

2.1 Gyrotron Overview

The gyrotron was briefly introduced in Chapter 1. To understand how the gyrotron operates, it is best to first consult a schematic of a gyrotron, like the one shown in Figure 2-1. Conceptually, the gyrotron can be broken up into three processes: electron beam formation/propagation, wave-beam interaction, and microwave extraction/beam collection. In the following subsections, these processes will be explored, along with the governing laws and equations that describe them.

2.1.1 Electron Beam Formation and Propagation

The principal component of electron beam formation is an electron gun, or specifically a magnetron injection gun (MIG) in gyrotrons. A diode configuration, as shown in Figure 2-1, is used in the experiments detailed in this work, meaning that the gun is comprised
simply of a cathode and a single anode. Many different types of cathodes exist, like the M-type cathode consisting of a porous tungsten pellet impregnated by a mixture of BaO, CaO, and Al₂O₃ and coated with osmium. While the materials science behind cathodes is quite complex, the overall goal is a metal with a low work function, which is the minimum amount of energy needed to break the atomic bonds and draw an electron to the surface of the metal.

Figure 2-1: Schematic of a gyrotron oscillator. An electron beam is drawn towards a grounded anode from the surface of a heated thermionic cathode held at a high negative potential. The electron beam is compressed by a powerful magnetic field, \( B_0 \), where it interacts with an electromagnetic mode of a cavity located at the center of the solenoidal superconducting magnet. The wave power is extracted through a quartz window by means of a mode converter and a set of copper mirrors. The electron beam terminates on a grounded copper collector. Modified from [102].
In a MIG, the annular cathode ring is placed on a solid stock with a heating filament. Electrons are drawn to the surface of the cathode by means of thermionic emission as the cathode is heated to temperatures of \( \sim 1000^\circ C \). They are then accelerated towards the anode when a large negative DC voltage is applied at the cathode while the anode is maintained at ground potential. Two regions of operation exist for such a gun: a space-charge-limited regime and a temperature-limited regime. In the space-charge limited regime, the electron population at the surface saturates and prevents further electrons from being drawn to the surface without increasing the applied voltage and accelerating more electrons towards the anode. In the temperature-limited regime, the population of electrons at the surface is wholly accelerated towards the anode, and the emitted current can only be increased by raising the cathode temperature and thus the amount of electrons being drawn to the surface. There is also an additional element in the temperature-limited regime from the Schottky effect, in which the electric field at the cathode surface causes an effective lowering of the metal’s work function and enhances emission. The emitted current density for the space-charge-limited regime is given by the Child-Langmuir law:

\[
J_{scl} = \frac{4e_0 \sqrt{2e/m_e}}{9d^2} V^{3/2}
\]  

where \( e \) is the charge of an electron, \( m_e \) is its mass, \( \varepsilon_0 \) is the permittivity of free space, \( d \) is the spacing between the cathode and anode, and \( -V \) is the cathode voltage. The combination of the terms that relate the scaling of current to the voltage to the \( 3/2 \) power is known as the gun’s perveance, \( \kappa \). This law applies only up to some threshold voltage at which point the current emission will be described by the Richardson-Dushman equation for the temperature-limited regime:
\[ J_n = \lambda_n A_0 T^2 \exp \left[ \frac{-e}{kT} \left( \varphi - \sqrt{\frac{eE}{4\pi\epsilon_0}} \right) \right] \]  

(2.2)

where \( A_0 = 120 \text{ A/cm}^2\text{K}^2 \) is a constant, \( \lambda_n \) is a material-specific correction factor (~0.5) [103], 

\( T \) is the cathode temperature, \( e \) is the elementary charge, \( k \) is the Boltzmann constant, \( \varphi \) is the cathode work function, and \( E \) is the electric field at the cathode surface [104].

A sample I-V curve is shown in Figure 2-2, where the transition between the two operational regions of the electron gun is easily observed around 15-20 kV. The exact transition point is ill-defined due to a finite spread in the value of the work function throughout the cathode [105].

Figure 2-2: Sample I-V curve for the electron gun used in the MIT 1.5 MW, 110 GHz gyrotron experiment. At higher voltages the gun operates in the temperature-limited regime. Below 15-20 kV, it operates in the space-charge-limited regime.

Electron guns for megawatt class gyrotrons require high beam power and operate at high voltages (50-100 kV), therefore they must operate in the temperature-limited regime. This is convenient for gyrotron operation due to the fact that the beam current depends only weakly on any perturbation to the voltage, and stable beam current is essential for high efficiency operation. For beams of this energy, it is also necessary to recognize that
relativistic effects must be taken into account. Therefore, the mass of the electrons is given by \( m = \gamma m_e \) where \( m_e \) is the electron rest mass and \( \gamma \) is the relativistic factor defined as:

\[
\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}} = 1 + \frac{eV}{m_e c^2} \approx 1 + \frac{V(kV)}{511}
\]  

(2.3)

for electrons of velocity \( v \) and where \( c \) is the speed of light and \( V \) is the accelerating potential.

While the potential difference between the cathode and anode accelerates the electrons off the surface of the cathode, the geometry of the gun determines the directionality of the electrons. The MIG, which is located in the tail of the superconducting magnetic field, employs a slanted cathode. This results in crossed electric and magnetic fields at the emitter surface, which imparts an initial transverse velocity, \( v_\perp \), into the electrons in addition to their axial velocity, \( v_z \) (note that the axis of the superconducting magnetic field is denoted as the \( z \) axis).

The electrons then propagate through a region of increasing magnetic field as they approach the gyrotron cavity (and the center of the superconducting solenoid). In this region, the beam undergoes an adiabatic compression according to the invariant magnetic moment:

\[
\mu = \frac{0.5mv^2}{B} = \text{const.}
\]  

(2.4)

where \( m \) is the particle’s mass, or simply:

\[
\frac{p^2}{B} = \text{const.}
\]  

(2.5)

for momentum \( p \). The transverse energy of the electron beam thus grows significantly as the beam enters the high-field region. The physical compression of the annular beam
follows from Busch's theorem, where the beam radius, also referred to as the guiding center radius, at position $z$ is defined by:

$$ r(z) = r_{\text{cathode}} \sqrt{\frac{B_{\text{cathode}}}{B_0(z)}} $$

(2.6)

where $r_{\text{cathode}}$ is the radius of the cathode ring and $B_{\text{cathode}}$ is the magnetic field at the gun location [106].

There is also one other element to electron beam formation and that is the role of the gun coil, as seen in Figure 2-1. In this experiment, the gun coil is centered at the axial location of the cathode and takes the form of a water-cooled short solenoid magnet which provides a small variable magnetic field, on the order of 1% of the peak main magnetic field. The magnetic field at the cathode is thus a superposition of these two fields such that $B_{\text{cathode}} = B_{\text{gun}} + B_0(z_{\text{cathode}})$. The compression ratio (the ratio of the magnetic field at the cavity to the field at the gun) is typically in the 20 to 25 range for a MW gyrotron. By tuning the gun coil field, the beam radius in the cavity may therefore be adjusted as in Eq. (2.6).

As the beam now approaches the cavity located in a region of constant magnetic field, there is an important characteristic of the beam to consider. Recall that, in gyro-devices, the power is extracted from the transverse energy of the electrons, $v_\perp$, for which the interaction will be discussed in detail later in this chapter. It is therefore convenient to define a velocity ratio, known as the pitch factor $\alpha$, such that:

$$ \alpha = \frac{v_\perp}{v_z} $$

(2.7)

for electrons with transverse velocity $v_\perp$ and axial velocity $v_z$. Due to the adiabatic compression of the beam, as described by Eq. (2.4), the normalized transverse velocity, where it's noted that $\beta = v/c$, at the cavity is given by:
where $E_{\text{cathode}}$ and $B_{\text{cathode}}$ are the electric and magnetic fields at the cathode location, respectively, and $B_0$ is the cavity magnetic field. It follows that the pitch factor for a beam accelerated by a given voltage is:

$$
\alpha = \frac{1}{\sqrt{\gamma^2 - 1}} \frac{1}{\sqrt{\gamma^2 \beta_\perp^2 - 1}}. \quad (2.9)
$$

The pitch factor may, therefore, also be controlled by tuning the gun coil field, $B_{\text{gun}}$, and altering the magnetic field at the cathode. A high $\alpha$ beam is naturally desirable in a gyrotron, as it means that more transverse energy is available for the interaction, but there are limitations. If $\alpha$ is made too large for a given beam voltage, then the electrons will have insufficient axial energy to climb the magnetic hill of the main magnetic field and will be mirrored back towards the gun. Reflected electrons, of course, are not conducive to stable device operation, and must be avoided.

### 2.1.2 Wave-Beam Interaction

The annular electron beam, with defined beam energy, pitch factor $\alpha$, and beam radius, now arrives at the interaction region of the gyrotron. In this region, the magnetic field may be considered constant and aligned purely along the axis of the solenoid, therefore $\mathbf{B} = B_0 \mathbf{z}$. The electrons gyrate around the magnetic field lines at their relativistic cyclotron frequency given by:

$$
\omega_c = \frac{eB_0}{\gamma m_e} \quad (2.10)
$$

for the relativistic factor $\gamma$ defined in Eq. (2.3). In order for any transfer of energy to take place, the electron beam and an electromagnetic wave must be synchronous. In the case of
the gyrotron, this synchronism relates to the gyration of the electrons and yields the Doppler shifted resonance:

$$\omega = n\omega_e + k_z v_z$$

(2.11)

where $\omega$ is the wave frequency, $n$ is an integer harmonic number, $k_z$ is the axial wavenumber of the electromagnetic wave, and $v_z$ is the axial velocity of the electrons. A gyrotron typically operates close to the cutoff frequency of a waveguide mode, meaning that $k_z$ is small, and therefore the final term in Eq. (2.11) may be considered negligible in some analyses. To understand the nature of this interaction, a discussion on the nature of these electromagnetic waves is warranted.

The interaction structure of the gyrotron is quite simple, taking the form of a round, azimuthally symmetric pipe. A gyrotron cavity will include two elements that are crucial to the design: a section of fixed length and constant radius, the true “cavity” region where the interaction takes place, and shallow tapers on either end of the cavity where the wall radius will increase or decrease slightly. To determine the nature of the waves excited in the cavity, first consider a cylindrical metallic waveguide, e.g. a round pipe of infinite extent. The electromagnetic fields in the waveguide result from Maxwell’s equations in a cylindrical coordinate system, defined by an axial vector along the direction of propagation, $z$, a radial vector, $\rho$, and an azimuthal vector, $\varphi$. In vacuum, the constitutive relations are given by $B = \mu_0 H$ and $D = \varepsilon_0 E$. A straightforward derivation yields the wave equation for the axial electric and magnetic fields [107]:

$$\left[ \frac{i}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2}{\partial \varphi^2} + k^2 \right] \begin{bmatrix} E_z \\ H_z \end{bmatrix} = 0$$

(2.12)

for a wave propagating in $z$ as $\exp(-jk_z z)$ and where the wavenumber, $k$, is:
\[ k^2 = \omega^2 \mu_0 \varepsilon_0 = k_z^2 + k_{\perp}^2. \] (2.13)

A complete basis set of solutions to this wave equation is obtained and split into two groups: Transverse Electric (TE) waveguide modes, for which the electric field is perpendicular to the direction of propagation and \( E_z = 0 \), and Transverse Magnetic (TM) modes, for which the magnetic field is purely transverse to the direction of propagation and \( H_z = 0 \). Although they can be theoretically excited, the group of TM modes may be neglected in gyrotron analyses because their threshold for oscillations is \( \sim 1/(\beta_z)^2 \) higher than that of TE modes and they have a weaker beam-wave interaction due to a scaling factor of \( k_z/k \) in their transverse electric field \[108\]. The TE solution to this wave equation is of the form:

\[
H_z = J_m(k_{\perp} \rho) \begin{pmatrix} \sin(m \phi) \\ \cos(m \phi) \end{pmatrix} \exp(jk_z z) \] (2.14)

where \( J_m \) is a Bessel function of the \( m \)th order and any combination of sinusoidal function may be used to define the azimuthal variation. The electric fields are thus:

\[
E_\rho = E_0 \frac{j \omega \mu_0}{\omega^2 \mu_0 \varepsilon_0 - k_z^2} m J_m(k_{\perp} \rho) \begin{pmatrix} \cos(m \phi) \\ -\sin(m \phi) \end{pmatrix} \exp(jk_z z) \] (2.15)

\[
E_\phi = E_0 \frac{-j \omega \mu_0 k_{\perp}}{\omega^2 \mu_0 \varepsilon_0 - k_z^2} J'_m(k_{\perp} \rho) \begin{pmatrix} \sin(m \phi) \\ \cos(m \phi) \end{pmatrix} \exp(jk_z z). \] (2.16)

For a waveguide of radius \( a \), in order to satisfy the boundary condition, \( E_\phi \) must vanish at \( \rho = a \), therefore:

\[ J'_m(k_{\perp} a) = 0 \] (2.17)

and

\[ k_{\perp} = \frac{v_{m,n}}{a} \] (2.18)

where \( v_{m,n} \) denotes the \( n \)th zero of the derivative of the \( J_m \) Bessel function. Therefore, by noting that \( c^2 = 1/(\mu_0 \varepsilon_0) \), the waveguide dispersion relation can be formulated:
The TE\(_{m,n}\) mode will thus have \(m\) variations around the azimuth and \(n\) variations in the radial direction. The value \(v_{m,n}\) for the mode can be looked up in a table. In such a waveguide, the values of \(k_z\) are continuous, however, unlike this waveguide, the gyrotron cavity is not infinite in extent.

To reconcile the finite gyrotron cavity, consider a cylindrical metallic box, in essence a round waveguide with end plates located at \(z = 0\) and \(z = L\). The field solution for this closed cavity requires applying additional boundary conditions at the axial limits and defining the axial field profile \(f(z)\). This problem yields a solution of the form \(f(z) = \sin(q\pi z/L)\), which must vanish at \(z = L\), therefore:

\[
k_z = \frac{q\pi}{L} \tag{2.20}
\]

where \(q\) is the axial mode number and can be any positive integer. The cavity mode TE\(_{m,n,q}\) will therefore have the transverse field structure of the TE\(_{m,n}\) waveguide mode and \(q\) variations in the axial direction. The values of \(k_z\) are no longer continuous and, instead, solutions only exist for a discrete set of “axial modes”.

Finally, consider the case of a gyrotron cavity. The resonator is no longer closed and instead an open resonator is employed with a downtaper to smaller radius on the gun side and an uptaper to larger radius on the collector side, as shown in Figure 2-1. A sinusoidal profile still yields a reasonable approximation to the field profile and can be useful in many analyses; however, in the non-linear theory that follows later in this chapter, a Gaussian field profile is used and provides a much better approximation to the actual field profile for the \(q = 1\) modes, which are the modes of interest for high efficiency operation. The Gaussian field profile is given by:
\[ f(z) = \exp\left(-\left(\frac{2z}{L}\right)^2\right) \] (2.21)

for a cavity length \( L \). To fully solve for the real axial field profile, computer simulations are required, including both cold cavity codes to approximate the field profile in the absence of the electron beam and self-consistent codes to account for beam effects [109]. While the axial field profile is not as strictly discretized in the case of an open resonator as it is for a closed resonator, the axial mode number \( q \) is still attributed to the mode having \( q \) variations in the axial direction.

Figure 2-3: Uncoupled dispersion diagram example. Waveguide dispersion curves are plotted along with a beam resonance condition. The diagram shows a possible forward-wave interaction with the \( \text{TE}_{m1,n1} \) cavity mode and a possible backward-wave interaction with the \( \text{TE}_{m2,n2} \) cavity mode.

The beam-wave interaction is better understood by considering the uncoupled dispersion relation obtained by combining the results of the Doppler shifted beam resonance of Eq. (2.11) and the waveguide dispersion of Eq. (2.19). The dispersion diagram is plotted in Figure 2-3. In Figure 2-3, the beam resonance line, which depends on the magnetic field, the beam energy, and the pitch factor, intersects the waveguide dispersion
curves of two different modes. These intersections denote possible beam-wave interactions that, of course, depend on many other factors and may be either forward waves, where \( k_z > 0 \), or backward waves, where \( k_z < 0 \). The forward-wave interaction with the TE\(_{m1,n1,1}\) mode, which is close to cut-off and thus has small \( k_z \), is the desired excitation for a high power, high efficiency gyrotron [110]. However, there is also a possible backward-wave interaction with the TE\(_{m2,n2,2}\) mode, which may be excited instead if there is strong coupling to the mode. This simple example highlights a major challenge in the design of MW gyrotrons as they must operate with large overmoded cavities in very high order modes, like the TE\(_{22,6,1}\) mode used in this work. Mode competition is a serious issue when operating with such a dense concentration of modes and it is essential to select a fitting design mode and suitable operating parameters that minimize the effects of parasitic mode excitations.

While this dispersion diagram covers the basis of which modes may be excited, it does not explain why. A detailed explanation follows in the subsequent sections; however, in short form, this interaction begins with the spontaneous radiation by the electrons that excites electromagnetic fields in the cavity. Next, an azimuthal bunching process takes place, which is shown illustratively in Figure 2-4. In Figure 2-4, an annular electron beam with radius \( R_e \) gyrates around the field lines of axial magnetic field \( B_0 \) in Larmor orbits of radius \( r_L \). In Figure 2-4(a), the phase of the electrons is random. The net energy transfer to or from the beam for such a configuration would be zero, as there are just as many electrons in the decelerating phase (traveling with the electric field and giving up their energy) as there are in the accelerating phase. However, due to the relativistic dependence of the cyclotron frequency as detailed in Eq. (2.10), decelerating electrons that lost energy to the electric field will see an increase in their cyclotron frequency while the converse will occur to electrons that gained energy from the electric field. The resulting effect is that the electrons will bunch in phase. This instability allows the electrons to act
coherently in giving up their energy to the rf fields at the cyclotron resonance. In addition, there is a mismatch at each end of the cavity caused by the tapers that results in a reflection. If these mechanisms are strong enough, the energy gain in the system can overcome the Ohmic and diffractive cavity losses and the fields will grow significantly. Then, the powerful electromagnetic fields can diffract out from the shallow uptaper towards the microwave extraction region.

Figure 2-4: Diagram of the gyrotron’s azimuthal bunching process. An annular electron beam, of radius $R_e$, enters a region with an axial magnetic field, $B_0$, and gyrates around the field lines in Larmor orbits, of radius $r_L$. While the electrons are randomly distributed in phase initially, the effect of the electric field speeds up some electrons while it slows down others, causing the electrons to bunch in phase. Modified from [111].

2.1.3 Microwave extraction and beam collection

The output taper of the cavity is, essentially, a weakly tapered cylindrical waveguide that allows the high-order TE mode to propagate further down the axis. In the same region, the electron beam, after losing a significant portion of its energy, continues to traverse towards a collector located at the far end of the vacuum tube.
The simplest method of power extraction is to continue propagating the electromagnetic waves axially to a window located at the end of the tube. Early gyrotrons used this approach, and it is still employed occasionally as an experimental configuration; however, it is not particularly practical in a real gyrotron system where the output power is to be used since the spatial intensity pattern of the output radiation is quite complex.

Instead, gyrotrons implement internal mode converters which aim to convert the TE mode into a more practical output for transmission, like a Gaussian beam. An internal mode converter can be seen in Figure 2-1 and consists of a quasi-optical “launcher”, i.e. a section of waveguide following the cavity, and a set of copper mirrors. The launcher can be best understood by considering the propagating waveguide mode as a set of rays bouncing around the inside of the waveguide at an angle. By implementing a step-cut at the end of this waveguide, these rays are “launched” out of the waveguide and may be collected on the surface of a copper mirror which directs the power towards a window [112]. In the case of a mode that rotates with the electron beam, such a cut should be helical. By adding perturbations to the surface of the launcher, these rays may become grouped and a Gaussian intensity profile is generated on the surface of the waveguide [113]. Proper design of this launcher allows for this Gaussian profile to be launched from a cut onto the surface of the first mirror. As codes to design these launchers have become more sophisticated, the efficiency of these converters has increased. Output beams with as high as 98 or 99% Gaussian beam content are now achievable.

Dealing with the spent electron beam is simultaneously a remarkably simple process and a challenging one. In the case of a pulsed gyrotron, even for high beam power, like the ~4 MW of a 96 kV and 40 A beam, at microsecond pulse lengths, this only yields a maximum of a few joules of energy deposited on the collector. Therefore, in such an experiment, the collector may simply be a grounded copper cylinder without any cooling required. In a CW tube, the energy deposition is significant. Not only do these tubes require massive water cooling systems, but they also often implement a sweeping coil,
which is a small variable magnetic field that ensures the beam does not constantly impact the same location on the collector.

An additional element that can be introduced is a “depressed collector.” The depressed collector allows for improvement of the gyrotron’s overall efficiency by holding the collector at an intermediate potential while maintaining the same potential difference between the cathode and the anode, which is part of the tube’s “body”. This can be accomplished by either adding a resistive load between the collector and body or using two separate power supplies. Implementation of a depressed collector was part of previous doctoral work on the experiment in this thesis [111], though it was not used as part of this work.

The final component to consider is the window. First and foremost, it must be strong enough to maintain high vacuum in the tube. An additional concern in CW gyrotrons is the heat loading. Diamond windows are thus a necessity in a CW megawatt gyrotron, while a simple fused quartz window will suffice for pulsed operation or for lower power gyrotrons. For a single frequency gyrotron, a single disc window whose thickness is designed for full transmission at that frequency is employed. In instances where frequency transmission over a wider frequency band is desired, then alternatives like a double disc window or a Brewster window must be considered. In experiments like those contained in this work where full transmission is desired at two distinct frequencies, a single disc window may still be employed with more stringent constraints on the thickness. The design and operation of such a window is discussed in the later chapters of this thesis.

2.2 Non-Linear Gyrotron Theory and the Interaction Efficiency

The basis for the gyrotron interaction is the energy dependence of the cyclotron frequency of the weakly relativistic electrons in the gyrotron’s annular beam. The non-linear theory
discussed here follows the formalism of Danly and Temkin [46] using a set of normalized parameters and is derived in cgs units.

Begin by considering an electron, whose energy and momentum are given by:

\[ \xi = \gamma m_e c^2 \quad (2.22) \]

\[ |\vec{p}| = \gamma \beta m_e c \quad (2.23) \]

where the relativistic factor \( \gamma \) was defined in Eq. (2.3). The equations of motion under the effects of electric and magnetic fields are given by:

\[ \frac{d\xi}{dt} = -e \vec{v} \cdot \vec{E} \quad (2.24) \]

\[ \frac{d\vec{p}}{dt} = -e \vec{E} - \frac{e}{c} \vec{v} \times \vec{B}. \quad (2.25) \]

As discussed previously, the electric field is a TE cavity mode with a fixed axial field profile and the magnetic field has amplitude \( B_0 \) and is aligned axially. The contribution of the rf magnetic field is small and may be ignored in this analysis.

![Coordinate system of a gyrating electron in a cylindrical cavity.](image)

Figure 2-5: Coordinate system of a gyrating electron in a cylindrical cavity.
To track changes in electron energy and velocity, initial values at the entrance of the cavity will be differentiated by adding the subscript zero, i.e., $\beta_0$ and $\gamma_0$, and a relative energy variable is introduced:

$$w = 1 - \gamma/\gamma_0$$

(2.26)

such that $w = 0$ for electrons having the same energy, $w > 0$ for electrons that have lost energy, and $w < 0$ for electrons that have gained energy. By normalizing the axial position as $Z = (\omega/\beta_0 c)z$, the energy of a single electron is:

$$\frac{dw}{dZ} = \frac{e}{(m c)^2} \frac{\beta_0 \omega}{\gamma_0 \gamma} \tilde{\beta} \cdot \tilde{E}.$$  

(2.27)

To visualize this process, it helps to diagram the electron’s position in this coordinate system as shown in Figure 2-5. The electron orbits have radius $r$ equal to the Larmor radius. Each electron orbits around its gyrocenter, which is located along the guiding center of the annular beam at a distance $R_e$ from the cavity center. The electron momentum can be expressed in complex notation to describe the transverse plane:

$$\tilde{p} = p_x + j p_y = p_+ = |p_+| \exp(j \chi)$$

(2.28)

where $\chi$ is the angle of the momentum vector about the gyrocenter, and leads the electron phase angle $\phi$ by $\pi/2$. The electric field can be expressed similarly such that:

$$\tilde{E} = E_x + j E_y = E_+ = |E_+| \exp(j(\omega t + \psi))$$

(2.29)

where $\psi$ represents an arbitrary initial phase. An equation for the phase of the electron momentum may then be obtained:

$$\frac{d\chi}{dZ} = \frac{\beta_0 \omega_c}{\beta \omega} - \frac{e \beta_0}{\omega \beta_0 |p_+|} \Im(p_+ E_+)$$

(2.30)

where $\ast$ denotes the complex conjugate and $\omega_c$ is the cyclotron frequency given by adding an additional factor of $c$ to the denominator in Eq. (2.10) to account for cgs units. Also,
note that the dot product in Eq. (2.27) is equivalent to the real part of the product between the electric field and the complex conjugate of the momentum.

The electric field for the TE_{m,p} mode near cutoff, k_z \approx 0, can be formulated in this coordinate system, shown in Figure 2-5, by referring to Eqs. (2.15), (2.16) and (2.18) and converting from SI to cgs units:

\[
\bar{E} = (E_R \bar{I} + E_{\psi_0} \bar{\psi}_0) \exp(j(\omega t + \psi)) 
\]  

(2.31)

\[
E_R = jE_0 \left( \frac{m}{k_{\perp} R} \right) f(z) J_m(k_{\perp} R) \exp(jm\phi_0) 
\]  

(2.32)

\[
E_{\psi_0} = E_0 f(z) J'_m(k_{\perp} R) \exp(jm\phi_0) 
\]  

(2.33)

for an axial field profile f(z) whose peak value has been normalized to unity. However, in order to determine the effect of the electric field on the electrons, both must be represented in the same reference frame, which is, logically, that of the electron about its gyrocenter. To perform this transformation, Graf’s addition theorem is used. The electric field about the electron gyrocenter is thus:

\[
\bar{E} = (E_R \bar{I} + E_{\psi_0} \bar{\psi}_0) \exp(j(\omega t + \psi)) 
\]  

(2.34)

\[
E_R = jE_0 \left( \frac{1}{k_{\perp} R} \right) f(z) J_{m+1}(k_{\perp} R) J_1(k_{\perp} r) \exp(-j(\phi + (m-1)\phi_0)) 
\]  

(2.35)

\[
E_{\psi_0} = E_0 f(z) J_{m+1}(k_{\perp} R) J'_1(k_{\perp} r) \exp(-j(\phi + (m-1)\phi_0)) 
\]  

(2.36)

The above electric field expressions have been simplified to consider only the first harmonic since that is the relevant operating condition for a megawatt class gyrotron, though the theory is generalized for any harmonic [46]. A slow time scale phase variable may be introduced such that \( \theta = \omega t - \phi \) and the electric field may again be expressed in complex notation:
Now that both the momentum and electric fields are expressed in complex notation in the electron reference frame, the real and imaginary parts of their product may be computed to obtain real expressions for the equations of motion:

\[
\frac{dw}{dZ} = \frac{e}{\gamma_0 m_e c_0} \left| F_\varphi \right| p'_1 \cos[\theta + \psi - (m-1)\phi_0] \tag{2.38}
\]

\[
\frac{d\theta}{dZ} = \delta_0 - w \frac{1-w}{\gamma_0 m_e c_0} \left| F_\varphi \right| \sin[\theta + \psi - (m-1)\phi_0] \tag{2.39}
\]

where

\[
p'_1 = \frac{p_\perp}{\gamma_0 m_e c} = \sqrt{\beta_{10}^2 - 2w + w^2} \tag{2.40}
\]

and an important parameter known as the magnetic field detuning, \( \delta_0 \), is introduced such that \( \delta_0 = 1 - \omega_{ce}/\omega \) for \( \omega_{ce} = (eB_0)/(m_e c) \). To simplify the argument in the sinusoidal terms, recognize that the initial phase of the electric field, \( \psi \), is arbitrary since there is no bunching of the beam at the cavity entrance. This allows for a convenient choice of \( \psi \) such that \( \psi - (m-1)\phi_0 = -\pi/2 \). By additionally taking note that \( \omega \approx \omega_{ce} \) for such a first harmonic gyrotron interaction near cutoff, the equations of motion reduce to:

\[
\frac{dw}{dZ} = \frac{\left| F_\varphi \right|}{B_0} p'_1 \sin \theta \tag{2.41}
\]

\[
\frac{d\theta}{dZ} = \delta_0 - w + \frac{\left| F_r \right| (1-w)}{B_0} p'_1 \cos \theta \tag{2.42}
\]

Examination of these equations points to two bunching mechanisms. According to Eq. (2.41), there is an inertial bunching caused by the electrons' interaction with the azimuthal electric field, \( F_\varphi \), which directly affects the electron energy \( w \). This is the dominant phase bunching mechanism of the gyrotron. There is also a force bunching mechanism, demonstrated by Eq. (2.42), that contributes to the phase bunching through the radial electric field \( F_r \).
While the dependence of the cyclotron frequency on electron energy has been discussed, recall that the Larmor radius is defined as:

\[ r_L = \frac{v}{\omega_c} = \frac{\gamma m_e e v}{e B_0} \]  

(2.43)

and thus also has an energy dependence. Therefore, the term within the Bessel function of the electric fields can be expressed in terms of the energy variable:

\[ k_r r = \frac{\gamma_0}{\gamma} \sqrt{1 - \frac{1}{\beta_{10}^2} (2w - w^2)} = p'_\perp . \]  

(2.44)

At this point, it is convenient to redefine the variables of the equations of motion one last time as follows:

\[ u = \frac{2}{\beta_{10}^2} w = \frac{2}{\beta_{10}^2} \left( 1 - \gamma \right) \]  

(2.45)

\[ \zeta = \frac{\beta_{10}^2}{2} Z = \pi \frac{\beta_{10}^2}{\beta_{20}^2} \frac{\pi}{\lambda} Z. \]  

(2.46)

A new set of normalized parameters may now be introduced such that:

\[ \mu = \pi \frac{\beta_{10}^2}{\beta_{20}^2} \frac{L}{\lambda} \]  

(2.47)

is the normalized length for a cavity of physical length \( L \) and:

\[ F = \frac{E_0}{B_0} \beta_{10}^{-3} J_{m=1}(k_r R_c) \]  

(2.48)

is the normalized field parameter where the sign within the Bessel function depends on whether the TE cavity mode rotates with the electron beam \((m-1)\) or whether it is counter-rotating \((m+1)\). A detuning parameter can also be defined:

\[ \Delta = \frac{2\delta_0}{\beta_{10}^2} = \frac{2}{\beta_{10}^2} \left( 1 - \frac{\omega_{e0}}{\omega} \right). \]  

(2.49)

Even in the case of MW gyrotrons, which operate at relatively high voltages of \(~70\text{-}100\text{ kV}\), the electron beam is considered weakly relativistic since:
\[
\beta_{10}^2 / 2 \ll 1
\]
is satisfied and allows for the approximation:
\[
p'_1 \approx \sqrt{\beta_{10}^2 - 2w} = \beta_{10} \sqrt{1 - u}.
\]
This leads to the final set of simplified equations of motion in terms of the normalized variables from Eqs. (2.45) and (2.46):
\[
\frac{du}{d\zeta} = 2Ff(\zeta)\sqrt{1 - u} \sin \theta
\]
\[
\frac{d\theta}{d\zeta} = \Delta - u - Ff(\zeta)(1 - u)^{-1/2} \cos \theta.
\]
where the small argument expansion of the Bessel functions was used in the case of a weakly relativistic gyrotron.

The efficiency of this interaction may now be determined. The monoenergetic electron beam at the cavity entrance is assumed to have electrons evenly distributed in phase with a relative energy that is naturally \(0\). The efficiency is defined as:
\[
\eta = \frac{\gamma_0 - \gamma}{\gamma_0 - 1} = \frac{\beta_{10}^2}{2(1 - 1/\gamma_0)} \eta_\parallel \eta_\perp
\]
where the transverse efficiency, \(\eta_\perp\), is obtained by averaging the relative energy at the output of the cavity over all initial electron phases such that:
\[
\eta_\perp = \langle u(\zeta_{\text{out}}) \rangle_{\theta_0}
\]
and the electron efficiency, \(\eta_{\text{el}}\), indicates the amount of transverse energy available for the interaction and may also be expressed as:
\[
\frac{v_{\perp}^2}{v^2} = \frac{a_0^2}{1 + a_0^2}.
\]
This system of equations allows for a calculation of the transverse efficiency that depends only on the three normalized parameters \(F, \mu\) and \(\Delta\) defined by Eqs. (2.47)-(2.49).
To calculate the efficiency, a numerical integration using a fourth-order Runge-Kutta algorithm may be employed where the axial field profile is assumed to have a Gaussian distribution. To approximate the rf fields of an open resonator, the limits \( \zeta = \pm \sqrt{3}/2 \) are chosen [114]. While this yields an efficiency with respect to the three normalized parameters, interpretation of the results is complicated in such a vast parameter space. This problem is rectified by considering that the detuning parameter is controlled by the magnetic field, which is a relatively easy parameter to change. Therefore, the efficiency can be viewed as dependent on the other two parameters, \( F \) and \( \mu \), with the detuning parameter set to the optimal value, \( \Delta_{\text{opt}} \), leading to highest efficiency. An example of such a plot is shown in Figure 2-6, which is calculated by averaging the efficiency of a fixed number of particles (32 in this case) that were evenly spaced across all phases at the input. While it appears that there is a single region of optimum efficiency at \( F = 0.12-0.14 \) and \( \mu = 16-18 \) corresponding to a transverse efficiency of a little more than
there are also other local maxima at higher values of $F$ and $\mu$ (not shown). In fact, there exist regions of even higher efficiency. However, operation at these other maxima would present a stiffer challenge, both technologically and theoretically, and thus the gyrotron should be designed around the first optimum region.

### 2.3 Cavity Losses and the Starting Current

The non-linear theory in the previous section presented a relatively simple solution to a complex problem using a set of normalized parameters; however, for practicality, these parameters must be extended to the real physical parameters of the gyrotron.

Begin by considering the efficiency shown in Eq. (2.54). The power input into the system is given by the electron beam power:

$$P_{in} = I_{beam}V.$$  \hspace{1cm} (2.57)

This input power enters the cavity and can either be extracted from the electrons or remains with the electrons such that $P_{in} = P_{cavity} + P_{output\text{electrons}} = \eta P_{in} + (1-\eta)P_{in}$. As previously discussed, the cavity is an open resonator, meaning that it is a structure capable of storing energy that is introduced into the system before it then dissipates out through a loss mechanism. In such a resonator, there are two loss mechanisms: a resistive loss at the resonator walls due to the finite conductivity of the metallic structure and a diffractive loss due to power radiating out of the resonator ends. The power balance is then $P_{cavity} = \eta P_{in} = P_{\text{ohmic}} + P_{\text{diffractive}}$. In resonator analysis, an important parameter known as the $Q$ factor is employed which is frequency dependent and relates the energy stored in the system, $U$, to the power loss, $P$, such that:

$$Q = \frac{\omega U}{P}.$$  \hspace{1cm} (2.58)

$Q$ factors may therefore be defined for each loss mechanism where $P_{cavity} = \omega U/Q_{\text{total}}$, $P_{\text{ohmic}} = \omega U/Q_o$, and $P_{\text{diffractive}} = \omega U/Q_D$, and the $Q$ factors are related such that:
These parameters may be computed beginning with the stored energy which is evaluated by integrating the electric field over the volume of the resonator:

\[
U = \frac{e_0}{2} \int_V |\bar{E}|^2 dV
\]  

(2.60)

where an additional factor of \(4\pi\varepsilon_0\) would be present in the denominator for cgs units. For the \(\text{TE}_{m,p}\) mode in a cylindrical cavity, the stored energy is:

\[
U = E_0^2 \varepsilon_0 \frac{\pi}{2k^2} (v_{mp}^2 - m^2)J_m(v_{mp}) \int_0^l f(z) dz .
\]  

(2.61)

Next, the ohmic loss may be calculated by integrating the tangential magnetic field at the surface of the resonator:

\[
P_{\text{ohmic}} = \frac{1}{2\sigma\delta} \int \|\bar{H}_t\|^2 dS
\]  

(2.62)

where \(\sigma\) is the conductivity of the metal, typically copper, and the skin depth is given by:

\[
\delta = \sqrt{\frac{2}{\omega\mu_0\sigma}}.
\]  

(2.63)

The ohmic \(Q\) may therefore be calculated:

\[
Q_o = \frac{r_{\text{wall}}}{\delta} \left(1 - \frac{m^2}{v_{mp}^2}\right)
\]  

(2.64)

Ohmic loss is of particular concern in MW gyrotrons due to the intense electron beams that generate powerful electromagnetic fields in the cavity. Cooling such a copper structure can be quite challenging, and there are, of course, limitations. This includes both difficulties in implementing a water cooling system within a vacuum vessel and the limits on how much heat dissipation the cooling system can handle. It is for this reason that MW gyrotrons must employ large overmoded cavities, as explained by the ohmic \(Q\)'s dependence on cavity radius, \(r_{\text{wall}}\), in Eq. (2.64) which is then inversely proportional to the ohmic power dissipation.
For practical gyrotron cavities that may include complex tapers, the diffractive $Q$ is typically computed using a cold-cavity code; however, the basic geometry may be examined here. Recall that the gyrotron’s open cavity resonator includes a straight section of length $L$ with a fixed radius, a downtaper to smaller radius towards the gun and an uptaper to larger radius towards the output. At each end of the straight cavity section, the mismatch results in a reflection, with reflection coefficients $R_{down}$ and $R_{up}$, respectively. The diffractive $Q$ can then be expressed as:

$$Q_D = \frac{Q_{D,\text{min}}}{1 - |R_{down}| R_{up}}$$

(2.65)

where the minimum diffractive $Q$ is given by:

$$Q_{D,\text{min}} \approx 4\pi \left( \frac{L}{\lambda} \right)^2$$

(2.66)

Since power diffracting towards the gun is undesirable, the cavity is designed such that $R_{down} \approx 1$. This provides a general guideline to the effects of varying cavity parameters like the length and uptaper angle.

These parameters may now be referred back to the result given by the non-linear theory of the previous section. An energy balance equation is introduced relating the normalized field amplitude, $F$, to a new normalized current parameter, $I$, by:

$$F^2 = \eta_1 I$$

(2.67)

By applying Eq. (2.3), (2.58), and (2.61), and assuming a Gaussian axial field profile as given by Eq. (2.21), the normalized current may be defined:

$$I = \frac{e}{4\pi m_e c^3} \frac{Q_f I_{\text{beam}}}{\gamma_0} \beta_{z0}^4 \frac{\lambda}{L} C_{mp}$$

(2.68)

for the actual beam current $I_{\text{beam}}$ and assuming first harmonic operation. The $C_{mp}$ term is known as the coupling coefficient and is a geometric factor representing the field intensity of the TE_{m,p} mode at the electron beam location.
where the \( \pm \) sign of the Bessel function applies to the counter-rotating or co-rotating mode, respectively. Ideally, the electron beam should be placed along a field maximum of the mode for strongest coupling. Similar to the previous section, efficiency contours can be plotted in the \( I-\mu \) parameter space. Efficiency contours for several harmonics are plotted in [46].

Another crucial parameter for gyrotron operation is the starting current, a term common to many resonant devices. The starting current indicates the minimum current required to overcome the losses in the cavity, beyond which the fields may grow within the resonant cavity. The starting current may be derived using a linear theory [44] about the energy balance equation given in Eq. (2.67). This analysis will yield an expression for the normalized start current such that:

\[
I_{\text{start,norm}} = \left( \left( 1 + \frac{\partial}{\partial \Delta} \right) \int_0^\mu f(\zeta) \exp(\int_0^\zeta \Delta d\zeta') d\zeta' \right)^{-1}.
\]  

This expression may be evaluated by assuming a Gaussian axial field profile which yields:

\[
I_{\text{start,norm}} = \frac{4}{\pi \mu^2} \frac{\exp(\mu^2 \Delta^2 / 8)}{(\mu^2 \Delta^2 / 4)^{-1}}
\]

where both expressions are evaluated at the first harmonic. To determine the minimum start current, Eq. (2.71) must be minimized with respect to \( \Delta \) where \( \Delta_{\text{min}} \) is given by:

\[
\Delta_{\text{min}} = \frac{2}{\mu} \left( \sqrt{1 + \frac{1}{\mu^2} + \frac{1}{\mu}} \right)
\]

To determine the actual starting current, the normalized start current can be related to a corresponding beam current by Eq. (2.68).

The start current is an interesting parameter in MW gyrotrons. In order to operate at the necessary efficiency to produce the highest possible power, the gyrotron must operate in a regime where the beam current is actually smaller than the start current. This
is known as the hard-excitation regime. This means that if the sources were true step functions and the gyrotron cavity was absent of any fields at turn-on then the gyrotron would simply not be capable providing any output power at all. Thankfully, a true step function is non-physical and the gyrotron must progress through some time period where the voltage and current rise from 0. As it happens, during the voltage rise, modes are excited in the soft-excitation regime, that is, where the beam current exceeds the start current. This is known as the start-up scenario. Once these fields attain a certain strength, the hard-excitation regime may be accessed. While a strong seed field is required to enter this regime, it does allow for stable operation. A discussion of theory and experiments relating to the start-up scenario follows in Chapter 4.

### 2.4 Ohmic Losses and Overall Device Efficiency

Thus far, two terms from the overall device efficiency have been discussed: the transverse efficiency of the gyrotron interaction and the portion of the electron beam’s total energy which is in the transverse direction and available for the interaction. Multiplying this efficiency by the total input power from Eq. (2.57) yields the dissipated power in the device. By considering the loss mechanisms described in the previous section, ohmic and diffractive, it is the diffractive loss that constitutes the output power of the device, particularly for a downtaper that is perfectly reflecting where all of the power diffracts out from one end of the cavity. The derivation for $\eta_{df} = P_{\text{diffactive}} / P_{\text{cavity}}$ follows from Eqs. (2.58) and (2.59) to yield:

$$\eta_{df} = \frac{Q_o}{Q_o + Q_D}.$$  \hspace{1cm} (2.73)

It is here where gyrotrons may be split into a couple of different groups.

First, consider a gyrotron where the highest possible power is desired. Such a gyrotron would have a very powerful electron beam, and it would be crucial to keep ohmic loss to a minimum. First, this means that a high ohmic $Q$ is desirable, which is achieved
by a cavity that is large in radius compared to the wavelength of operation. Additionally, a low diffractive $Q$ is beneficial to ensure that all of the rf power is diffracted out rather than dissipated in the cavity through ohmic heating, though it must be still large enough to enable the interaction. In successful MW gyrotron designs, $\eta_{rf}$ of over 98% can be achieved and wall losses are limited to about 2 kW/cm$^2$ [47]. These designs operate with large, overmoded cavities in high-order TE modes where the diffractive $Q$ is $\sim$800-1000.

A second type of gyrotron may desire tunability in the output frequency, which may be accomplished by operating in different axial modes through tuning of the voltage or magnetic field [115]. The diffractive $Q$ of modes with $q$ variations in their axial field profile scales by $\sim 1/q^2$, thus in order for the higher order modes to be excited, the diffractive $Q$ must be large. This may be accomplished by implementing a cavity that is quite long compared to the wavelength ($L \gg \lambda$). These gyrotrons will have limited output power and generally use cavities with smaller radii operating in lower order modes than would a MW gyrotron. Their beam power is also substantially lower.

There is one final efficiency component to consider. Thus far, the efficiency of the rf power output from the cavity has been obtained, but this energy must somehow be extracted. As discussed previously, most gyrotrons include an internal mode converter (IMC) that generates a Gaussian beam from the high order rotating TE mode. The quasi-optical IMC will have ohmic and diffractive losses as the electric fields propagate through the launcher and reflect off the surface of copper mirrors. The IMC efficiency, $\eta_{IMC}$, is then given by the ratio of power extracted from the device to the power output from the cavity. The complex IMCs implemented in gyrotrons have wide varying geometries and may have any number of mirrors. Therefore, there is no analytical expression for this efficiency, and it should be calculated numerically for a specific design. Losses on a well-designed mode converter, however, should be limited to $\sim$2%. Another metric associated with the IMC is the Gaussian beam content of the output beam. While it technically does
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not affect the efficiency, a poor output beam quality will result in additional losses in the external systems making use of the gyrotron output power. Therefore, while the Gaussian beam content of the output beam is not included in the official device efficiency, it is nevertheless an important metric of a gyrotron and will be discussed in the results in this work.

Additionally, a depressed collector may be used to improve the efficiency of the gyrotron, as described previously. A depressed collector is capable of doing so by reducing the required wall plug power rather than improving the efficiency of the device physics. By implementing a depressed collector, the input power may be reduced from $I_{\text{beam}} V$ to $I_{\text{beam}} (V - V_{\text{DC}})$. The first expression is the effective input power for the interaction, while the second term is the actual input power. An efficiency for a simple single-stage depressed collector could be defined as:

$$\eta_{\text{SSDC}} = \frac{P_{\text{effective}}}{P_{\text{in}}} = \frac{I_{\text{beam}} V}{I_{\text{beam}} (V - V_{\text{DC}})} = \frac{1}{1 - \frac{V_{\text{SSDC}}}{V}},$$

which is greater than unity for a non-zero depressed collector voltage.

The total device efficiency may now be summarized as follows:

$$\eta_{\text{TOT}} = \frac{P_{\text{out}}}{P_{\text{in}}} = \frac{\eta_{\text{el}} \eta_{\gamma} \eta_{\text{IMC}} P_{\text{eff}}}{P_{\text{eff}} / \eta_{\text{SSDC}}} = \eta_{\text{el}} \eta_{\gamma} \eta_{\text{IMC}} \eta_{\text{SSDC}},$$

where all the efficiencies have been defined in this chapter.

### 2.5 Space Charge Effects: Voltage Depression and the Limiting Current

While briefly introduced in discussing operation of the electron gun, space charge effects have largely been neglected in the treatment thus far of the interaction region. However, it turns out that they can play an important role.

An annular electron beam propagating through a hollow pipe, like the cavity of a gyrotron, will experience a voltage depression where a portion of the beam’s kinetic
energy is converted into potential energy [116, 117]. The voltage depression may be derived by solving Poisson’s equation in cylindrical coordinates and is given by:

$$\Delta V = \frac{I_{\text{beam}}}{2\pi e_0 v_z} \ln \left( \frac{R_{\text{wall}}}{R_{\text{beam}}} \right).$$  \hspace{1cm} (2.76)

In a MW gyrotron, given the high intensity beams with large $\alpha$ values, this quantity is not negligible. In this experiment, where the 96 kV, 40 A beam with $\alpha = 1.4$ passes through an approximately 2 cm radius cavity with a beam radius of about 1 cm, the voltage depression value is around 5 kV. This value represents a significant energy deviation, and should be taken into account in analyses, like dispersion diagrams, in order to accurately predict and analyze gyrotron operation. In addition, voltage depression also has the effect of increasing the spread in the beam’s axial velocity and presents a major design limitation. From Eq. (2.76), it is clear that the voltage depression scales with the beam current, and it should also be noted that the perpendicular component of the momentum remains unaffected by voltage depression. As a result, there exists a current at which point the voltage depression becomes too large, such that $v_z \rightarrow 0$, and reflection of the beam may occur. This limiting current can be expressed as:

$$I_L = \frac{0.4V^{3/2}}{(1 + \alpha)^2 \ln(R_{\text{wall}} / R_{\text{beam}})}$$  \hspace{1cm} (2.77)

for a voltage $V$ given in kV. For the above parameters, this gives a limiting current of about 94 A. In CW operation, the space charge will be neutralized by the background gas after operation for several milliseconds; however, the effects of increased velocity spread persist, and the beam’s effective velocity ratio will be reduced. It is thought that for successful CW operation, the limiting current should be at least a factor of two larger than the operating current, and the voltage depression should be kept to less than 10% of the accelerating potential [118].
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2.6 Gyrotron Codes

While the theory covered in this chapter can provide a guideline to a successful gyrotron design, there are a number of assumptions and omissions that are required to generate a simplified set of solvable equations. A few of these issues include:

- **Self-consistency:** A fixed Gaussian axial field profile was used in the non-linear theory presented here. In reality, the presence of the electron beam perturbs the “cold cavity” field profile, which is not truly Gaussian, either. Thus, a more elaborate set of self-consistent equations that fully encompass all of the mutual effects between the rf fields and the electrons should be employed. Gyrotron theory has been evaluated using a self-consistent approach [109].

- **Mode interaction:** The non-linear theory also assumed a single mode excitation in the interaction region. In reality, many modes may be excited and additionally will interact with one another. In some cases, the excitation of one mode may suppress other mode excitations, while, in other cases, competing modes may drive the device into unstable operation. Especially in MW gyrotrons where the spectrum of modes is quite dense, the interaction between modes is an important issue and has been examined extensively in the literature [119, 120].

- **Time dependence:** A fixed set of parameters is assumed in theory, but, in reality, a device must progress from zero to its steady-state operating parameters. As the voltage rises for example, the beam current and pitch factor will also evolve and the mode excitation may not be as straightforward. The sequence of mode excitations during the voltage rise is referred to as the start-up scenario. It has been shown that a variation of the parameters for this start-
up can affect the final steady-state operating mode [121]. A full discussion of the start-up scenario will accompany experimental results later in this work.

- *Experimental deviations:* In theory, it is easiest to assume fixed parameters like a monoenergetic electron beam and a constant magnetic field. In reality, the parameters in an experiment will have some imperfections. Even the best electron beam will have a velocity spread on the order of a few percent, which can have a major effect on efficiency. Additionally, it is convenient to be able to use real parameters whenever possible, like the exact profile of the cavity and tapers and the real magnetic field profile, which may have some small amount of tapering even in the interaction region.

Encompassing all of these effects requires the development of a code that is much more involved. While a full particle-in-cell (PIC) simulation of the gyrotron is still beyond the capabilities of current codes and computing resources, other approaches can be taken to reduce the computing demands. For example, instead of solving the full set of equations for the fields within the volume of the cavity, the fields can instead be represented by a superposition of modes in the interaction region. The University of Maryland and Naval Research Laboratory (NRL) developed such a code known as MAGY [122]. MAGY takes into account a number of the aforementioned issues as its inputs including: full circuit geometry, real magnetic field profile, and velocity spread of the electron beam. MAGY can also consider the interaction between modes, in particular the “triplet” case where a strong coupling between a mode and its two sideband modes with identical radial mode index but differing by one in the azimuthal mode index has been observed. MAGY has been an important tool in the design and analysis of the MIT gyrotrons, and is again employed within this work.
Chapter 3

High Efficiency 110 GHz Gyrotron Experiment

The MIT 110 GHz MW gyrotron is part of an ongoing research program into high power gyrotrons for fusion applications. Following a 170 GHz gyrotron program [123], a 110 GHz gyrotron was developed by former graduate student James Anderson [124]. This initial design was later improved upon by another graduate student, Eunmi Choi, who was tasked with reducing the mode competition in the gyrotron and improving its efficiency [125]. Initial experiments in this work utilize this improved gyrotron design.

In this section, the design and operation of the gyrotron components, including those specific to the high efficiency configuration, will be reported. The experimental diagnostic tools that allow for measurements of gyrotron performance will then be described, and some recent experimental results for this initial configuration will be presented.

3.1 High Efficiency 110 GHz Gyrotron Configuration

In the previous chapter, the layout of a gyrotron was introduced, including its primary components: an electron gun, a superconducting magnet, an interaction cavity, a mode converter, and a collector. Many of the components, like the magnet and electron gun, are common to all of the different configurations of the MIT gyrotron, where typically it is
only the cavity and IMC that is redesigned and interchanged. A description of all components, including those specific to the high efficiency design follows.

3.1.1 Electron Gun

The magnetron injection gun (MIG) implemented in this experiment was designed as part of the initial implementation of the 110 GHz MW gyrotron. A gyrotron MIG should be designed to have a large perpendicular velocity, \( v_\perp \), and a suitable beam radius at the cavity for the operating mode, given the nominal operating voltage and the magnetic field intensity that yields a cyclotron resonance at the desired operating frequency. At the same time, the design must also attempt to minimize the beam velocity spread, defined by \( \Delta v_\parallel / v_\perp \), which arises due to a number of factors like beam optics, surface roughness, non-uniform cathode emission, and mechanical machining and misalignment errors. A large velocity spread has been shown to have a major effect on reducing the achievable efficiency [126].

\[ V_\parallel = 96 \text{ kV}, I_{\text{beam}} = 40 \text{ A} \]

![Figure 3-1: Geometry of the MIT diode magnetron injection gun (MIG). Electric and magnetic fields are shown along with the beam trajectory. Adapted from [127].](image-url)
The MIT gyrotron implements a MIG with a diode configuration that was designed as a collaboration between CPI and MIT [128]. The same electron gun design was used by CPI in their 110 GHz 1 MW CW gyrotron. Figure 3-1 shows the gun’s geometry and the beam trajectory, while a table of operating parameters for the 110 GHz MIG is shown in Table 3-1. The gun utilizes an M-type cathode manufactured by SpectraMat. It contains a 5:3:2 impregnate ratio of BaO:CaO:Al₂O₃ which has been shown to have a reduced susceptibility to cathode poisoning [129] and was selected after the previous 4:1:1 ratio cathode failed to activate with cathode poisoning being the suspected cause. The current output versus voltage (IV curves) for several values of the cathode heater is shown in Figure 3-2. The gun is designed to operate in the temperature limited regime where the current dependence is slowly increasing due to the Schottky effect as described in the previous chapter. Over the course of experiments for each gyrotron configuration, the gun has proven to be quite reliable, providing the required current, beam radius, and pitch factor to achieve the desired results. However, it is not necessarily perfect, as a variation in the emission around the azimuth has been measured, which may contribute to a decrease in the achievable device efficiency [105].

![Figure 3-2: I-V curves for the MIT electron gun. Output current is plotted as a function of voltage for a variety of cathode temperatures.](image-url)
Table 3-1: Design parameters for the 1.5 MW, 110 GHz gun

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>96 kV</td>
</tr>
<tr>
<td>Current</td>
<td>40 A</td>
</tr>
<tr>
<td>Cathode angle</td>
<td>36°</td>
</tr>
<tr>
<td>Cathode width</td>
<td>0.36 cm</td>
</tr>
<tr>
<td>Cathode radius</td>
<td>4.8 cm</td>
</tr>
<tr>
<td>Cathode work function</td>
<td>1.88 eV</td>
</tr>
<tr>
<td>Cathode temperature</td>
<td>965°C</td>
</tr>
<tr>
<td>Emission current density</td>
<td>4 A/cm²</td>
</tr>
<tr>
<td>Cathode-anode distance</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>Cavity beam radius</td>
<td>1.024 cm</td>
</tr>
<tr>
<td>Beam thickness</td>
<td>0.09 cm</td>
</tr>
<tr>
<td>Cavity pitch factor ($v_i/v_f$)</td>
<td>1.4</td>
</tr>
<tr>
<td>Velocity Spread</td>
<td>2.5 %</td>
</tr>
<tr>
<td>Magnetic compression</td>
<td>22.13</td>
</tr>
</tbody>
</table>

3.1.2 Magnetic Fields

The two sources of magnetic fields in the MW gyrotron experiment include a superconducting magnet to generate the main magnetic field and a room temperature “gun coil” that generates the small field at the cathode location to tune parameters like the pitch factor and beam radius. The superconducting magnet was manufactured by Cryomagnetics Inc. and was capable of a peak field of 7.5 T because it was initially implemented on the 170 GHz gyrotron experiment. However, past events limited the current handling capabilities of this magnet, though it is still more than capable of producing the required 4.4 T for operation at 110 GHz or 5.0 T for operation at 125 GHz. The conversion factor for the magnet’s coil is 0.095276 T/A and it has a field homogeneity of 0.7% over a 2.5 cm length at its center, which is longer than the cavity straight section lengths implemented in each configuration. The gun field is generated by a water-cooled
room-temperature solenoid magnet. It generates a small magnetic field using a 0 to 55 A supply with a conversion factor of \(0.000676 \text{T/A}\) and is centered at the cathode. The maximum intensity of the gun field represents about 25% of the superconducting magnet’s magnetic field intensity at that axial location, allowing for the compression ratio to range from 20 to 25 for typical operating values. Figure 3-3 shows the axial magnetic field profile for the superposition of the two fields where the small red shaded region indicates the possible range of gun coil fields.

![Axial magnetic field profile for the MIT gyrotron](image)

Figure 3-3: Axial magnetic field profile for the MIT gyrotron. The superconducting magnetic field is given for a peak field of 4.3 T. The cavity is indicated by the green shaded region with its center located at \(z = 0\) cm. The small red shaded region approximates the possible range of field values for the room temperature gun coil located around the cathode at \(z = -48.3\) cm, marked by the dotted line.

### 3.1.3 Cavity

The design of the high efficiency cavity was part of previous doctoral work [111]. The goal for this gyrotron has been operation at 110 GHz with 1.5 MW of output power. The initial cavity, internally referred to as the V-2003 cavity, showed good promise as it
provided over 1 MW of output power, however it failed to reach the 1.5 MW operating point due to severe mode competition with the TE_{19,7} mode, where the minus sign indicates that the mode rotates opposite to the electron beam. This counter-rotating mode is very close in frequency to the TE_{22,6} operating mode, with a difference of only 400 MHz, and such modes are very common competitors when attempting to operate at maximum efficiency. Other concerns in the design of such a cavity included the ohmic heating, which should be limited in MW gyrotron designs. Even if excessive Ohmic heating may not be problematic in a pulsed device, the cavity design should still be suitable for CW operation.

The design parameters of this high efficiency cavity, internally referred to as the V-2005 cavity, are summarized in Table 3-2. The design was based on the previous cavity and optimized using the self-consistent MAGY code, where a similar output power was predicted with lower ohmic loss. The basic cavity geometry is the same as that described in the previous chapter with a straight section of fixed length and input/output tapers.

<table>
<thead>
<tr>
<th>Design parameters for the V-2005 cavity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input taper angle</td>
</tr>
<tr>
<td>Straight section length</td>
</tr>
<tr>
<td>Straight section radius</td>
</tr>
<tr>
<td>Output taper angle</td>
</tr>
<tr>
<td>Operating mode</td>
</tr>
<tr>
<td>Frequency</td>
</tr>
<tr>
<td>Q factor</td>
</tr>
<tr>
<td>Normalized length (μ)</td>
</tr>
<tr>
<td>Peak ohmic loss</td>
</tr>
<tr>
<td>Simulated power (triplet)</td>
</tr>
<tr>
<td>Simulated power (triplet w/ 5 % velocity spread)</td>
</tr>
</tbody>
</table>

The design parameters of this high efficiency cavity, internally referred to as the V-2005 cavity, are summarized in Table 3-2. The design was based on the previous cavity and optimized using the self-consistent MAGY code, where a similar output power was predicted with lower ohmic loss. The basic cavity geometry is the same as that described in the previous chapter with a straight section of fixed length and input/output tapers.
Additionally, the cavity section includes a non-linear uptaper to a 2.0955 cm radius at which point the IMC section begins. This non-linear taper is designed to maximize the mode purity to ensure successful IMC operation.

Figure 3-4: Conceptual diagram of ray bunching due to a perturbed waveguide surface profile. Initial fields with uniform spatial distribution become bunched in the axial direction resulting in the launching of a focused Gaussian field pattern.

3.1.4 Internal Mode Converter (IMC)

The high-efficiency gyrotron configuration used two different IMCs over the course of experiments. In each case, the IMC consisted of a quasi-optical launcher with a helical cut that converts the TE\textsubscript{22,6} operating mode into a Gaussian beam and a set of 4 copper mirrors that directs the power to the window.

The launcher is best understood with a geometrical optics approach. The waveguide modes may be represented as a series of rays that bounce along the waveguide with a particular bounce angle. In the case of a rotating mode, they bounce around the surface of the waveguide and tangential to a caustic, where, in the geometrical optics approximation, the field intensity is infinite. Between each successive bounce, the rays will travel a given axial length along the launcher and subsequent reflections will be separated by a particular azimuthal angle. The expressions for these terms will be discussed in Section 3.4 where the IMC design is discussed in detail. A Brillouin region can then be defined as a section of waveguide wall which is intercepted by the complete bundle of rays. The axial length of such a region is naturally the axial distance travelled
for a bouncing ray to complete a full revolution around the azimuth. The elimination of such a Brillouin region from the end of the waveguide will cause the full microwave power to be launched from the cut section. In the case of a smooth wall Vlasov launcher, the power is evenly distributed and even though the full microwave power is launched, considerable power is lost due to diffraction [112]. Since large amounts of diffracted power could be quite troublesome in a MW gyrotron, a solution to this problem is to introduce some perturbations to the waveguide radius that will act to focus the power along the surface of the waveguide. This process is shown conceptually in Figure 3-4, where rays that are initially evenly spaced become bunched as they reflect at different angles from the curved surface. While a sinusoidal profiling of the wall radius could yield a reasonably bunched beam, more advanced profiles are required to truly optimize the output of the launcher, which requires a numerical solver. One such code that is specialized for the design of gyrotron IMC launchers is known as LOT (Launcher Optimization Tool) and was developed by Dr. Jeff Neilson of Lexam Research and Calabazas Creek Research, Inc [130]. Best results are obtaining by allowing the launcher to taper slowly to a larger radius and by optimizing the coefficients of cubic spline functions. There are two optimization metrics: maximization of the Gaussian content on the aperture for a high quality output beam and minimization of the fields along the spiral cut for reduced diffractive loss. LOT uses a coupled mode theory to solve for the fields in the waveguide and a Stratton-Chu formulation to calculate the radiated field at the aperture.

Once the launcher is finalized, the set of mirrors may be designed. While calculations based on Gaussian optics can be used, it is best to refer to computer codes designed to calculate the fields scattered from an arbitrary metal surface. Some examples of these codes are Surf3D which solves the electric field integral equation and SCATTER, developed by former graduate student Dr. Monica Blank, which uses the Stratton-Chu formula. With the use of these codes, a set of phase-correcting mirrors could be designed,
meaning that the mirror surface is not smooth and is designed to offset the phase error of
the incident beam. In the previous work that will be described, a mode converter using a
set of such mirrors was implemented, however the results obtained as part of this work
using the high efficiency configuration had a mode converter with a set of smooth, curved
mirrors. A detailed description of this mode converter design can be found in Section 3.4.2.

3.1.5 Collector

The basic collector design for such a gyrotron is a simple copper can. While the beam is
quite powerful, the pulses are short and, therefore, given the low energy, no additional
cooling systems are required. One can, however, introduce a depressed collector to
improve device efficiency. The depressed collector was not used as part of this work, but
one was implemented for the previous results obtained in the high efficiency configuration.
For simplicity, the depressed collector did not use a second power supply and instead
installed a resistive network between the collector and ground. Thus, a potential
difference was placed between the body of the tube and the collector, due to the voltage
drop across the resistor. While such a configuration does not technically change the wall-
plug efficiency of the device, the dissipated energy in the resistor represents the power that
could be recovered. The depression voltage may be varied by interchanging different
resistors. An upper limit on the depression voltage is given by the minimum energy of the
spent electron beam since that is the level at which electrons would be reflected.

3.2 Experimental Diagnostic Tools

To obtain experimental results, a number of diagnostics are necessary to measure the
important input and output parameters of the gyrotron. The tools that allow for the
important measurements of the output power and frequency, as well as those that track the
operating parameters of the gyrotron will be discussed in this section.
3.2.1 Power Measurement

In order to measure the output power of the gyrotron, a calibrated time-domain measurement is required, and, given the frequency and power levels, this is no easy task. In the experimental setup, two pieces of equipment are necessary. The first component is a dry calorimeter which measures the total energy of the gyrotron pulse. The Scientech 378 calorimeter uses a 20 cm diameter plate which has been modified for better absorption of microwave frequencies and demonstrates excellent uniformity across its surface [131]. The corresponding temperature rise on the calorimeter plate is measured as a voltage which can be read on an accompanying analog signal meter. Through cold test measurements taken with a vector network analyzer (VNA), it was found that the absorption was measured to be 85% of the total power. The second component should measure the time dependence of the microwave power. To accomplish this, the power reflected from the calorimeter is received by a small WR-10 cut waveguide antenna. After passing through an attenuator stage, an F-band rf diode measures the power. Using the pulse shape obtained by the broadband video detector and knowing the total energy from the calorimeter, the peak output power can be determined.

Since the gyrotron quickly reaches steady-state operation as the voltage reaches its peak value, the pulse shape is approximately trapezoidal and a full-width half-max (FWHM) approximation of the pulse width may be used. The output power during the flat-top of the voltage pulse is therefore:

\[ P_{\text{out}} = \frac{E_{\text{out}}}{0.85 \cdot PW \cdot \text{Rate}} \]  

(3.1)

where the power is calculated in MW when the pulse width \( PW \) is given in \( \mu s \) and the total energy \( E_{\text{out}} \) is given in J. The repetition rate typically used for experiments was 1 Hz, though, for more accurate power readings, the experiment could be run at 2 Hz or even 4 Hz. Additionally, for accurately measured power, the rf diode should be calibrated and the real pulse shaped used to determine the steady-state power level.
3.2.2 Frequency Measurement

Several different measurement techniques are available for frequency measurements. Unfortunately, direct frequency measurement equipment is not readily available (at least at a reasonable cost), therefore other methods must be used. The primary means of frequency measurement is through the use of a heterodyne receiver system. A schematic of the frequency system is shown in Figure 3-5. A waveguide horn picks off a small amount of the gyrotron radiation, which is transmitted across to an F-band harmonic mixer diode. At the same time, an 8-18 GHz tunable YIG oscillator generates a local oscillator (LO) signal that is connected to a diplexer where its harmonics can be mixed with the gyrotron signal. The LO frequency is measured using a microwave frequency counter and has an accuracy of ± 1 MHz. The resulting intermediate frequency (IF) signal, equal to the difference between the two frequencies, is band limited to 150-500 MHz by filters and amplified significantly using a series of solid-state amplifiers. This amplified IF signal then passes to a LeCroy LT372 4 GS/s digital oscilloscope with a 500 MHz bandwidth where a fast Fourier transform (FFT) is applied to the signal. The frequency of the gyrotron rf signal is therefore given by:

Figure 3-5: Schematic of the heterodyne receiver system for measuring the frequency of the gyrotron output power. Adapted from [111].
\[ f_\sigma = n f_{\text{LO}} \pm f_{\text{IF}} \]  

(3.2)

where \( n \) is the harmonic number and must be determined. The + or − sign can be determined visually by seeing how the IF frequency varies as the LO frequency is tuned. If an increase in the LO frequency causes the IF frequency to increase, then it is indicative of an upper sideband where the LO harmonic frequency is greater than the rf frequency and a − sign should be used in Eq. (3.2). The converse applies when the IF frequency varies inversely to the LO frequency for the lower sideband. The harmonic number may be derived from two pairs of LO and IF frequencies. While it is convenient to measure an upper sideband and a lower sideband at the same IF frequency (usually 300 MHz since it is right in the middle of the bandpass region), it is not necessary. Alternatively, two similar sidebands could be used. Though, for all frequency measurements performed here, upper and lower sidebands are used. In this case, the general equation to determine the harmonic number is:

\[ n = \frac{f_{\text{LO,upper}} - f_{\text{LO,lower}}}{f_{\text{IF,lower}} + f_{\text{IF,upper}}}. \]  

(3.3)

Once the harmonic number is determined (\( n \approx 10 \)), the gyrotron radiation frequency can be calculated using Eq. (3.2) and one pair of LO and IF frequencies. The frequency can therefore be measured with an accuracy of about ± 10 MHz. The FFT performed on the oscilloscope may also be gated over a very narrow time window of the pulse, as low as 20 ns, meaning that the frequency may be measured only over a very specific time during the microwave pulse.

Another means of measuring frequency is by using a wavemeter. A wavemeter may be used in conjunction with the broadband video detector employed in the power measurement system and is, essentially, a tunable frequency-dependent attenuator. By tuning a dial, the dimensions of a narrowband resonant cavity within the wavemeter are altered. When off-resonance, power simply transmits straight through the waveguide
connections at either end of the wavemeter. However, power at the resonant frequency will be partially coupled out of the waveguide and into the resonant cavity. Two wavemeters were used in the experimental setup: a W-band wavemeter which can provide about 2 dB of attenuation and a D-band wavemeter that can provide around 5 dB of attenuation. In each case, the bandwidth of the attenuation is < 100 MHz. While not as accurate as the heterodyne frequency system, once calibrated, wavemeter measurements can yield frequencies with an accuracy of approximately ± 50 MHz. This enables rapid frequency measurements when measurement equipment obstructs the pickoff horn of the heterodyne receiver system. The wavemeter is also capable of detecting the frequency dependence of the rf pulse with time as the attenuation will only be seen at times during the pulse where the resonant frequency is excited.

3.2.3 Alpha Probe (Pitch Factor Measurement)

In the previous chapter, the role of the pitch factor, \( \alpha = \frac{v_1}{v_2} \), was discussed. Since it is an important part of the gyrotron efficiency, it would be helpful to be able to measure this parameter. The pitch factor may be measured through the use of a capacitive probe located at the entrance to the cavity. The alpha probe consists of a metallic ring isolated from the grounded tube by a ceramic. As the beam passes through the center of this ring, a voltage is induced which is related to the capacitance of the probe [132]. The \( \alpha \) value may be determined with an accuracy of about ±10% by this method. However, for many of the results in this work, the alpha probe signal became too noisy to detect values with reasonable precision, possibly due to grounding problems, and thus was not employed as part of the analysis.

Even when \( \alpha \) values are not recorded though, the probe can still prove useful as it does provide a source of “in-situ” measurement within the tube. A previous study took the output traces of the probe and analyzed the frequency content to discover low frequency
oscillations [133]. For this work, the alpha probe traces were typically used to diagnose problems with the gyrotron. When the beam is partially intercepted by the tube or when undesirable modes were excited that caused rf power to radiate within the tube resulting in a pressure rise, the alpha probe trace became quite distorted. This is of particular help during the alignment process and when taking measurements, like a mode map, where the tube is operated far away from its design point and it may no longer be possible to measure the rf output power.

3.2.4 Voltage and Current Measurement

For the voltage measurement, it is worth mentioning that the high voltage modulator implements a parallel load, which is necessitated by the variation in the impedance of the gyrotron. If the parallel resistance is selected to be large enough, then the impedance seen by the pulse forming network should be insensitive to small changes in the gyrotron impedance. Changes to the load impedance would de-tune the pulse forming network and result in a system that would no longer be matched, distorting the voltage waveform.

For current measurements, the beam current is not measured directly. Rather, the current is measured at the collector and on the body of the tube with the beam current determined by the sum of these two currents. The collector is isolated from the tube and the current is simply measured by a Rogowski coil as it passes through a grounding cable. The body current is the current intercepted by other internal components of the tube. To avoid damaging components, a beam scraper is used at the end of the beam tunnel region, and before the cavity. The radius of the beam scraper should ensure be small enough to ensure that the beam could not impact the surface of other components, like the cavity or launcher, though should also be sufficiently large to avoid interfering with the beam. A Rogowski coil around the grounding cable connected to the body of the tube therefore allows for measurement of the body current.
3.3 Previous Experimental Results

The experimental study of the high efficiency 110 GHz configuration using the V-2005 cavity and an IMC with phase-correcting mirrors was completed as part of the doctoral work of previous graduate student Dr. Eunmi Choi [111]. It is helpful to summarize some of the primary results of this study in order to provide some background on the experiments that are part of this work.

The goal of the upgraded design was to improve the efficiency of the gyrotron. It was thought that one of the limitations in the inaugural version of the tube was the heavy mode competition around the high power operating point. Thus, the design of this new cavity focused on the reduction of the counter-rotating TE_{19,7} mode excitation. A type of measurement that investigates mode competition is known as a “mode map.” The mode map explores the parameter space of the gyrotron at a fixed beam current and voltage, while varying the main magnetic field and the gun field, which tunes the beam radius and \( \alpha \) value. Outside from the source limitations of the gun magnetic field, there are two physics limitations as well. First, if the gun coil field is too large, the beam radius becomes too large and will be intercepted by the tube. Second, if the gun coil field is too small, then \( \alpha \) is too large, and the electrons will have insufficient longitudinal energy to reach the cavity and are reflected back towards the cathode. A comparison of the mode map between the V-2003 and the V-2005 cavity is shown in Figure 3-6. In each case, the mode map was taken in the axial configuration, meaning that no IMC is used at all and was instead replaced by an uptaper which allows the output power to propagate axially down the device to a window located at the center of the collector (recall that the beam expands in the region of decreasing field and thus would strike the sidewall of the collector). Power measurements in the axial configuration also showed an improvement in the V-2005 configuration, and thus the new design did successfully improve on the original.
Figure 3-6: Comparison of mode maps for old cavity configurations. Data are taken in the axial configuration using (a) the V-2005 cavity and (b) the V-2003 cavity. Both mode maps are taken at 97 kV and 40 A and, in each case, the maximum efficiency point is marked by a large dot.

Figure 3-7: Operational achievements of the V-2005 depressed collector experiment. Power (solid circles), efficiency (hollow squares) and body current (hollow triangles) are measured as a function of depressed collector voltage for the V2005 cavity using an internal mode converter with phase-correcting mirrors. Adapted from [111].
The next question in that work was how high the efficiency could be pushed. In this case, it was important to operate in an IMC configuration to obtain real, useful output power, and with a depressed collector to maximize efficiency. The IMC with phase-correcting mirrors and the resistor based depressed collector implemented in this experiment were briefly described previously in this chapter. The results of this experiment were quite successful and are summarized in Figure 3-7. It was found that the gyrotron was capable of generating 1.5 MW of power and, using the depressed collector, an efficiency of over 50% could be achieved at depression voltages of up to 30 kV. Once the depression voltage was made too large, even though the efficiency continued to improve, electrons would begin to reflect, and though the pulsed device is capable of continued operation, this is not a valid operating condition for CW gyrotrons. In addition to the achievement of the gyrotron, some important device physics was also discovered as part of this study. It was found that, as the beam and microwave power propagated through the launcher of the IMC, the gyrotron synchronism condition was once again met, a phenomenon which is referred to as the after-cavity interaction (ACI). However, in this case, the beam and wave interacted in the accelerating phase, meaning that the microwave power would lose energy to the beam, causing a reduction in output power. Not only that, but it was also discovered that the spread of the beam energy was increased as a result of this interaction, which would have a secondary effect of limiting the maximum depression voltage before the onset of reflected electrons.

3.4 Smooth-Mirror Mode Converter Design and Test

Following the success of the previous experimental work, the experiments as part of this thesis work began with an investigation in how to make gyrotron operation more reliable. One perceived weakness of the previous design was the mode converter. Despite the excellent result, as always, the theory and simulations predicted a higher output power and efficiency. One source of efficiency degradation is the physical principles that govern the
device, like the ACI effect which was discovered and was shown to reduce the output power [134, 135]. However, one must always be aware when constructing a real, physical system that there will always be experimental imperfections whether they stem from machining tolerances or alignment errors.

The role of the internal mode converter (IMC) is particularly important. Poor IMC design may lead to both direct and indirect losses. Direct losses may also be classified in two ways. First, there are Ohmic losses within the launcher and on the surface of mirrors, which are typically small. The second and larger source of loss is diffractive losses which may come from reflected power due to tapering and waveguide mismatches or stray radiation in the tube resulting from the launcher output power not being fully intercepted by the surfaces of the mirrors and thus not propagating towards the vacuum window. Indirect losses include the losses that occur outside of the gyrotron system itself, in the systems that make use of the gyrotron’s output power. These losses will typically be proportional to the output beam quality generated by the IMC, where the ideal output is defined by a fundamental Gaussian beam with a flat phase front at the window. In a typical fusion heating application, the Gaussian beam output of the gyrotron is coupled into a large cylindrical corrugated waveguide. While large, overmoded waveguide has low loss, the transmission distances are often quite large and, in addition, many lossier passive components must be incorporated into the transmission line design. The transmission efficiency of both the passive components and straight sections of waveguide are dependent on the Gaussian beam content of the gyrotron output beam. In large waveguide systems, Ohmic losses may remain low, however poor beam quality will result in mode conversion losses as higher order modes will be excited in the waveguide components [136, 137]. While other equipment, like a matching optics unit (MOU), may be implemented to help reduce the additional loss caused by a tilt or offset from misalignments between the beam and transmission line, it still can’t fix the problems of poor Gaussian beam content. Analysis of the prototype transmission line for ITER’s ECH
system showed that the gyrotrons should produce output beams with 95% Gaussian beam content in order to meet the specification for transmission efficiency [81].

The discussion and results in the remainder of this chapter were published by the author in the paper: “Experimental Results on a 1.5 MW, 110 GHz Gyrotron with a Smooth Mirror Mode Converter” in the *International Journal of Infrared, Millimeter and Terahertz Waves*, vol. 32, pp. 358-370, 2011 [138].

![Figure 3-8: Schematic of the 1.5 MW, 110 GHz gyrotron with a 4 mirror internal mode converter (IMC). Annular electron beam is shown in red.](image)

### 3.4.1 Generalized IMC Launcher Design Theory

This design is based on the standard MW gyrotron IMC configuration which uses a launcher section, with wall perturbations to convert the cavity’s TE mode and emit a highly Gaussian beam, and a set of metallic mirrors, which shape the fields and focus the beam with an appropriate waist at the window. The previous IMC used a set of mirrors with phase correcting surfaces, meaning that a finely calculated perturbation was machined into the surface of the mirrors and allowed for improvement of the Gaussian beam content. However, in this case, we explore the use of simple, smooth, curved mirrors which may alter the beam waist and focal point but do not correct any imperfections in the Gaussian profile of the beam coming from the launcher. The layout
of the gyrotron is shown in Figure 3-8. In order to accommodate the tube geometry and transmit the power through the window, a 4 mirror system is employed. However, only 3 mirrors are used to shape the beam, so the system will be designed with 3 smooth, curved mirrors and one flat mirror, in this case, mirror 3.

The basics of the helical cut launcher were described previously. In the case where smooth mirrors are used, it is even more imperative that the launcher be designed to have the maximum achievable Gaussian content. Luckily, refinements to the design codes have improved them to the point where this is possible. The Launcher Optimization Tool (LOT) which was briefly introduced was employed in the design of this launcher. The general form of the wall deformation in LOT is given by:

$$r(\phi, z) = r_0 + \kappa z + \sum_l a_l(z) \cos(H_l(z) - l\phi)$$

(3.4)

where $r_0$ is the average wall radius, $\kappa$ is the tapered slope and the spline points of cubic splines $a_l(z)$ and $H_l(z)$ are the free parameters for optimization. As previously discussed, LOT uses a coupled mode theory to calculate the field intensities; therefore, before providing the specifics of this design, a discussion of these concepts is warranted.

In the geometrical optics representation, the rays of a rotating $TE_{mp}$ mode bounce around the inside of the waveguide tangential to the caustic, whose radius is given by:

$$r_c = a \frac{m}{v_{mp}}$$

(3.5)

where $a$ is the radius of the waveguide, $m$ is the azimuthal mode index and $v_{mp}$ is the $p^{th}$ zero for the derivative of the $m^{th}$ order Bessel function. The ray travels at an angle with respect to the axis known as the bounce angle given by:
\[ \theta_B = \arcsin \left( \frac{v_{mp}}{ka} \right) \]  

(3.6)

for a propagation constant \( k = \omega/c \). The divergence angle, that is the azimuthal rotation between subsequent bounces, and not to be confused with the previous use of \( a \) as the velocity ratio, is:

\[ 2\alpha = 2 \arccos \left( \frac{m}{v_{mp}} \right) \]  

(3.7)

and the axial pitch angle can then be determined as:

\[ \beta = 2 \arctan \left( \frac{\alpha \tan \theta_B}{\sin \alpha} \right) \]  

(3.8)

The parameter known as the launcher cut can be determined as the axial length travelled while a ray completes a full revolution around the azimuth:

\[ L_c = \frac{2\pi \alpha \sin \alpha}{\alpha \tan \theta_B} \]  

(3.9)

which defines the length of the Brillouin region at the end of the launcher which contains the complete bundle of rays and, thus, the full power of the microwave beam.

For a single mode, the distribution of rays is uniform. However, when wall perturbations are introduced, the distribution of rays becomes distorted and the field solution within the launcher must be defined by a superposition of different modes. Using the above equations, the desired set of modes may be broken down into 2 groups: axial bunching modes and azimuthal bunching modes. For axial bunching, a set of modes whose interference length with the operating mode is equal to the launcher cut length of Eq. (3.9) is desirable. This means that the modes may interfere destructively at the ends of the cut while interfering constructively at the center. For azimuthal bunching, the same principles apply, but the desired interference length is related to the divergence angle given in Eq. (3.7). For the TE_{22,6} mode where \( m = 22 \) and \( v_{mp} = 45.6243 \), the divergence angle \( \alpha \) is approximately \( \pi/3 \). In addition, the bunching modes should have similar caustic
radii and mode indexes. Azimuthal bunching modes should thus be of the form $m + /- 3$
with $p + /- 1$, i.e. $TE_{19,7}$ and $TE_{25,5}$, and axial bunching modes will have the form $TE_{22 \pm 1,6}$, i.e. $TE_{21,6}$ and $TE_{23,6}$. Coupled mode theory was also part of previous doctoral thesis work at MIT [139]. A general form for the theory is provided for the case of forward propagating TE modes in vacuum at a frequency $\omega$:

$$\frac{dA_{a}^{+}}{dz} = jk_{z,a}A_{a}^{+} + \sum_{b} c_{ab}A_{b}^{+}$$  \hspace{1cm} (3.10)

where the coupling coefficient $c_{ab}$ between mode $a$, defined as $TE_{m_{1},p_{1}}$, and mode $b$, defined as $TE_{m_{2},p_{2}}$, is given by:

$$c_{ab} = \frac{1}{2} \left[ Q_{ab} \frac{\omega \mu_{0}}{\sqrt{k_{z,a}k_{z,b}}} + R_{ab} \frac{k_{z,b}}{k_{z,a}} \right]$$  \hspace{1cm} (3.11)

where:

$$Q_{ab} = \frac{j \left( \frac{v_{m_{2},p_{2}}}{a} \right)^{2}}{\alpha \omega \mu_{0} \sqrt{v_{m_{2},p_{2}}^{2} - m_{2}^{2}}}$$  \hspace{1cm} (3.12)

$$\times \int_{0}^{2\pi} \left[ \frac{jm_{1}}{\sqrt{v_{m_{1},p_{1}}^{2} - m_{1}^{2}}} \frac{\partial \delta(\varphi,z)}{\partial \varphi} + \delta(\varphi,z) \sqrt{v_{m_{1},p_{1}}^{2} - m_{1}^{2}} \right] \exp[j(m_{1} - m_{2})\varphi] d\varphi$$

$$R_{ab} = \frac{m_{1}m_{2}}{\alpha \pi \sqrt{v_{m_{1},p_{1}}^{2} - m_{1}^{2}} \sqrt{v_{m_{2},p_{2}}^{2} - m_{2}^{2}}} \int_{0}^{2\pi} \exp[j(m_{1} - m_{2})\varphi] \frac{\partial \delta(\varphi,z)}{\partial z} d\varphi,$$  \hspace{1cm} (3.13)

and $\delta(\varphi,z)$ is a small amplitude perturbation to the waveguide wall such that:

$$r_{wall}(\varphi,z) = \alpha + \delta(\varphi,z).$$  \hspace{1cm} (3.14)

The theory described here had been applied to the design of a previous mode converter [140], while codes like LOT have since refined the technique and improved the accuracy and speed of the similar calculations. LOT therefore takes a pre-defined list of modes, applies this coupled mode theory by introducing small perturbations, and runs an
optimization metric. As previously mentioned, the optimization looks to minimize the field along the helical cut and maximize the complex Gaussian content at the aperture.

![Wall radius profile for the dimpled wall IMC launcher.](image)

**3.4.2 Smooth-Mirror IMC Design**

We now look to the launcher design using LOT for this IMC. The IMC design constraints are given by the input to the launcher, which is the field of a TE\(_{22,6}\) mode within a waveguide of radius 2.0955 cm as defined by the terminus of the cavity’s uptaper, and the physical dimensions of the system. The design should, of course, fit the tube, transmit the microwave power to the window, and must not allow for any IMC surface to intercept the electron beam, which is expanding rather quickly in this region. The basic mode mixture that LOT must consider includes the operating mode and the four bunching modes that were previously described. However, four additional modes to complete the set must also be included, such that each of the primary bunching modes forms a bunching triplet in the opposite direction. The set of nine modes for this design includes TE\(_{21/22/23,6}\), TE\(_{18/19/20,7}\), and TE\(_{24/25/26,5}\). Additional satellite modes may also be included for improved accuracy. The designed launcher has a length of 16.4 cm and a slight uptaper of 0.35°. The
unwrapped profile of the wall radius is shown in Figure 3-9 where ripples in both the axial and azimuthal direction are apparent, though small. The process of mode conversion can be seen by examining Figure 3-10 which shows the mode content of the launcher averaged around the azimuth as a function of axial position. As expected, the pure $TE_{22,6}$ mode at the input is slowly converted to the satellite modes that bunch the field. The $TE_{22,6}$ center mode remains the strongest component throughout, however there is significant power in each of the primary bunching modes by the end of the launcher. The effect of this mode conversion is best seen by calculating the field intensity along the walls of the launcher. Recall that the goal was to form a Gaussian intensity distribution centered in a Brillouin zone that could then be launched from the helical cut. Examination of Figure 3-11 shows that this design appears to be quite successful, as the final Brillouin region of the launcher appears to contain a highly Gaussian beam with nearly no field along the launcher cut.

![Figure 3-10: Modal composition of the launcher field as a function of axial distance. The wall perturbations convert the $TE_{22,6}$ mode power at the input into a mixture of satellite modes to bunch the fields along the surface.](image-url)
Figure 3-11: Field intensity along the wall of the launcher. The input at $z = 0$ shows a uniform field distribution for the $\text{TE}_{22.6}$ input mode and unperturbed surface, while the helical launcher cut is shown on the right, in magenta, enclosing the final Brillouin region.

Figure 3-12: Output radiation pattern of the launcher. Patterns measured along a cylindrical surface located at the launcher tip with 5 cm radius: (a) Surf3D calculation and (b) cold test scanner measurement using a $\text{TE}_{22.6}$ mode generator.
Next, the launcher design is validated using a more rigorous calculation within Surf3D which calculates the rf field scattered from a metal surface by solving the electric field integral equation for an unknown surface current using the method of moments [141]. Using Surf3D, the fields along a cylindrical surface at the launcher tip with a radius of 5 cm are calculated and shown in Figure 3-12(a). The beam has high Gaussian content, and there are no significant sidelobes at or above the -30 dB power level. For further verification, the launcher was machined and sent to our collaborators at the University of Wisconsin, who specialize in the design of such launchers and have a readily available scanner capable of measuring along cylindrical planes for a cold test. The result of the cold test measured by R. Vernon and D. Minerath of UW is shown in Figure 3-12(b). The agreement between theory and experiment is quite good. The 9 dB beam width along each axis is quite similar in both cases, with a 2.95 cm axial width and 60° azimuthal width measured in the Surf3D calculation and a 2.9 cm axial width and 70° azimuthal width measured in cold test. We do note however that the magnitudes of the sidelobes in the measured case are somewhat larger, reaching the -20 dB level, which is still quite small. There are a several reasonable explanations for this discrepancy. First, the cold test measurement requires the use of a TE22,6 mode generator [142]. Such a mode generator is a very complex piece of equipment, and while it is tremendously useful, we acknowledge that the output mode is not a pure TE22,6 mode. Any spurious mode content at the input will therefore result in less efficient mode conversion within the launcher. Additionally, a dimpled wall launcher is no simple task for the machinists, and additional loss should be expected due to the required tolerances. Finally, there will also be experimental errors resulting from the alignment of the measurement system [143].

With the launcher successfully designed, attention can now be directed towards the mirror system. Previously, in order to get output beams with very high Gaussian beam content, many IMCs employed phase correcting surfaces on the mirrors [143]. Using simulation codes, the field distribution at the first mirror is calculated. Then, knowing that
a Gaussian beam with flat phase and appropriate beam waist is desired at the window, a
phase retrieval code would be employed [144] to calculate the required mirror surfaces to
satisfy such a transition [145]. While this method, in theory, can yield a nearly perfect
Gaussian beam output, there are some caveats. First, it should be acknowledged that the
theoretical output at the first mirror is likely to differ somewhat from the actual fields in
experiment. While the simulated pattern could be replaced with a measured pattern, this
approach would also be accompanied by small sources of experimental error. Therefore,
the phase corrections would always be based on a close approximation to the actual fields.
Additionally, the phase corrections require that the mirrors have the exact theoretical
profile and be located in the exact position as defined by their design. In reality,
machining tolerances will lead to small errors in the perturbations on the mirror surface
and even a perfect mechanical design should expect some tiny misalignments. While
these sources of error are not catastrophic, they still play a role in limiting the achievable
IMC efficiency. One alternative is to introduce a set of smooth, curved mirrors instead,
which would be less sensitive to alignment errors. Given that the output beam quality of
the launcher has continued to improve in recent years, high quality output beams can be
achieved by designing an IMC with smooth mirrors which presents both a simpler design
process as well as looser mechanical tolerances in the overall assembly.

![Diagram](image)

Figure 3-13: Layout of the IMC's system of 4 mirrors. Left: top view, Right: view along
axis.
The mirror system in this latest design is comprised of 4 smooth mirrors. The rf power will propagate along a horizontal plane with the mirror system providing shaping in the vertical plane (x) and the axial plane (z). The first two mirrors shape the beam along one axis each, with mirror 1 shaping the beam along x while mirror 2 shapes the beam along z. Mirror 3 is perfectly flat and is only necessary to ensure the beam arrives at the window, while mirror 4 is the only mirror that has curvature along both axes. The layout of the system of mirrors of the IMC is shown in Figure 3-13. The mirror system design begins with the calculated fields from the launcher obtained in Surf3D. It is the launcher design that defines the characteristics of this first mirror which should be a parabolic cylinder with a focal length of 5 cm and whose position must be offset from the vertical axis by the caustic radius of 1.06 cm. Beyond the first mirror, simpler codes, or even Gaussian beam optics as a close approximation, may be used. The code we used is known as SCATTER which computes the radiated field at an arbitrary metal surface using the Stratton-Chu formula [140]. Based on the results, mirror 2 is determined to have a regular cylindrical surface with a curvature radius of 62 cm. Finally, the fields are propagated to the flat third mirror and onto the surface of mirror 4. Mirror 4 is oriented such that its center is located at the same axial and vertical position as the window and is tilted so that the microwave power reflects off its surface and propagates normal to the window. The curvature radii for mirror 4 are found to be 104 cm in the axial plane, and 209 cm in the vertical plane. The size, shape, position, and calculated beam size on the surface of each mirror are summarized in Table 3-3. With the design completed, the theoretical output at the window may be determined using SCATTER. The calculated field amplitude and phase distributions along each axis are shown in Figure 3-14. A circular beam with high Gaussian beam content is predicted. The predicted beam waist at the window is \( w_x = w_z \approx 2.9 \text{ cm} \) with a flat phase. The Gaussian beam content, which will be discussed later, is 98%.
### Table 3-3: Smooth mirror IMC mirror system specifications

<table>
<thead>
<tr>
<th>Beam size (cm)</th>
<th>Mirror Center (cm)</th>
<th>Mirror Size (cm)</th>
<th>Curvature (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_x$</td>
<td>$w_z$</td>
<td>$x_0$</td>
<td>$y_0$</td>
</tr>
<tr>
<td>M1</td>
<td>2.20</td>
<td>1.13</td>
<td>1.06</td>
</tr>
<tr>
<td>M2</td>
<td>2.53</td>
<td>1.69</td>
<td>0</td>
</tr>
<tr>
<td>M3</td>
<td>2.71</td>
<td>2.47</td>
<td>0</td>
</tr>
<tr>
<td>M4</td>
<td>3.11</td>
<td>3.11</td>
<td>0</td>
</tr>
<tr>
<td>Window</td>
<td>2.93</td>
<td>2.93</td>
<td>0</td>
</tr>
</tbody>
</table>

---

**Figure 3-14:** Theoretical output beam amplitude and phase distribution at the window. Fields are calculated using SCATTER. Amplitude data is shown on a logarithmic scale with 3 dB contours plotted and the phase plots, showing a cross-section along each axis, are wrapped between $-\pi$ and $\pi$.

### 3.4.3 Cold Test Measurement

To verify IMC operation, it is important to first measure it in cold test before installing it on the gyrotron. This is not only to validate the theoretical design of the IMC, but it also serves to ensure that the mechanical design is sound. In the first version of the 110 GHz tube, it was found that one of the mirrors was located in the wrong position, and a distorted
beam with less than half the expected power was coming out of the gyrotron, meaning that the majority of the power was bouncing around inside the tube [127].

To perform the cold test, a TE\textsubscript{22,6} mode generator, like the one used for the launcher measurement, was obtained [142]. The mode generator converts the fundamental mode of rectangular WR-8 waveguide into the TE\textsubscript{22,6} mode in a cylindrical waveguide with dimensions equal to the launcher input radius. For measuring the beam pattern, we use a 3-axis scanner along with a vector network analyzer (VNA), specifically the Agilent E8363B PNA with F band (90-140 GHz, WR-8) Oleson millimeter-wave extension heads. The VNA provides for very accurate and repeatable results, and, provided the system has reasonable transmission, excellent dynamic range with high signal to noise ratio (SNR). In order to measure the beam pattern, the fields must be sampled at an array of points, so the VNA receiver is mounted to the 3-axis scanner and a cut waveguide antenna is connected to sample the fields over a very small region. Using a Labview control system which communicates with the VNA and the scanner’s motor controllers, large grids of data can be measured quite quickly. The general limitation is the sweep time of the VNA. While larger IF bandwidths on the VNA could be used to speed up measurements, the standard deviation of each data point would go up substantially, and thus low IF bandwidths, < 100 Hz, are used with a small number of sampling points. Data can still be collected at a rate of about 1 Hz, meaning that a single plane of data, with a 50 x 50 grid, can be measured in under an hour.

The VNA is capable of measuring both the amplitude and the phase of the radiated fields, however for these measurements we focus on the amplitude data only. The phase measurement is particularly sensitive to slight misalignments between the scanner and IMC and is quite noisy towards the edges of the beam. Though, it should be noted that in a measurement system that is more stable and where precision alignment can be performed, the phase measurements are extremely reliable and compare well with any calculated phase [146]. In the case where only amplitude measurements are considered, the phase
may be calculated via a phase retrieval code using amplitude measurements in several planes.

The formulation of the iterative phase retrieval procedure involves the measurement of amplitude $A_1(x,y)$ at plane $z = z_1$ and amplitude $A_2(x,y)$ at plane $z = z_2$. The full, complex field distribution at each plane is also a function of the phase, $\varphi_1(x,y)$ and $\varphi_2(x,y)$, respectively. The total field at plane $z_n$ is therefore:

$$\psi(x, y, z_n) = \psi_n(x, y) = A_n(x, y)\exp(j\varphi_n(x, y)).$$ \hspace{1cm} (3.15)

The important part of the phase retrieval process is relating the field at both planes. This can be done by defining a propagation operator based on the plane wave expansion as follows [147]:

$$\psi_2(x, y) = \mathcal{P}_{12} \{\psi_1(x, y)\} = \mathcal{F}^{-1}\{\mathcal{F}\{\psi_1(x, y)\}\cdot \exp(\text{\textit{j}}(z_2 - z_1)\sqrt{k^2 - k_x^2 - k_y^2})\}\} \hspace{1cm} (3.16)$$

where $k^2 = k_x^2 + k_y^2 + k_z^2$ and $\mathcal{F}$ represents the Fourier transform.

To begin the process, an initial guess must be supplied, which could be as simple as a constant zero phase at the first plane. The initial field guess at plane 1 is:

$$\psi_1^{(0)}(x, y) = A_1(x, y)\exp(j\varphi_1^{(0)}(x, y)) \hspace{1cm} (3.17)$$

and the amplitude and phase at plane 2 may be obtained via the propagation operator:

$$\psi_2^{(0)}(x, y) = \mathcal{P}_{12} \{\psi_1^{(0)}(x, y)\} = A_2^{(0)}(x, y)\exp(j\varphi_2^{(0)}(x, y)). \hspace{1cm} (3.18)$$

Since the fields at plane 2 are already known, a better approximation of the real case can be given by combining the measured fields and calculated phase, such that:

$$\psi_2^{(0)}(x, y) = A_2(x, y)\exp(j\varphi_2^{(0)}(x, y)). \hspace{1cm} (3.19)$$

This field may then be propagated back to the first plane:

$$\psi_1^{(0)}(x, y) = \mathcal{P}_{21} \{\psi_2^{(0)}(x, y)\} = A_1^{(0)}(x, y)\exp(j\varphi_1^{(0)}(x, y)) \hspace{1cm} (3.20)$$

and similarly the measured amplitudes may replace the calculated ones:
\[ \psi^{(1)}_i(x,y) = A_i(x,y)\exp(j\varphi^{(0)}_i(x,y)) = A_i(x,y)\exp(j\varphi^{(1)}_i(x,y)) \]  

(3.21)

where \( \varphi^{(m)}(x,y) \) represents the improved phase guess after \( m \) iterations. A mathematical proof shows that such an algorithm converges [147]. Therefore, after each iteration, as the calculated phase approaches the real phase, so too will the calculated amplitudes approach the measured ones. This allows for a convergence parameter to be defined by the normalized error between the calculated amplitudes and the measured amplitudes, which for a discrete set of data is given by:

\[
Error^{(m)} = \frac{\sum_{x,y} [A_i(x,y) - A^{(m)}_i(x,y)]^2}{\sum_{x,y} A_i^2(x,y)}.
\]

(3.22)

Once this error becomes small enough, the phase has converged and the propagation of the complex fields back and forth would yield the measured amplitude.

Figure 3-15: Cold test measurement of the output beam at the location of the window. 3 dB contours are plotted.
Returning to the IMC cold test measurement, the experimental setup allows for measurements of the amplitude directly at the location of the window. Such a measurement is shown in Figure 3-15 where the position of the window is also illustrated. The output beam is of high quality with only a slight ellipticity as the measured beam waists of $w_x = 2.7$ cm and $w_z = 2.9$ cm agree quite well with the theoretical output beam of Figure 3-14 where $w_x = w_z = 2.9$ cm. A dynamic range of over 30 dB was achieved in the measurement. The important metric to consider is the output beam quality which can be defined by the Gaussian beam content. To perform such a calculation, the phase must be known as well. The phase was obtained by measuring the amplitude in several planes and applying the iterative phase retrieval procedure detailed above. The Gaussian beam content can then be determined as:

$$GB\% = 100 \left( \frac{\int |A_{\text{Gaussian}}(\alpha_x, \alpha_z, w, x, z) \cdot A_{\text{Measured}}^*(x, z) dx dz|^2}{\int |A_{\text{Gaussian}}(\alpha_x, \alpha_z, w, x, z)|^2 dx dz \cdot \int |A_{\text{Measured}}(x, z)|^2 dx dz} \right) \quad (3.23)$$

where the circular Gaussian beam propagates in the $y$ direction and has beam waist $w$ and tilt angles with respect to the propagation axis of $\alpha_x$ and $\alpha_z$. A small tilt is allowed to account for any misalignment between the measurement axis and the propagation axis so that the mode content may be determined more accurately. Without any fixed mechanical alignment, it is difficult to align the system to better than $1^\circ$ and, therefore, the Gaussian beam content should be optimized over a small range of tilt angles. The equation for the field of a fundamental Gaussian beam traveling along the $y$ axis is given by:
\[ A_0(x, y, z) = A_0 \sqrt{\frac{2}{\pi w^2(y)}} \exp \left( -\frac{(x^2 + z^2)}{w^2(y)} \right) \exp(j\zeta) \exp \left( j\frac{k(x^2 + z^2)}{2R} \right) \exp(jk_y) \] (3.24)

\[ w^2(y) = w_0^2 \left( 1 + \left( \frac{\lambda y}{\pi w_0^2} \right)^2 \right) \] (3.25)

\[ \frac{I}{R} = \frac{y}{y^2 + \left( \frac{\pi w_0^2}{\lambda} \right)^2} \] (3.26)

\[ \zeta = \arctan \left( \frac{y}{\frac{\pi w_0^2}{\lambda}} \right) \] (3.27)

where \( w_0 \) is the minimum waist size at the beam focus, which is ideally the window location, \( R \) represents the radius of curvature of the phase front, and \( \zeta \) is the Gouy phase shift.

Using the measured amplitude at the window and retrieved phase, a Gaussian beam content of 95.3 % was calculated with beam waist \( w = 2.8 \) cm.

### 3.5 Smooth Mirror Mode Converter Gyrotron Experiment

The IMC whose design was detailed in the previous section was then installed in the gyrotron where the V2005 cavity was used and the collector was grounded.

The primary goal of this experiment was to validate the operation of the new mode converter, though some other interesting work would arise as well. Once the new components were installed and the tube was brought back to high vacuum, an alignment was performed: first by finding the physical center by recording the extreme positions where beam interception occurs and then by refining the alignment to maximize the output power. Eventually stable operation at MW power levels was achieved and the beam pattern was measured. The parameters of the operating point were: \( B_0 = 4.40 \) T, \( V_k = 96 \) kV, and \( I_{\text{beam}} = 43 \) A where 1.2 MW of output power was measured.

Just as in cold test, an accurate, high resolution beam pattern is desired. For such measurements, we require a larger scanning system since measurements must be taken
well beyond the window due to the fact that the microwave beam intensity is too focused close to the window and the magnetic field is too large for the scanner components. This larger scanning system is only a 2-axis scanner, meaning that alignment between planes cannot be preserved and misalignment between planes must be handled in post-processing. Again, we use a cut waveguide antenna to measure the fields over a small region which feeds a setup comprised of a programmable variable attenuator and an rf diode. Since the high power from the gyrotron could easily damage the rf diode if the attenuation is insufficient, instead of measuring a variable signal level, we vary the attenuation required to yield the same reference signal from the diode. At each point, the programmable attenuator’s attenuation level is slowly dropped until the diode reads the defined reference value. As long as caution is taken to limit the spacing between points, the entire pattern can be safely measured. The downside of this approach is that scanning takes significantly longer than it did in cold test, especially with the gyrotron pulsing at only 1-4 Hz. Not only that, but such measurements cannot be left unattended as the beam current will tend to drop as the pressure rises from constant operation. Therefore, the size of the data grid must be limited. For these measurements, we used a 25 x 25 point array and kept the spacing between points to 1 or 2 cm.

Since measurement is impossible at the location of the window, beam patterns must be measured far away and a phase retrieval algorithm will be applied to obtain both the amplitude and phase of the beam at the window. The measurement planes we used were located 80, 100, and 120 cm from the window. The measured beam pattern at 100 cm is shown in Figure 3-16. This measurement technique is quite robust. While the specification of the programmable attenuator is 0-60 dB, we found that the attenuation saturates around 40 dB, though this still provides an excellent dynamic range. In addition, the programmable attenuator was calibrated using the VNA thus limiting any error introduced by the attenuator to < ± 0.1 dB. We found that the measurements are very repeatable and have an error of approximately ± 0.3 dB at each point. This error is a
combination of error due to experimental effects, since there is some shot-to-shot variation in intensity, and effects from the measurement system. The measurement error arises from the variation in the rf diode output voltage during the flat-top of the pulse and the need to assign a range of acceptance values rather than a single value that the measurement system tries to reach by varying the attenuation. By having a small acceptance range for the reference voltage, which is on the order of the measurement error of the rf diode voltage on the oscilloscope, measurement time can be optimized without significantly increasing any measurement error.

Figure 3-16: Beam pattern measured 1 m from the gyrotron window in hot test. 3 dB contours are plotted.

The phase retrieval algorithm that has been described was applied to this data set and the retrieved amplitude distribution at the window was obtained and is shown in Figure 3-17. The beam waists of the phase retrieved beam pattern are \( w_x = 2.9 \) cm and \( w_z = 3.0 \) cm, which agrees well with both the cold test measurement and the theoretical prediction. The Gaussian beam content of this beam was then analyzed using Eq. (3.23) and was found to be 96.3\% for a beam with \( w = 2.9 \) cm, which is identical in size to the
theory calculation. This also agrees quite well with the cold test measurement since slightly higher Gaussian beam content would be expected in hot test due to the improved mode purity at the input of the launcher.

Figure 3-17: Output beam at the gyrotron window calculated by a phase retrieval algorithm. Phase retrieved from amplitude data in planes 80, 100, and 120 cm from the gyrotron window. 3 dB contours are plotted.

Figure 3-18: Measured output power vs main magnetic field ($B_0$) at 98 kV and 42 A.
Experiments continued as operation with this new mode converter was thoroughly investigated. While 1.5 MW was anticipated, as hard previously been demonstrated with the V-2005 cavity, operation was now limited to only 1.3 MW, which was found in operation at 98 kV and 42 A. The dependence of the output power on the magnetic field for the above operating condition is shown in Figure 3-18. The next step was to investigate the mode competition by measuring the mode map with this new mode converter. The mode map shown in Figure 3-19 indicates that there is, indeed, additional mode competition as the $\text{TE}_{19,7}$ mode is excited around the high efficiency operating point marked by the gold star. Frequency measurements at main magnetic field values that are slightly lower than that of the high efficiency operating point showed a 400 MHz signal which is explained as the beat frequency between the $\text{TE}_{22,6}$ and $\text{TE}_{19,7}$ modes. This suggests that the mode could be simultaneously excited and competing, thus limiting higher power operation in the $\text{TE}_{22,6}$ mode at that operating point.
A number of possible explanations for the decreased output power and increased mode competition were explored. The performance of the electron gun was revisited to determine if, perhaps, there was any performance degradation after years of operation. However, the measured performance, shown previously in Figure 3-2, agreed well with initial studies of the electron gun [105], though a full study of the emission uniformity was not conducted. While it is also possible that the new launcher may generate some additional microwave field reflection that could alter the cavity performance, such effects should have been predicted in a code like MAGY, which did not predict any appreciable change in performance.

![Figure 3-20: Pulse width measured as a function of main magnetic field.](image)

However, there is one noticeable difference between these measurements and those taken previously. In past measurements, the measured microwave pulse showed a very steep rise with a pulse width of about 2.6 μs. In current experiments, we actually found that the maximum average power measured by the calorimeter is quite similar to that measured previously during 1.5 MW operation; however, in this case, the pulse width
has grown much longer. The measured pulse width for different main magnetic field values is shown in Figure 3-20. At lower magnetic field where the output power is larger, we observe significant broadening of the rf pulse, while at higher magnetic field where the output power is more modest, the pulse width is quite similar to previous experiments. Figure 3-21 shows two representative rf traces, one from the V-2005 depressed collector and one from this work. It is quite clear that the behavior on the leading edge of the pulse, during the rise of the voltage pulse, is different in each case. In the diode trace for the smooth mirror experiment, shown in Figure 3-21(b), the power begins to rise around 1.7 µs, while the rise did not occur until after 2 µs in the depressed collector experiment, shown in Figure 3-21(a). Since the voltage triggering is identical in each case, we must conclude that the recent experiment is showing significant power in the modes excited before the voltage has reached its flat-top level, which occurs at ∼2.8 µs. This result sparked an interest to investigate the mode excitation sequence as the voltage rises and a discussion of such experiments follows in the next chapter.

Figure 3-21: Comparison of measured rf diode (power) traces. (a) the previous 1.5 MW experiment and (b) the smooth mirror experiment where the maximum measured output power was 1.3 MW.
3.6 Summary

The experimental configuration of the gyrotron has been introduced. Operation of the principal components of the gyrotron, namely the electron gun, the magnets, the cavity, the mode converter, and the collector, were presented along with the design and performance characteristics of each. The gyrotron has a set of diagnostic tools to quantify performance, including power measurement using calorimetry and a broadband video detector, frequency measurement using wavemeters and a heterodyne receiver system, and a capacitive probe to measure the pitch factor.

The theory and design of a new internal mode converter that implements smooth, curved mirrors was described in detail. A high quality beam with 98% Gaussian beam content is predicted by theory. The IMC design was then validated in cold test using a TE_{22,6} mode generator. While slightly elliptical, the results agreed well with theory and a Gaussian beam content of 95.3% was calculated. The IMC was installed on the gyrotron and operated at MW power levels. After measuring the beam pattern, the calculated Gaussian beam content of 96.3% was expectedly a little higher than cold test, and the beam waist of 2.9 cm matched theoretical predictions. The results were obtained by using a phase retrieval algorithm to calculate an amplitude and phase at the window from amplitude data measured in several planes further away.

After lengthy attempts to further align the tube, it was found that the output power peaked at around 1.3 MW, falling short of the 1.5 MW that had been measured in the previous depressed collector experiment. While the gyrotron average power output is approximately the same, the microwave power pulse had broadened, resulting in a reduction of the measured peak power. The broadening of the rf pulse is the result of more power being excited while the voltage is still rising to its flat-top level and warrants further investigation, which follows in Chapter 4.
Chapter 4

Study of the Start-Up Scenario for a MW Gyrotron

When studying gyrotron operation, extensive work goes into mapping the power and frequency over a wide parameter space of magnetic field, velocity ratio and current. While it is true that the steady-state operation of the gyrotron is what matters, oftentimes device performance falls well short of theoretical predictions, and the reasons are usually not obvious. Many factors, like the velocity spread of the electron beam, are known to degrade the efficiency. While it is possible to set up an experiment to measure the spread, it is not a practical measurement to be done as part of the development of every system. Instead, researchers can assume a possible range of values based on simulations and past experience. At the same time, there are other possible explanations for efficiency shortcomings that have remained largely overlooked. One such area is the examination of the gyrotron’s start-up scenario, which is the sequence of modes that is excited during the rise of the voltage pulse. While previously investigated theoretically via simulation, experimental treatments remained lacking. In this section, a discussion of the mode excitation process in high power gyrotrons will be discussed and the results of recent experimental work in this area will be presented. The author has published these results in a paper, from which some portions of this chapter have been adapted: “Experimental Study of the Start-Up Scenario of a 1.5-MW, 110-GHz Gyrotron”, IEEE Transactions on Plasma Science, Vol. 41 (4), pp. 862-871, April 2003 [148].
4.1 Mode Competition in MW Gyrotrons

The issue of mode competition has been touched upon in previous chapters. It was discussed that MW gyrotrons must operate with large, overmoded cavities to maintain acceptable Ohmic cavity losses, thus requiring operation in a mode with large axial and azimuthal indexes within a dense spectrum of modes. This means that exciting the correct mode over the desired range of operating parameters can be quite challenging.

In Section 2.3, the discussion of cavity losses introduced some metrics to help evaluate which mode may be excited. We now explore these metrics in more detail in this chapter for the particular case of the cavity design presented in Chapter 3.

4.1.1 Coupling Coefficient Analysis

The derivation for the coupling coefficient emerged through the study of the non-linear theory of the gyrotron. It represents a geometric coupling factor between the mode and the beam and its definition, previously shown in Eq. (2.69), is reproduced here for convenience:

\[ C_{mp} = \frac{J_{m+1}^2(k_iR_e)}{(v_{mp}^2 - m^2)J_n^2(v_{mp})} \]  

(4.1)

where the - sign in the term indicating the order of the Bessel function is used for a co-rotating electric field. The coupling coefficient is an important parameter to consider in the design stage as an operating mode, cavity radius and corresponding optimal beam radius must be selected. Figure 4-1 shows the coupling coefficient for the 1.98 cm cavity radius and the TE_{22,6} design mode as well as the modes that present the greatest mode competition, namely TE_{21,6}, TE_{23,6} and the counter-rotating TE_{19,7} mode, hereby denoted TE_{-19,7}. In this case, the coupling coefficient of the competitor modes is quite significant, even at the optimal beam radius, and their excitation could not be discounted. It is worth noting that this is partially explained by the fact that there exists a finite spread in the beam radius. The spread in beam radius is equal to 2 times the Larmor radius plus an additional contribution from the radial spread of the electron gyrocenters [47]. At the same time, the
The TE$_{25,5}$ mode could theoretically be a risk for mode competition since it is close in frequency to the TE$_{22,6}$ mode but it may be discounted since its coupling coefficient at the design beam radius is far smaller. It is no surprise then that TE$_{25,5}$ excitations are not encountered during experimental operation. One may also gain some intuition for the interpretation of the coupling coefficient as it essentially represents the magnitude of the mode’s electric field as a function of radial position. Thus, when the beam radius is at the location of one of the electric field peaks of the cavity mode, there is strong coupling for an ECM interaction, while there would be no coupling at a field null.

![Figure 4-1: Coupling coefficient vs. beam radius of the TE$_{22,6}$ operating mode and its main competitors. The cavity radius is 1.98 cm and the optimal design beam radius, $r_{\text{beam}} = 1.024$ cm, is shown with the vertical line.](image)

The coupling coefficient may also be used to aid in further analyses. While much can be explained by only analyzing the straight section of the cavity, additional effects like mode excitation in the tapers can be investigated. These occur due to the adiabatic expansion of the beam outside of the region of flat, peak magnetic field and a broadening of the electric field distribution as the wall radius increases, which varies the coupling and
potentially favors another mode. In Figure 4-2, the mode competition is explored for the V-2005 cavity geometry along with the launcher of the IMC where the beam radius is 1.024 cm in the straight cavity section. The issue of mode competition however is incomplete without also considering the synchronism condition, given by Eq. (2.11) and reproduced here for convenience:

\[
\omega = n\omega_c + k_z v_z. \tag{4.2}
\]

While Figure 4-2 would seem to indicate the possibility of major mode competition throughout the tapers and launcher, evaluation of Eq. (4.2) would show that one need not be concerned in most cases. However, it turns out that Eq. (4.2) is indeed satisfied for the TE\(_{22,6}\) mode at \(z = 11\) cm, where Figure 4-2 shows that there is still strong coupling. This is the ACI effect that was observed during the previous high efficiency gyrotron experiments in which the beam regained some power from the microwaves [134]. Analysis of coupling and synchronism can therefore be a helpful tool to diagnose gyrotron operation.

Figure 4-2: Coupling coefficient for the TE\(_{22,6}\) operating mode and competing modes shown as a function of axial position. Thick black line indicates the wall radius while the beam radius is shown in red. The shaded region represents the cavity.
Figure 4-3: Starting current of the TE_{22,6} operating mode and competing modes as a function of main magnetic field, B_0. Calculation is done at 96 kV, 40 A, \( \alpha = 1.4 \) and \( r_{\text{beam}} = 1.024 \) cm. The Q factor of each mode was determined via cold cavity simulations.

### 4.1.2 Starting Current Curves

While the coupling coefficient does provide some information, it develops as part of the derivation for the starting current, which is inversely proportional to the coupling. The starting current, i.e. the necessary current to overcome cavity losses and sustain or grow the oscillation, was described in Section 2.3. Naturally, if the coupling between the fields and the beam is weaker, then more beam energy would be required to provide similar power to the oscillations to overcome the losses.

The starting current for the excitation of a mode can be calculated from Eqs. (2.68) and (2.71) where the axial field profile is assumed to be Gaussian. This assumption is sufficient in the majority of analyses since the starting current itself only yields an approximate, yet quite useful, result. The only caveat with this assumption is that it limits consideration to forward wave modes with axial mode index of 1, therefore other field profiles, like a sinusoidal distribution, must be implemented in theoretical calculations.
involving modes with multiple maxima/minima in their axial field profile. In Figure 4-3, the starting current for the TE_{22,6} mode and nearby competing modes is plotted as a function of main magnetic field at 96 kV and 40 A with the optimal beam radius of 1.024 cm and a of 1.4. The diffractive $Q$ factor for each mode is determined via cold cavity simulations using the real cavity profile. In terms of mode competition, the general interpretation of such a diagram is that the mode with the lowest starting current should experience higher gain and therefore should be able to suppress other mode excitations, even when their starting current is lower than the beam current. We also see in Figure 4-3 that lower order modes are excited at lower magnetic field and higher order modes are excited at higher magnetic field. The minimum start current occurs where the detuning parameter is at its optimum value. The evolution of the starting current during the rise of the voltage pulse will be considered in the next section exploring gyrotron start-up scenarios.

4.2 The Start-Up Scenario

Thus far, the discussion of mode excitation has assumed a set of steady-state parameters, which, in the case of a pulsed device, means during the flat-top portion of the pulse. While this is, of course, the area of interest for operation, it is necessary to recognize that the gyrotron must pass through a range of parameter space before arriving at steady-state operation. Even in a CW device, the device parameters must still ramp up from zero. However, since the device is capable of running for long periods of time, the operator can develop a well-defined starting procedure on a slower timescale. In the case of pulsed operation, especially using a diode-type gun, the start-up scenario is well-defined by the input parameters and may not be altered. A better understanding of the start-up process would nonetheless be very helpful in the development of both types of gyrotrons. It is of particular importance in MW gyrotrons.
4.2.1 High-Efficiency Operation: The Hard Self-Excitation Regime

The state at which the gyrotron resonator oscillates due to the effects of the electron beam is known as self-excitation. Self-excitation regimes are typically defined by a region of parameter space where the beam current exceeds the starting current, allowing a noise-level oscillation to grow. Within the gyrotron, such a regime is referred to as soft self-excitation, where the additional distinction is required since there exists a second regime of self-excitation. This second regime, known as hard self-excitation, is actually where the peak efficiency of the device lies for the efficiency contour plot shown in Chapter 2.

The region of hard excitation is characterized by the fact that the starting current is greater than the beam current. One would therefore be correct in asserting that stable operation in this regime could not be achieved without satisfying additional conditions, which in this case involves an initial field amplitude that exceeds a certain threshold. One way that this is achieved in gyrotrons, and the only way in a pulsed device, is via the start-up scenario, meaning the sequence of mode excitation during the temporal evolution of the input parameters. As the operating voltage and current grow, the soft self-excitation condition for a mode can be met, allowing the fields to grow from noise level. As the parameters continue to rise, the gyrotron may enter a regime where hard excitation is possible, and, should the fields have achieved sufficient amplitude from the initial mode excitation, it may access this regime. To aid in this discussion, a conceptual diagram may be shown, analogous to other theoretical treatments of the gyrotron start-up [149]. In Figure 4-4, the possible excitations of two modes are displayed. Mode $M_1$ is excited in the soft self-excitation regime as it begins to grow once the beam current surpasses its starting current $I_{\text{start},1}$. When the beam current reaches a particular value at a given time, a bifurcation in the possible outcomes of the excitation is observed. If the conditions are right, given the strong fields generated by the mode $M_1$ excitation, mode $M_2$ may be excited in the hard excitation regime, pushing the efficiency to much higher levels. It is noted of course that
when this excitation of $M_2$ occurs, the beam current is still well short of $I_{\text{start},2}$, the starting current for mode $M_2$. However, should mode $M_2$ not be excited, then the excitation of mode $M_1$ in the less efficient soft excitation regime would continue. If mode $M_1$ were not excited at all, then mode $M_2$ may be excited at lower efficiency in the soft self-excitation regime once $I_{\text{beam}} > I_{\text{start},2}$ as well.

Figure 4-4: Conceptual diagram showing the possible mode excitation in a gyrotron for two different modes. The starting currents for mode $M_1$ and $M_2$ are $I_{\text{start},1}$ and $I_{\text{start},2}$ respectively. If the conditions are right, then the mode $M_1$ excitation may provide enough field intensity to allow mode $M_2$ to be excited in the hard excitation regime, pushing the efficiency higher than the efficiency for an excitation in the soft self-excitation regime.

In simulation studies of the gyrotron, the hard excitation regime is difficult to model. While results will be shown in the following sections of simulations using time-varying parameters, such simulations are significantly more demanding on both computing resources and necessary simulation time for convergence. Ideally, one would like to simply be able to simulate steady-state operation, particularly when large amounts of simulations must be run for design studies or other analyses. Luckily, the MAGY code provides the means of doing so by including an input rf pulse. Therefore, to simulate a possible operation in the hard self-excitation regime, a “kick” is provided in the form of a
very intense but short-lived pulse for the desired operating mode. Following this brief pulse, the mode must still be capable of sustaining its self-excitation condition for steady-state output power to continue. While such an approach is practical, it does however neglect the issue of the start-up scenario, essentially assuming that the desired sequence of modes for optimal performance would be excited. Thus one must take caution in interpreting results obtained by this method and should be aware of the issues related to start-up.

4.2.2 Starting Currents during Gyrotron Start-Up

As discussed previously, the starting current provides a good indication of which mode excitation may be favored. In the previous section, a starting current calculation was shown for the case of steady-state operation to explore the parameter space. The same analysis may be used to examine how the starting current changes during the rise of the voltage pulse to get an idea of which modes may be excited during start-up.

Such a study was performed in the design of the V-2005 cavity. For that study, a more elaborate starting current calculation was used which takes into account additional factors like the real magnetic field and simulated axial electric field profiles [150]. One possible factor in determining whether a mode is preferentially excited at steady-state is whether that mode is excited first during start-up. In order to determine which mode, the TE\(_{22,6}\) or TE\(_{19,7}\), might be excited first, iso-starting current plots may be generated in a parameter space analogous to the rise of the voltage pulse [121]. This means that a curve may be plotted such that all points on the line have an identical starting current, and the area enclosed by the curve indicates the region where the starting current is even smaller. When such a curve is plotted in a voltage-alpha parameter space, the beam may also be shown rising from low voltage and alpha to the designed operating point of 96 kV and \(\alpha = 1.4\). A sample of these iso-starting current plots is shown in Figure 4-5 which compares
results for the V-2005 cavity, which saw reduced competition from the TE\textsubscript{19,7} mode, and the V-2003 cavity at different beam radii.

Figure 4-5: Iso-starting current plots for $I_{\text{start}} = 40$ A as a function of voltage and alpha at different beam radii. The evolution of the beam is shown along with curves for the TE\textsubscript{22,6} mode, given by the solid line, and the TE\textsubscript{19,7} mode, given by the dashed line. (a,c,e) are for the V-2005 cavity which saw reduced mode competition from the TE\textsubscript{19,7} mode as compared with the V-2003 cavity (b,d,f). Adapted from [111].
The interpretation of such plots is that the curve which is first intersected by the beam line, i.e. at lower voltage, could be excited first to help it suppress the excitation of the other mode. At each normalized beam radius plotted, the V-2005 cavity should excite the TE\(_{22.6}\) mode first as seen in Figure 4-5(a,c,e). In Figure 4-5(b,d,f), the plots for the V-2003 cavity show that the TE\(_{19.7}\) mode may be excited first for smaller beam radii, therefore this can help explain the experimental results that were previously obtained. While such analysis is helpful, it neglects to consider that other modes can be excited at lower voltage, which may play a role in determining the eventual outcome at steady-state operation.
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**Figure 4-6**: Evolution of the beam parameters, including normalized velocities, \(\beta_2\) and \(\beta_1\), and \(\alpha\), during the voltage rise.

To investigate the full extent of modes excited during the voltage rise, the starting currents for various modes may be calculated as a function of the temporal evolution of the gyrotron parameters. For this purpose, a code was developed that incorporated effects like voltage depression to compute starting current values during start-up for a fixed magnetic field. Parameters like the beam’s axial and transverse velocities were calculated...
theoretically, while the beam current was calculated via a fit to experimental data. The evolution of these parameters is shown in Figure 4-6 where it is noted that alpha does indeed vary approximately adiabatically, and \( \beta_z \) varies only slightly and could be assumed to be constant.

![Figure 4-6](image)

Figure 4-6: Starting current curves at \( B_0 = 4.42 \) T during the voltage rise for various modes, including those with high order axial field profiles. Beam current is shown by the dotted line. At 96 kV, the TE\(_{22,6,1}\) mode may still be excited due to operation in the hard self-excitation regime.

For this analysis, we would like to examine the starting current of \( \text{TE}_{m,p,q} \) modes with axial mode number \( q > 1 \), therefore a sinusoidal axial field profile is used. Figure 4-7 shows starting current curves as a function of voltage for the triplet of modes with identical radial mode number, including those with higher order axial field profiles. Note that such curves are consistent with Figure 4-3 since a higher voltage results in a higher relativistic factor which reduces the relativistic cyclotron frequency, and would be equivalent to lowering the magnetic field at a fixed voltage. There are a number of takeaways from this figure. First, we observe that the linear theory predicts the excitation of higher order modes, and thus higher frequency modes, as the TE\(_{23,6,1}\) mode is the only
one with sufficiently low starting current at voltages as low as 60 kV. Second, we observe that there are two separate starting current curves visible for the modes with axial mode index \( q = 2 \). Early linear theory work had predicted this outcome [44], with the result being that higher order axial modes may exist at either lower or higher voltages, or conversely magnetic field. Therefore while lower frequency modes may also be excited at lower voltages, their start currents are generally higher since the diffractive \( Q \) of the mode, which is inversely proportional to the starting current, scales approximately by \( 1/q^2 \).

Finally, we note that Figure 4-7 is generated for operating parameters where the \( \text{TE}_{22,6,1} \) mode is excited at 96 kV, however it would seem by observation that the mode should not be excited at that voltage. This is a result of operating in the hard self-excitation regime in which the start current is not lower than the beam current, and a region of stable operation extends up to higher voltages thanks to the electric fields generated by exciting the start-up modes. While such curves provide a useful guide, the linear theory does not take all physical, or experimental, effects into account, and therefore a nonlinear, time-dependent code like MAGY should be employed to better predict and analyze experimental behavior.

4.2.3 Simulation of the Start-Up Scenario

A number of studies have been done to investigate the start-up scenario by simulation. While we have explored some aspects of start-up mode excitation using MAGY, the full study of such phenomena is better left to those with extensive experience with the code. Earlier work on the start-up scenario focused on establishing the physics and developing a methodology to perform these complicated studies using MAGY [149, 151]. Once this was complete, more elaborate investigations of the start-up scenario could be performed. One such study modeled the start-up sequence for different rates of rise of the voltage pulse [152]. It was found that there existed a range of short voltage rise times where a single-mode start-up was achievable without any significant excitation of other modes. However, it was also shown that for rise times that are too short, the desired mode may not be excited.
during steady-state operation. These simulations also showed the possibility of exciting both higher and lower frequency modes during the voltage rise.

A particularly relevant study to this work was also done in MAGY where the operating parameters and geometry for the high efficiency configuration were used [153]. The main figure from this paper is reproduced here in Figure 4-8. In this study, it was found that the higher frequency TE\(_{23,6,1}\) mode was excited during the voltage rise from 62-74 kV before the eventual TE\(_{22,6,1}\) mode was excited and rose to MW power levels. At even lower voltage, brief excitations were observed with an axial field pattern containing multiple peaks. However, we note that while this study used the parameters of the voltage rise in the MIT experiment, it did not use the same timescale.

![Figure 4-8](image)

**Figure 4-8:** Simulation of the start-up scenario for the MIT 1.5 MW, 110 GHz gyrotron in MAGY. The voltage rise was simulated by increasing the voltage in 2 kV steps every 200 ns. Adapted from [153].
4.2.4 Consequences of Mode Excitation during Start-Up

There are a number of reasons why it is important to study the phenomenon of mode excitation during the voltage rise. First, and most obvious, the steady-state operation of the device is naturally a function of the start-up. For the case of operation in the hard self-excitation regime, the existence of mode excitations at lower voltage is a necessity to allow for operation in the regime. Even in soft excitation regimes, an incorrect start-up sequence may lead to the excitation of an incorrect mode at steady-state, or even the simultaneous excitation of the desired mode along with spurious modes that are detrimental to the gyrotron’s output power and efficiency [154, 155].

Not only is it important to understand the gyrotron start-up scenario in order to improve the design of future gyrotrons, it is also necessary to consider that such megawatt class gyrotrons are incorporated as parts of a much larger system. One such example is the magnetic fusion devices that were discussed in Chapter 1. These experiments utilize gyrotron power for discharge initiation, plasma heating, as well as current drive. However, this represents only one small part of a large system which incorporates a variety of plasma diagnostics. These include sensitive equipment like electron cyclotron emission radiometers and infrared cameras, which are commonly protected from the ECH power only over a narrow band of frequencies centered at the nominal operating frequency of the gyrotron. It is therefore important to carefully understand the gyrotron’s start-up scenario to ensure that spurious modes are not excited with significant power levels outside of the protected stop band.

Another concern is that some applications for the gyrotron may desire modulation of the output power which is achieved by modulating the voltage [156]. Such a modulation may result in the excitation of unwanted modes during both the voltage rise and fall of the modulation pulse meaning that the full spectrum of modes that could be excited should be well understood.
It is these issues, among others, which have motivated this work since experimental studies of this topic had been lacking in the literature.

4.3 Start-Up Scenario Experiments

The experimental setup for measuring the start-up scenario is the same as the one described in the previous chapter for the high efficiency configuration using the V-2005 cavity and the smooth-mirror IMC. As the simulation studies have shown, a number of different possibilities exist for the start-up scenario. In this experiment, given a diode-type MIG and a fixed voltage rise, the start-up sequence for operation at a nominal voltage and current could depend only on the two magnetic field inputs into the system, \( B_0 \) and \( B_{gun} \). Therefore, each steady-state excitation on the mode map corresponds to a single start-up sequence. Recall as well that that the highest output power for a mode is found at approximately the minimum magnetic field for which that mode may be excited. This generally requires operation right on the stability limit for that mode where it is only excited for a very narrow range of parameters, and small deviations from those values may result in the excitation of other modes or an unstable oscillation where the excited mode varies from shot-to-shot. Meanwhile, at higher magnetic fields, there exists a wide range of parameters suitable for stable excitation of the desired mode, though at lower power levels as shown previously. While a nearly infinite number of possibilities may exist for the start-up scenario, where many should be quite similar, we would like to examine two characteristic cases in detail to simplify analysis. Figure 4-9 shows the measured mode map for the smooth-mirror IMC configuration where we note that the boundaries between modes are often ill-defined and unstable. This is particularly the case in the region of parameter space where the \( \text{TE}_{19,7,1} \) mode may be excited. Two points have been marked on this figure indicating the two representative cases that we would like to examine: a high power operating point (⊙) at \( B_0 = 4.38 \, \text{T} \) and \( B_{gun} = 0.184 \, \text{T} \) where 1.2 MW of output power is observed at a frequency of 110.08 GHz, and a highly stable operating point (⊗) at
$B_0 = 4.45 \, T$ and $B_{\text{gun}} = 0.193 \, T$ where a more modest 600 kW of output power is observed at a frequency of 110.12 GHz.
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Figure 4-9: Mode map for the MIT gyrotron showing mode excitation with various magnetic field parameters with $V_k = 96.7 \, kV$ and $J_{\text{beam}} = 42 \, A$. High power operating point shown by $\Theta$ and highly stable operating point shown by $\otimes$. All observed modes have a single field maximum in the axial direction ($q = 1$). Beam reflection at low gun field results from magnetic mirroring. Beam interception, presumed to be at the scraper just before the cavity, at high gun field results from insufficient compression of the beam.

### 4.3.1 Power and Frequency Measurements

In order to measure the mode excitation versus time during start-up, i.e. during the rise of the voltage pulse, different methods of frequency measurement may be used. Direct frequency measurements, i.e. measurement of the instantaneous frequency at various times during the voltage rise, were made by adjusting the time delay of the aforementioned gated heterodyne frequency receiver system. However, the signal to noise ratio (SNR), defined by the amplitude of the sideband signals relative to the noise.
background in the frequency domain, of this dynamic measurement technique decreases significantly at earlier times during the voltage rise. This decrease in SNR is a result of rapidly changing voltages and lower instantaneous power levels and makes the identification of frequencies impossible below a certain threshold. For this reason, many results presented herein will also be obtained with the heterodyne frequency receiver system gated only over the steady-state portion of the pulse, i.e. during the voltage flat-top, where the SNR is largest. For such measurements, the voltage pulse amplitude was adjusted to obtain the power and frequency at each data point. In this manner, modes and frequencies could be identified right down to the onset of oscillations. The results obtained by these two methods are in very good agreement. We first present data taken by the voltage flat-top method, then present data from the dynamic measurement technique.

Figure 4-10: Experimental traces of parameters during the voltage rise. The voltage (solid black), beam current (long dash), rf power as measured by a rf diode (short dash), and a theoretical alpha curve for voltages of 40-96 kV (solid magenta) are all shown as a function of time.

As previously mentioned, we would like to record the frequency and the peak power, during the flat-top of each pulse. To ensure that this method of measurement was consistent with the full dynamic scenario, we varied only the voltage while maintaining a
fixed gun field across all data points. Since our cathode operates in the temperature-limited regime, the beam current varies approximately linearly from 31 A at 50 kV to 42 A at 96 kV due to the Schottky effect in the Richardson-Dushman equation. Meanwhile, theoretical calculations indicate that the beam alpha ($\alpha$) varies adiabatically from a value of 0.7 at 50 kV to the desired 1.4 at 96 kV, which is in agreement with gun simulations. Figure 4-10 shows experimental traces of the voltage, beam current, and rf power as well as a theoretical curve showing the variation of alpha during the voltage rise.

![Graph showing power and frequency vs voltage](image)

**Figure 4-11:** Flat-top measurements for the high power operating point ($B_0 = 4.38$ T, $B_{gun} = 0.184$ T). Power (○) and frequency (■) are shown.

The measured power and frequencies as a function of voltage at the high power operating point with $B_0 = 4.38$ T are shown in Figure 4-11. The data were taken by changing the voltage in a sequence of shots and analyzing the power and frequency during the flat-top of the voltage pulse. Oscillations were observed starting at 47 kV where $\sim$5 kW was detected in a mode at 109.03 GHz. At 53 kV, we observed an interesting local minimum in the output power, which dropped to 600 W and then grew to 30 kW at 69 kV, while the frequency rapidly tuned down by over 1 GHz from the initial oscillation frequency. At 71 kV, there was another local minimum in power however in this case it
coincided with a sudden jump in frequency from 107.76 GHz to 110.22 GHz. As the voltage increased, the power eventually reached a peak of 1.2 MW at 96 kV and a small amount of frequency tuning was observed over this voltage range, on the order of 100 MHz, which agreed with the well-known frequency pulling effect seen in gyrotrons [157, 158].

![Figure 4-12: Flat-top measurements for the highly stable operating point ($B_0 = 4.45$ T, $B_{gun} = 0.193$ T). Power (●) and frequency (■) are shown.](image)

The recorded powers and frequencies at the $B_0 = 4.45$ T highly stable operating point are shown in Figure 4-12. Here, the first oscillations were observed at 57 kV where 1.5 kW was measured at 108.80 GHz. At 61 kV, there was a local minimum in power and the frequency increased abruptly from 108.65 GHz to 110.71 GHz. The power then reached a peak of 21 kW at 73 kV before approaching another local minimum at 81 kV. Over this region, the frequency showed a modest level of tuning from 110.71 GHz down to 110.18 GHz. Finally, as the voltage approached 96 kV, the power increased rapidly to 600 kW and a small amount of frequency pulling was observed as the frequency approached its final value of 110.12 GHz.
Figure 4-13: Start-up scenario measured as a function of time. Measurements are shown for the high power operating point, $B_0 = 4.38 \text{T}$ ($\blacktriangle$), and the highly stable operating point, $B_0 = 4.45 \text{T}$ ($\blacksquare$), by measuring the frequency over differing time intervals of a 96 kV pulse.

While the flat-top measurements demonstrated an interesting sequence of mode excitation, the particular case of interest was the mode excitation during the voltage rise of a 96 kV pulse. As previously mentioned, the frequency system can be gated over various short time intervals during the voltage rise to measure the instantaneous frequency. Figure 4-13 shows this dynamic result where the frequencies were measured at various times during a 96 kV pulse by gating the time window of the heterodyne frequency measurement system. Due to the SNR limitations at lower voltages, frequencies cannot be distinguished below 70 kV. However, over the measurable range, the frequency pulling witnessed is in good agreement with the flat-top results of Figure 4-11 and Figure 4-12.

In order to ensure that the flat-top behavior of the gyrotron is fully consistent with the dynamic behavior, a further check was carried out using a wavemeter and detector. A wavemeter is a frequency tunable attenuator allowing for narrowband attenuation of the rf
signal. Sample measurements for this wavemeter analysis are shown in Figure 4-14 and Figure 4-15. Figure 4-14 shows the output power trace for the high power operating point with $V_k = 75$ kV and $I_{beam} = 38$ A, while Figure 4-15 shows the output power trace for the highly stable operating point with $V_k = 85$ kV and $I_{beam} = 39$ A. The flat-top frequency in both cases was 110.2 GHz. In each case, we observed secondary local maxima in the output power that were not attenuated when the wavemeter was tuned to 110.2 GHz, indicating the presence of power at a frequency other than 110.2 GHz. These secondary peaks correspond to the power excited at earlier times/lower voltages in modes of differing frequencies. In Figure 4-14, the secondary peak was attenuated by setting the wavemeter to 108.0 GHz, which agrees with the result shown in Figure 4-11, while in Figure 4-15, the secondary peak was attenuated by setting the wavemeter to 110.4 GHz, which agrees with the result of Figure 4-12. We can therefore conclude that the flat-top results are indeed representative of the dynamic results for a 96 kV pulse.

![Figure 4-14: Time dependent output power for a 110.2 GHz flat-top frequency pulse for $B_0 = 4.38$ T, $V_k = 78$ kV, $I_{beam} = 38$ A. Traces for no wavemeter attenuation (solid red), attenuation of 110.2 GHz (long dash black), and attenuation of 108.0 GHz (short dash black) are shown.
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Figure 4-15: Time dependent output power for a 110.2 GHz flat-top frequency pulse for $B_0 = 4.45$ T, $V_k = 85$ kV, $I_{\text{beam}} = 39$ A. Traces for no wavemeter attenuation (solid red), attenuation of 110.2 GHz (long dash black), and attenuation of 110.4 GHz (short dash black) are shown.

4.3.2 Output Beam Pattern Measurement and Theory

While the set of output power and frequencies is at the core of this study, it does not present the whole of information required to extract the necessary scientific takeaways. In particular, the mode excitations at 108-109 GHz have not been previously predicted and do not represent frequencies commonly seen in such experiments. A variety of possibilities exist for seeing modes at such a frequency like higher-order axial cavity modes or mode excitations within the tapers, and in order to help distinguish the nature of the excitation, additional measurements are required.

Given the range of input parameters in the experiment, we have a reasonably good idea of the main competing modes for the TE$_{22,6,1}$ operating mode. These modes are those nearby in frequency with the same radial index $p = 6$ but different azimuthal indices, i.e. TE$_{20,6,q}$, TE$_{21,6,q}$, and TE$_{23,6,q}$, as well as counter-rotating modes with a different radial index.
$p = 7$, i.e. $\text{TE}_{19,7,q}$ and $\text{TE}_{20,7,q}$ and $\text{TE}_{22,6,q}$ modes with higher order axial field structures, i.e. $q > 1$. One potential means of identifying these modes is by measuring the output beam spatial pattern. If the modes were indeed excited in the cavity, then the output beam should follow closely the theoretical prediction from numerical codes like Surf3d and LOT, which allow us to provide a seed mode and frequency at the input of the launcher of the gyrotron’s IMC. After using these aforementioned codes to calculate the theoretical fields from the launcher, the solution can then be propagated through the system of mirrors and out to the measurement plane, using the code SCATTER, for comparison with the experimental patterns.

![Beam Patterns](image)

Figure 4-16: Measured beam patterns of various modes near their cutoff frequency. (a) $\text{TE}_{21,6}$ at $B_0 = 4.34$ T and $B_g = 0.185$ T, (b) $\text{TE}_{22,6}$ at $B_0 = 4.38$ T and $B_g = 0.184$ T, and (c) $\text{TE}_{23,6}$ at $B_0 = 4.58$ T and $B_g = 0.202$ T.
As a first step, we may consider an extension of the results of Chapter 3's discussion on mode converter performance. In those experiments, only the $\text{TE}_{22,6}$ design mode was of interest and measured, however the beam pattern may be measured for other mode excitations as well. To see how the IMC performs for each of the different modes, similar operating points should be selected such that a stable excitation with moderate output power is achieved in each case. The modes should then be excited close to their cutoff frequencies of $107.00 \text{ GHz}$, $109.94 \text{ GHz}$, and $112.88 \text{ GHz}$ for the $\text{TE}_{21,6}$, $\text{TE}_{22,6}$, and $\text{TE}_{23,6}$ modes, respectively. The measured beam patterns were obtained by the methodology discussed in Chapter 3 and are shown in Figure 4-16. We see that for each mode, the output beam pattern is quite Gaussian. While the $\text{TE}_{23,6}$ mode pattern does show...
some imperfections, this is a result of the fact that we cannot operate at its optimal parameters since the TE_{20,7} mode is excited instead in that region, though the beam pattern is still quite good. While high quality beams for each mode is a positive characteristic for gyrotron operation, it does not provide an added means of directly distinguishing between the different mode excitations in this experiment.

Figure 4-18: Output beam patterns measured 1 m from the window during the voltage rise for the highly stable operating point. With \( B_0 = 4.45 \) T and \( B_g = 0.193 \) T, beams were measured at (a) 96 kV, (b) 83 kV, (c) 72 kV, (d) 62 kV.

It is still worthwhile though to investigate the operation of the gyrotron via beam pattern measurements at different points during the start-up scenario. In Figure 4-17, the output beam is shown for several different voltages during start-up for the high power operating point. We see that there is a distinct change in the output beam pattern measured below 70 kV where the 108-109 GHz frequencies are observed before switching to ~110
GHz at higher voltage. The beam patterns may also be measured for the highly stable operating point as shown in Figure 4-18. Over the range of voltages, the mode frequencies ranged from 110.1 - 110.7 GHz and no significantly distorted pulse was observed as in the high power case. We also note that while, in each case, modes may be excited at even lower voltages, the rf pulse is not as stable and the beam patterns are highly noisy and thus omitted. Additionally, by means of this analysis and the power measurements in the previous section, we recognize that the counter-rotating modes with radial mode index $p = 7$ are not excited in experiment. If these modes were excited, we would see a region where no output power was being measured from the gyrotron since this power would not be radiated properly from the launcher and through the set of mirrors.

In order to properly identify the modes, the beam patterns should be compared to theoretical predictions as previously described. Let us first consider the excitations at and above 110 GHz. Because there is no sudden jump in frequency, it stands to reason that the mode excited over this range is the TE$_{22,6}$ mode. The output beams are all highly Gaussian, though somewhat less so at lower voltages, which is also seen in theoretical calculations. The interesting modes to investigate though are those seen in Figure 4-17 (c) and (d). At these operating points, not only does the beam quality degrade, but a clear sidelobe appears. We conjecture that these are TE$_{21,q}$ excitations with $q > 1$, and to ascertain this, the measurements are compared with theory. To simulate this in LOT, the transverse mode structure, i.e. TE$_{21,q}$, and frequency must be provided as inputs, where we use the measured frequency from experiment. Figure 4-19 shows a comparison between experimental results at 65 kV for the high power operating point and theory for a TE$_{21,q}$ mode excitation at 108.00 GHz. In both experiment and theory, a sidelobe appears on the collector end of the pattern (positive $z$) with similar amplitude: -15 dB in experiment and -18 dB in the calculation. By comparing multiple sets of measurement and simulation, we found both experiment and calculation agreed that the beam patterns were Gaussian at the
cutoff frequency, but, as the voltage was lowered, and the oscillation frequency increased, a sidelobe in the beam pattern appeared. In addition, the centroid position of the main power lobe began to shift in the axial direction in both measurement and simulation.

Figure 4-19: Comparison of the output beam pattern measured 167 cm from the gyrotron window with theoretical calculations. Beam pattern measured at \( B_0 = 4.38 \) T, \( B_g = 0.184 \) T, and \( V_k = 65 \) kV where the \( \text{TE}_{21,6,q} \) mode is excited at 108.00 GHz.

Both aspects of this behavior may be explained through LOT simulations. Recall from Chapter 3 that the output of the launcher is determined by the field distribution along the wall within the final Brillouin zone before the launcher’s helical cut. In Figure 4-20, we compare the wall field intensity for the launcher for the \( \text{TE}_{21,6,q} \) mode given input frequencies of 107.2 GHz and 108.0 GHz. In Figure 4-20(a), at 107.2 GHz, the final Brillouin zone encloses a nice Gaussian beam with low field intensity along the cut. In Figure 4-20(b), at 108.0 GHz, the field pattern appears elongated along the z axis and there is now significant field along the cut. To see the consequence of this, we may calculate the radiated fields from the end of the launcher. Figure 4-21 shows radiated field patterns at the aperture for \( \text{TE}_{21,6,q} \) mode excitations at frequencies of 107.2, 108.0, and 109.0 GHz. As the frequency increases, the main lobe shifts to larger z values and the amplitude of the sidelobe grows, just as seen in experiment. The effect is quite simply explained by a small
increase in the bounce angle of the mode resulting from increases in the difference between the excitation frequency and the cutoff frequency of the mode. This change in angle as the rays propagate through the mirror system results in a displacement of the beam position on the experimental measurement plane. Therefore, both the theoretical calculations and experimental measurements indicate that the low frequency modes observed near 108 GHz must be $\text{TE}_{21,6,q}$ mode excitations.

![LOT simulation of the wall field intensity for $\text{TE}_{21,6,q}$ input modes at (a) 107.2 GHz, and (b) 108.0 GHz.](image)

Figure 4-20: LOT simulation of the wall field intensity for $\text{TE}_{21,6,q}$ input modes at (a) 107.2 GHz, and (b) 108.0 GHz.
Figure 4-21: Comparison of the radiated field intensity at the aperture of the IMC launcher for a TE_{21,6,q} mode input. Input mode frequency is: (a) 107.2 GHz, (b) 108.0 GHz, and (c) 109.0 GHz.

Figure 4-22: Uncoupled dispersion relation for a start-up scenario. The TE_{21,6}, TE_{22,6}, and TE_{23,6} waveguide modes are shown along with Doppler shifted beam resonance for 50, 65, and 96 kV.

4.3.3 Analysis of Mode Excitation

To further study these modes, a number of other theory and simulation tools could be considered. For example, additional insight into the nature of the start-up modes was obtained by considering the uncoupled dispersion relation. Each waveguide mode is represented by a hyperbola relating the mode frequency to $k_z$ defined by Eq. (2.19) and the Doppler shifted beam resonances are linear functions for a given voltage defined by:
\[ \omega - k_z v_z = \omega_{c0} / \gamma \]  

(4.3)

where \( v_z \) is the longitudinal electron velocity, \( \omega_{c0} = eB_0/m_e \) is the non-relativistic cyclotron frequency, and \( \gamma = 1 + \left( e/m_e c^2 \right) V_k \) is the relativistic factor for electrons with energy \(-V_k\), charge \( e \), and mass \( m_e \). As previously discussed, the intersection of a beam line and a mode's hyperbola denotes where a simple resonance condition is satisfied for a possible gyrotron beam-wave interaction to excite that mode. In Figure 4-22, we have plotted the uncoupled waveguide dispersion curve for the modes of particular interest, TE_{21,6}, TE_{22,6}, and TE_{23,6}, as well as the beam lines for three different voltages. For each voltage, we may identify possible beam-wave interactions with each mode. For example, at 65 kV, interactions may occur in the TE_{21,6} mode at 107.8 GHz, in the TE_{22,6} mode at 110.2 GHz, and in the TE_{23,6} mode at 112.9 GHz; however additional analyses, typically using computer codes like MAGY, are required to determine which interaction may be preferred.

At lower voltages, the relativistic cyclotron frequency, \( \omega_c = \omega_{c0}/\gamma \), is larger thus shifting the beam line up in frequency. Also, while the values of the beam \( \alpha \) and \( v_z \) are indeed dependent on voltage, the slope of the beam line does not change dramatically over the range of interest, therefore in order for the beam line to intersect a waveguide dispersion curve at lower voltages and at the observed frequencies, we require that \( k_z < 0 \). This means that we have a backward wave interaction, defined by the synchronism condition:

\[ \omega + k_z v_z = \omega_{c0} / \gamma \]  

(4.4)

where \( \omega < \omega_{c0}/\gamma \), unlike the forward wave defined by Eq. (4.3) which has \( \omega > \omega_{c0}/\gamma \). In addition, we can recognize that these intersection points, particularly for the modes excited at much lower voltages, are well away from the cutoff frequency. Due to the presence of a steep downtaper on the gun side of the cavity, any backward wave power would be fully reflected and transmitted through the window where it could still be observed.
In the broadband power measurements of Figure 4-11 and Figure 4-12, local minima are observed. Each of these minima represents a mode transition where the power drops sharply in the initially excited mode and begins to grow from a reduced level in the subsequent mode. By also considering the frequency measurements, two different types of mode transitions may be identified. In Figure 4-11 at ~70 kV, a local minimum in power is observed along with a sudden jump in frequency which indicates that the transverse structure of the mode is changing. In this case, the TE_{21,6,0} mode at lower voltages transitions to the nominal TE_{22,6,1} operating mode at higher voltages. The mode transition that occurs in Figure 4-12 at ~74-82 kV is not accompanied by a sudden shift in frequency, therefore the transverse field structure must remain constant, but there may be a change to the axial field structure within the cavity. In this case, the desired TE_{22,6,1} operating mode is excited at higher voltage, while at lower voltage, a TE_{22,6,2} backward wave mode is excited. The backward wave nature of the mode is confirmed by finding that the condition $k_z < 0$ applies. By calculating the approximate frequency for each axial mode, based on the approximation of $k_z \approx q\pi/L$, we can determine that the TE_{21,6,3} backward wave mode is excited in the high power case from 52-69 kV, while, for both operating points, the TE_{21,6,4} backward wave mode is excited first at a frequency near 109 GHz.

For a more elaborate theoretical interpretation of these results, we turn to the MAGY code. Recall that a study of the start-up scenario was previously performed using MAGY with the parameters of the MIT gyrotron whose results were shown in Figure 4-8. That study showed the higher frequency TE_{23,6,1} mode near 113.0 GHz being excited during the voltage rise. In these latest experiments, it was instead the lower frequency modes that were observed during start-up and no evidence of the TE_{23,6,1} mode was found with the frequency measurement system. In the theoretical work, the MAGY simulations were seeded with a triplet of modes, namely the TE_{21,6,1} mode at 107.1 GHz, the TE_{22,6,1} mode at 110.0 GHz, and the TE_{23,6,1} mode at 112.9 GHz, i.e. near their respective cutoff frequencies.
These three modes form a set of modes with almost exactly equal spacing in frequency. Such a triplet of equally spaced modes is known to lead to parametric mode excitation, which can enhance mode competition [151]. Such MAGY runs are important as they do accurately predict the operating range for the design mode and give a clear picture of mode competition during the steady-state portion of the voltage pulse [159]. However, by seeding the three specific frequencies, modes at significantly different frequencies, such as the TE$_{21,6,3}$ and TE$_{21,6,4}$ modes in the 108-109 GHz range, are not excited by the code. That is, if the oscillation frequency is too far from the seeded frequency, the code is not capable of converging on the solution. Therefore, we must conclude that the previous MAGY simulations did not include the possibility of exciting the TE$_{21,6,3}$ or TE$_{21,6,4}$ modes as observed in the experiment. In addition, the backward wave modes excited during the voltage rise are not fixed in frequency but change very rapidly and continuously with time. This rapid variation presents a great challenge to the MAGY code or any simulation code for that matter.

Figure 4-23: Axial field profile for the 107.8 GHz TE$_{21,6,3}$ mode from a MAGY simulation. The full cavity profile is shown alongside.
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In order to explain the observed excitation of the TE\(_{21,6,3}\) and TE\(_{21,6,4}\) modes, we recruited the help of collaborators at the University of Maryland, Oleksandr Sinitsyn and Gregory Nusinovich, to carry out a limited set of MAGY simulations. A full treatment of the mode competition using the MAGY code would require a new, extensive set of code runs and is beyond the scope of this work. Instead we focused on using the MAGY code to help understand the nature of the excited TE\(_{21,6,3}\) and TE\(_{21,6,4}\) modes. We began by looking at simple single-mode simulations of these modes, with a constant voltage, and found that it was indeed possible to excite them in MAGY using the experimental input parameters. The resultant axial field profile for a sample MAGY calculation with a TE\(_{21,6,q}\) mode excited at 107.8 GHz is shown in Figure 4-23. It is noted that only the transverse structure of the input mode and its frequency are input into MAGY and that the code solves for the axial field profile. We observe that the axial field structure calculated by MAGY is consistent with our previous conjecture that the TE\(_{21,6,3}\) mode, the mode with 3 axial field peaks, is excited at 107.8 GHz. In addition, the strong axial field peaks are not well confined within the cavity straight section itself, i.e. the region from \(z = 2.0\) to \(3.8\) cm which has a constant radius. It is possible that this field profile may play a role in preferentially bunching the beam for these modes thus resulting in their excitation over other anticipated modes. For example, let us again consider the starting current calculations that were presented in Section 4.2.2. By allowing for a slight variation in parameters, and taking a magnetic field value of 4.58 T, the starting current curves in Figure 4-24 are obtained. First, note that the starting current of the TE\(_{21,6,2}\) mode is smaller than the beam current for a range of voltages meaning that it could possibly be excited, though the starting currents for the TE\(_{22,6,1}\) mode and TE\(_{23,6,1}\) are lower over the same range. Second, the starting current of the TE\(_{22,6,2}\) mode, which was seen in experiment, is very close to the beam current, though slightly larger. In both of these modes, the approximate starting current curve comes close to explaining the experimental results. In reality, there are additional factors that can influence the starting current. One possible explanation is
reflections from the window. In Figure 4-25, we plot the transmission of the window as a function of frequency. We see that nearly perfect transmission is expected for the TE$_{22,6,1}$ mode at 110 GHz and for nearby frequencies, however the reflection jumps to ~5% at 109 GHz and over 10% at 108 GHz. Similar to how the discontinuity in the cavity geometry at the uptaper contributes a small reflection to support the oscillation, reflections from the window may also affect mode excitation and stability [160]. It is therefore reasonable that a small increase in the $Q$ factor can contribute more significantly to the excitation of low $Q$ high order axial modes than it would for higher frequency mode near cutoff whose initial $Q$ was much larger.

Figure 4-24: Calculation of the starting currents for the TE$_{21,6}$, TE$_{22,6}$ and TE$_{23,6}$ modes, including modes with higher order axial field profiles. Only those modes with sufficiently low starting currents appear in the figure.

Figure 4-25: Power transmission for the 6.99 mm thick fused quartz window.
To gain more insight into this problem, we performed some more single-mode MAGY simulations for the TE\textsubscript{21,6,q} mode and introduced a time-varying voltage. In this case, the voltage was allowed to ramp up from 40 to 100 kV and the beam current and $\alpha$ values rose according to the experimental data recorded during the voltage rise, as shown earlier in Figure 4-10. By running simulations with different input frequencies, we observed resonant behavior in the phase of the fields at a particular time during the voltage rise which indicated that the oscillation frequency in the cavity at that particular voltage matched the input frequency. The time, and corresponding voltage, at which this resonance occurred varied depending on the input frequency. In Figure 4-26, we have plotted the simulated voltage and frequency points where this resonance occurred and compared it with the experimental data observed for the high power operating point. Since the magnetic field is only measured to about $\pm 1\%$ accuracy, the MAGY
calculations were carried out over a small range of magnetic field to find a best match with experiment. While there is a small offset in frequency between the two data sets, we see that the slope is the same, and MAGY is accurately predicting the kind of frequency tuning that we see in experiment during the voltage rise. This provides good evidence that the modes that we infer from the experiment can indeed be excited. We also looked at the predicted power levels by performing single-mode MAGY simulations with constant voltage for the voltage and frequency pairs of Figure 4-26. The power levels were in reasonable agreement with experiments, as MAGY calculated power levels of $200\,\text{W} - 30\,\text{kW}$ over the voltage range while power levels of $3\,\text{kW} - 30\,\text{kW}$ were observed in experiment over the same range.

### 4.4 Summary

Mode competition is a major issue facing the design and operation of MW gyrotrons due to operation in large, overmoded cavities. Mode selectivity is aided by a convenient choice of parameters like the beam radius and magnetic field. Analysis of parameters like the coupling coefficient and starting currents can help determine which modes may be preferentially excited, however full simulations with a multi-mode code like MAGY should be incorporated to make a proper determination.

The start-up scenario plays a particularly important role in MW gyrotrons. To achieve the highest possible device efficiency, the gyrotron should operate in the hard self-excitation regime, which can only be initiated in the presence of a strong enough initial electric field amplitude. Therefore, the gyrotron must first excite a mode in the soft self-excitation regime, where the beam current is greater than the starting current, to help seed the hard excitation oscillation, where the starting current exceeds the beam current.

An in depth experimental study of the start-up scenario has been carried out on the 1.5 MW, 110 GHz gyrotron at MIT. We discovered that a set of lower frequency modes with higher order axial field structures are excited during the rise of the voltage pulse.
which contradicted previous MAGY simulations showing the excitation of higher frequency modes. A theoretical study of these lower frequency modes showed that they are possible to excite and can be roughly explained by linear theory. This is important because incorporating such modes as part of a multi-mode non-stationary MAGY study is currently beyond the capability of the code. A better understanding of the start-up scenario should aid in the design of future high power gyrotrons and provide additional means by which to diagnose their performance.
Chapter 5

A Two Frequency Gyrotron Experiment

In this chapter, we present a new experimental configuration for the MIT gyrotron. Previous gyrotron designs have only focused on a single frequency, namely 110 GHz for application to DIII-D’s ECH system in our case. However, in recent years, the fusion scientists at General Atomics had expressed interest in a 105-120 GHz tunable gyrotron since it could allow for more efficient control of the current profile at different locations in the tokamak. Other benefits could include: simultaneous suppression of different neoclassical modes, fine control of magnetic shear, added flexibility in minimizing undesired trapping effects and third harmonic damping, and allowing ECCD to be deposited on the midplane at a different radius to optimize the efficiency. In order to provide these benefits, the gyrotron should exhibit stable, high power operation at the frequencies of interest.

Here we present a general discussion of the design of such a gyrotron followed by the specific design for the components of a 110/124.5 GHz gyrotron before reporting on the experimental results obtained in this new configuration.

5.1 General Design of a Multi-Frequency Gyrotron

Before discussing the additional design considerations for multi-frequency operation, let us first discuss general design practices. The first step in the design of a gyrotron involves
evaluating the fundamental parameters of the gyrotron. The requirements for the design will generally be the desired output power, and efficiency, and the operating frequency which will help determine the necessary magnetic field. The next step in the design involves a number of tradeoffs. Recall from Chapter 2 that the efficiency of the device can be stated in terms of a set of normalized parameters, meaning that an approximate operating point can be determined while the specific design still consists of many free parameters like voltage, current, etc. In MW gyrotrons, another strong constraint is imposed by the Ohmic losses, which must be limited. As previously discussed, at higher frequencies, this limit on Ohmic loss will generally require operating in a high order mode of a large, overmoded cavity, meaning that mode competition must also be balanced.

The selection of a design mode is typically done first. Like most things, all modes are not built equal. The mode selection will involve balancing of both Ohmic losses and mode competition which also relates to the diameter of the cavity. Once a guideline for the acceptable range of cavity radius and mode order is obtained, the modes may be studied parametrically. Such an analysis led to the selection of the TE$2_{2,6}$ mode for 110 GHz MW gyrotrons as it experiences far less mode competition than other choices.

With a mode selected, focus then shifts to the design of the gun. Careful consideration of the interplay between the parameters is necessary as choices of voltage, current, and beam alpha and radius are all coupled to the efficiency, magnetic detuning, and cavity losses. Once a set of parameters is selected, the design can then turn to the interaction cavity as linear tapers are implemented to provide the necessary reflection to achieve the desired $Q$ factors for optimized output power and low Ohmic loss.

In designing a gyrotron for multi-frequency operation, much of the design remains the same. The rough design and establishing of the basic parameters should focus on one operating mode, though the other mode should also be considered throughout the process to ensure feasibility. With basic parameters established, an optimization can be carried out for efficiency and mode competition with both operating points taken into account,
which requires further tradeoffs. Let us now consider the case of the two frequency gyrotron design as part of this thesis work.

Here, the design of a two frequency gyrotron must fit within an existing set of constraints, namely the electron gun and its operating voltage and current and beam attributes. Just as it was in a single-mode design, the first consideration is the mode excitation.

![Figure 5-1: Plot of the optimal beam radius for various TE_{m,p} cavity modes vs. the mode’s cutoff frequency. The curve indicates the beam radius for constant compression as a function of the cyclotron frequency (magnetic field).](image)

To this end, we assume operation at 96 kV and $\alpha$ of 1.4 where the base mode at 110 GHz is still TE_{22,4} and thus the cavity radius should be the same. To determine which modes might be easily excited, we plot the optimal beam radius for coupling, i.e. the location of the first electric field peak going radially out from the axis of the cavity, against the cutoff frequency. As previously discussed, the operating modes of interest in high power gyrotrons are forward waves with only a single peak in their axial field profile.
that are excited near the cutoff frequency. In Figure 5-1, we have plotted the position of many $T_{Em,p}$ modes with $m = 16-32$ and $p = 5-9$ in this beam-frequency parameter space. The curve represents the change in beam radius as the magnetic field is tuned assuming constant compression, which scales as approximately $f^{-1/3}$ [161]. Therefore, points along this line, and those nearby which can be reached by tuning of the gun coil, represent the modes that could be excited by the beam provided by the existing electron gun. Based on the results of this study, parameters designed for operation in the $T_{E22,6}$ mode at 110 GHz should translate best to operation in the $T_{E24,7}$ mode at 124.5 GHz. According to Figure 5-1, operation is also possible in the $T_{E20,5}$ mode at 95.5 GHz and the $T_{E26,8}$ mode at 139.0 GHz. It would however be very difficult to keep all parameters within appropriate design bounds over such a wide band and therefore it was decided to focus on the two frequencies of interest. Operation at other frequencies would be an added bonus.

### 5.2 Design of 110/124.5 GHz Gyrotron Components

With the desired operating modes established, and an existing apparatus which includes the electron gun, collector, magnet systems, and vacuum envelope, we look to the design of the specific components to operate in this new configuration. The main component of the design is naturally the cavity, which now must be optimized over both modes. We therefore anticipate a reduced performance at either mode as neither can be optimized perfectly for power and mode competition as they would if that were the only mode under consideration. One difficult component to design is the mode converter. As such, this project developed as a collaboration between MIT and the University of Wisconsin (UW). Since UW has extensive experience in developing IMC design codes and designing launchers, the mode converter design would be provided by them, while we were responsible for building, testing, and incorporating that design within the gyrotron. The final component that needs to be redesigned is the window, which must ideally provide full transmission at both desired output frequencies.
5.2.1 IMC Design and Cold Test

We first consider the design of the gyrotron's mode converter. While typically a cavity would be designed first, due to the collaborative nature of this project, an IMC design was already in existence for this application and it was agreed upon that it would be implemented in our experiment. Therefore, the cavity should be constrained to fit the necessary IMC parameters, and we first introduce the IMC design.

Figure 5-2: Wall profile for the dual frequency IMC launcher. The 16.65 cm launcher has a 0.35° degree uptaper from an initial radius of 2.0955 cm at z = 0. The launcher cut is 4.3 cm long.

Figure 5-3: Radiated fields at the aperture of the launcher for (a) the TE_{22,6} mode and (b) the TE_{24,7} mode.
The design of IMC launchers has been covered extensively in Chapters 2 and 4 with this launcher being designed in much the same way. The launcher design came courtesy of collaborator Ben Rock of UW. The group at UW focuses on the design of gyrotron mode converters and the development of codes for their analysis [162]. The same design tools were used, that being Surf3D and LOT, however in this particular design, the additional consideration of the performance for the TE_{24,7} mode was necessary. Therefore the optimization was based on 4 factors: maximizing the complex Gaussian content at the aperture for the TE_{22,6} and TE_{24,7} modes and minimizing the fields along the launcher cut for the TE_{22,6} and TE_{24,7} modes. The profile of the launcher is shown in Figure 5-2. The launcher is 16.65 cm long with an uptaper angle of 0.35° and features a launcher cut of 4.3 cm. The resulting field output at the aperture for each mode is shown in Figure 5-3, where high quality Gaussian beams are predicted for each mode. The calculated Gaussian content of these beams from the launcher is 98.4% for the TE_{22,6} mode and 98.0% for the TE_{24,7} mode.

![Profile of the launcher](image)

Figure 5-4: Profiles for the 4 phase-correcting mirrors of the dual frequency IMC design.
To maximize the Gaussian content, it was decided that a set of phase-correcting mirrors needs to be implemented. The design of the mirror profiles was part of the contribution by Ben Rock at UW. The profiles of the mirrors are shown in Figure 5-4. The design of the mirrors in such a system is a two stage process as the mirrors are first optimized for maximum power transmission to the window and then optimized for Gaussian beam content. The results of this mode converter design have been published by the group at UW, with the predicted output beam profiles shown in Figure 5-5 [163]. Calculations show that the Gaussian beam content for both modes should be > 99 %, and
each beam is round with a waist of 2.63 cm. The Ohmic and diffractive losses from the launcher and system of mirrors should be on the order of ~3%, with another 1% loss from the window. One important note on the design of such a launcher is that unlike a single-mode launcher, consideration of two modes and their different bounce angles means that both modes are expected to come out with a small offset and tilt angle with respect to the axis of the window.

![Comparison of Measurement (color) and Simulation (black) at r=4cm](image)

Figure 5-6: Cold test measurement at the launcher aperture (color) compared with theoretical calculation (black) at a cylindrical surface with R = 4 cm. Theoretical calculation was shifted by 1.5 mm along the axis and 1° to match up properly with measured pattern.

Bringing such a mode converter from the design world to a physical product proved to be a very challenging task which was to be completed as part of this thesis work. First, machining the parts to the necessary precision is very complicated and many machine shops do not have the capability due to the accuracy needed on the inner profile and the size, and aspect ratio, of the launcher. On the recommendation of CPI, we had the launcher machined to better than 1 mil (1/1000th of an inch) tolerance by Ron Witherspoon, Inc., who had successfully machined similar launchers for them in the past. With a
launcher built, it was important to first verify the machining of the launcher through cold test. Once again, our collaborators at UW did this measurement for us due to their available cylindrical-plane scanner. The result of this cold test is shown in Figure 5-6 where it is compared with the theoretical calculation from Surf3D at this location. While the agreement is quite good, a 1.5 mm offset and 1° rotation was necessary to line up both sets of data, which could be explained by experimental error in alignment, though they caution that such errors have historically been smaller in other launcher measurements.

Figure 5-7: Photograph of copper mirror 1 (background) and mirror 2 (foreground). Mirrors were machined by Ramco Machine, LLC and the picture shows the interesting profiling of the phase correcting surface.

With a successfully demonstrated launcher, attention turned to the mirrors. Again, high precision machining was needed for the profiled mirror surfaces, though with the easier planar geometry, we were able to use a local machine shop, Ramco Machine, LLC to machine the 4 mirrors to better than 1 mil. A photograph of mirrors 1 and 2, showing their interesting surface profile and beautiful finish is shown in Figure 5-7. Not only did the mirror profiles require high precision, but the positioning of each mirror was just as critical, if not more so. The mirror assembly consisted of plates for each mirror and connecting joints that implemented dowel pin and bolted connections to preserve the
highest level of alignment. The mode converter was then assembled and ready for cold test.

Figure 5-8: Experimental setup for the cold test measurement of the dual frequency IMC. The dimpled wall launcher and 4 profiled copper mirrors are assembled to a frame with the TE\textsubscript{22,6} mode generator connected to the input of the launcher. The receiving head of the VNA is mounted to a 3-axis scanner on the right where a cut waveguide antenna is used to detect the field intensity.

The experimental setup for the cold test measurement is shown in Figure 5-8. In this picture, we can see the 4 copper mirrors and the launcher with a helical cut all secured to the frame. In the background, the VNA, whose receiver is mounted to the three-axis scanner on the right, is seen. The cold test methodology has been thoroughly described in Chapter 3, though we also take note that this measurement was carried out at 109.95 GHz after a measurement of the TE\textsubscript{22,6} mode generator [142] showed that its narrowband
performance was optimal at this frequency. The amplitude and phase of the output beam were measured at the location of the window and are shown in Figure 5-9.

Figure 5-9: Cold test measurement of the amplitude (left) and phase (right) for the dual frequency mode converter given a TE_{22,6} input at 109.95 GHz.

To assist with the characterization of the beam, many more measurements were taken in different planes to perform an additional phase retrieval analysis. The measured beam waists were $W_z = 2.5$ cm and $W_x = 2.4$ cm. We considered a few different ways of evaluating the Gaussian content. By simply using the amplitude data and assuming a flat phase, a scalar Gaussian content could be established which we found to be 99.0% for a Gaussian beam with circular beam waist of 2.55 cm. By evaluating the phase in Figure 5-9, we can see an apparent tilt in both axes with approximate tilt angles $\alpha_z = 0.6^\circ$ and $\alpha_x = 0.3^\circ$. While this is on the order of the theoretical calculations [163] which predicted tilt angles of $\sim 0.4^\circ$ with respect to the axis of the window, the other likely source of this tilt error is misalignment. This misalignment could exist in the measurement system if the measurement axis differs from the window axis, and it could also result from mechanical misalignment of the mode converter itself. Regardless, while a tilted beam coupling into a
pipe could see as much as 5 % mode conversion into higher order modes at these angles [137], a matching optics unit (MOU) may be placed at the output of the gyrotron to optimize the external beam coupling, and therefore we can safely account for such tilts in our analysis. Therefore, by including the phase measurement into the analysis and allowing for a tilted Gaussian beam, we determine the Gaussian beam content to be 98.8 %. In the absence of tilt, the phase of the Gaussian beam is extremely flat, with a radius of curvature of ~6 m, meaning that the beam focus is indeed located at the window.

Unfortunately, due to the lack of an available source, the IMC cannot be cold tested at 124.5 GHz. However, the excellent result obtained at 110 GHz implies that the measurements match the theory well, and it should be expected to perform adequately at the higher frequency.

5.2.2 Cavity Design

The reason we introduced the mode converter first is that it imposes additional design constraints on the cavity design. While it would be ideal to have full control over the cavity parameters, a number of them are fixed, including the entrance coordinate and the exit coordinate. This means that every geometric factor that is considered involves a tradeoff with another.

To approach this multi-frequency design, it is difficult to obtain a true ideal optimization metric of power and mode competition across both modes simultaneously. Therefore, we divide the design process up into more manageable steps. The first step is to use general design guidelines to come up with a rough design, then that rough design may be refined by optimization of power and verification of mode competition through simulation work.

The primary cavity design components will be the straight section, the downtaper towards the gun, and the uptaper towards the IMC. To simplify the analysis, we note that Section 5.1 demonstrates that successful operation could be obtained for the same beam
radius and compression at the higher frequency mode, therefore the cavity radius will remain fixed at 1.98 cm. We can also refer to the design work on the V-2005 cavity which showed that a downtaper of 2.5° was necessary to ensure efficient operation across all uptaper angles [111], with both previous 110 GHz cavities using this value, therefore it will remain fixed. The parameter space of interest for this design will therefore be the uptaper angle and the length of the straight section of the cavity.

Figure 5-10: Parametric analysis of the cavity diffractive $Q$ and the normalized length $\bar{D}$ for a variety of cavity straight section lengths and uptaper angles. The cavity radius and downtaper angle remain fixed at 1.98 cm and 2.5°, respectively. The highlighted region indicates a desirable parameter range.
For a rough design, we may consider best design practices for a high power gyrotron. Inspection of the efficiency contour plot in Section 2.2 indicates that the peak efficiency regime is given for a normalized cavity radius with $\mu \approx 15-18$, though ideally this should be limited to $\sim 16$. At the same time, in Section 2.3, the role of the cavity's diffractive $Q$ was discussed, which determines the power coupling out of the cavity and the Ohmic losses. $Q_D$ values of 800-1000 are typical in successful gyrotron designs, like those previously demonstrated at MIT. We now employ a cold-cavity code for a parametric analysis to determine $\mu$ and $Q_D$. In Figure 5-10, we compare these parameters for a variety of uptaper angles and cavity lengths. This analysis indicates that a cavity length of 1.7 cm and an uptaper angle of 1.0° might be a good choice, and provides a starting point for optimization of the cavity using MAGY.

![Figure 5-11: Parametric study of the output power for a variety of cavity straight section lengths and uptaper angles.](image)

We begin MAGY analysis by looking at just the single mode excitation, thus looking at the interaction efficiency. Simulations are run by varying the geometry in a similar manner as before and use the real magnetic field profile and the 96 kV, 40 A beam with an alpha of 1.4. For a more extensive study, the peak magnetic field is varied to find the maximum power, and in each case the simulations must be run until the frequency converges to the nearest MHz. The result of this study is shown in Figure 5-11. We see
that there is only a very slight variation in output power over the range of taper angles while the drop in power is much more severe between the 1.7 cm and 1.6 cm straight sections than it is between the 1.8 cm and 1.7 cm straight sections. This result is easily explained by theory since the increase in uptaper angle increases the diffractive $Q$ which means there is less power coupled out of the cavity and more Ohmic loss. Meanwhile for the shorter cavity, despite having a smaller diffractive $Q$, its normalized cavity length is too short and it no longer resides in the high efficiency zone of the $F-\mu$ contour plot.

![Graph of cavity geometry and simulated axial electric field profile in MAGY for the $TE_{22.6}$ and $TE_{24.7}$ modes.](image)

Figure 5-12: Cavity geometry and simulated axial electric field profile in MAGY for the $TE_{22.6}$ and $TE_{24.7}$ modes.

The final step involves evaluating the multi-mode case to investigate the mode competition. We found that at smaller uptaper angles, the output became unstable for the $TE_{24.7}$ mode at around $0.8^\circ$, particularly in the case of the 1.8 cm cavity, though it was seen
in the 1.7 cm cavity as well. Therefore, it was decided to go with the 1.7 cm length and 1.0° uptaper to provide an additional safety factor against this effect. To complete the design, the rest of the taper geometry had to be completed. Another parametric study was initiated to evaluate the optimal length of the linear uptaper section as well as the geometry for the final non-linear taper section. Given the constraints at either end, the possibilities were limited for this section, however optimal power was found when the linear uptaper was 1 cm long leading into the cubic spline non-linear section that joined this point with the entrance of the launcher. The cavity profile as well as the axial electric field amplitude and phase for both operating modes are shown in Figure 5-12. The design parameters for the cavity are shown in Table 5-1.

With the cavity designed, we again considered multiple machining options and went with Rameco Machine, LLC to direct machine it to a 1 mil tolerance.

Table 5-1: Design parameters of the new dual frequency cavity

<table>
<thead>
<tr>
<th>Input taper</th>
<th>2.5 deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight section length</td>
<td>1.7 cm</td>
</tr>
<tr>
<td>Straight section radius</td>
<td>1.98 cm</td>
</tr>
<tr>
<td>Output taper</td>
<td>1.0 deg</td>
</tr>
<tr>
<td>Mode</td>
<td>TE_{22,6}</td>
</tr>
<tr>
<td>Frequency</td>
<td>110.09 GHz</td>
</tr>
<tr>
<td>Diffractive Q factor</td>
<td>830</td>
</tr>
<tr>
<td>Normalized Length (μ)</td>
<td>15.1</td>
</tr>
<tr>
<td>Power (Singlet)</td>
<td>1.65 MW</td>
</tr>
</tbody>
</table>

5.2.3 Window Design and Cold Test

The final component left to design is then the window. There are a number of options when it comes to extracting the microwaves from the tube, with the choice coming down
to the needs of the specific application. In this case, we only require nearly full transmission at 2 frequencies, therefore a single-disc window should suffice. While CW high power gyrotrons require diamond windows due to the heat loading, we can get away with a simple fused quartz window. An additional design consideration for the window is that it must hold vacuum without breaking. For a clamped disc, most manufacturers indicate that the minimum thickness, $t_{\text{min}}$, should be given by:

$$t_{\text{min}} = \sqrt{\frac{P d_0^2}{d * 1.333 * S_{\text{max}}}}$$

(5.1)

where $P$ is the pressure differential across the window, $d_0$ is the unsupported disc diameter of the window, and $S_{\text{max}}$ is the maximum stress for fused quartz. The value of $S_{\text{max}}$ typically incorporates a ~7:1 safety factor, meaning a value of 1000 psi is used when the modulus of rupture for fused quartz is 7000 psi. For a 4.25” window like we have in the experiment, this leads to a 5.5 mm thickness.

Now we consider the desired thickness to ensure transmission at both frequencies. Following the treatment by Kong [107], we may define a variable $p_{01} = n$ representing the boundary between vacuum (medium 0) and medium 1 where we will assume normal incidence and $n$ is its index of refraction. Relations for the amplitude reflection $R$ and transmission $T$ at the interface may therefore be defined as:

$$R_{01} = \frac{1 - p_{01}}{1 + p_{01}}$$

(5.2)

$$T_{01} = \frac{2}{1 + p_{01}}$$

(5.3)

and where the reflection/transmission in the opposite direction is a function of $p_{10} = 1/n$. Here, we have assumed that the medium has no loss, an adequate approximation for fused quartz at the frequencies of interest. The power transmission through a slab of medium 1 spanning $d_0$ to $d_1$ is therefore:
\( \tau^2 = \left( \frac{T_{01}T_{10} \exp(j(k_0 - k_1)\delta_{01}) \exp(j(k_1 - k_0)\delta_{10})}{1 + R_{01}R_{10} \exp(2jk_1(d_1 - \delta_{01}))} \right)^2. \)  \( (5.4) \)

Applying this theory, we can solve for solutions with total transmission at each frequency for fused quartz with \( n = 1.9562 \). There are of course multiple solutions depending on how many maxima will occur between the two frequencies. We opted for the solution that had only maxima at 110 and 124.5 GHz with a single minimum in between which was a thickness of 5.555 mm. This just barely meets the required thickness specification, however recall that the minimum thickness quoted does include a strong safety factor.

Figure 5-13: Cold test measurement and theoretical calculation of the window transmission. Vertical lines in lower figure indicate frequencies of the two operating modes where greater than 99.5 % transmission is obtained at each.
The polished quartz windows were obtained and cold tested on the VNA. Due to poor performance of the VNA at 110 GHz at the time of the measurements, we opted to cold test the windows with a WR-5 setup for 220-300 GHz. To determine the agreement, we find the thickness for which the theory fits best to the measurement since there was a finite tolerance when the windows were made. The best fit thickness was well within the 0.5 mil tolerance and was found to be 5.56 mm. In Figure 5-13, we plot the cold test data along with the theoretical fit at this thickness. Additional loss resulting from the loss tangent over this frequency range should be under 1% for the given window thickness [164]. We also plot the theoretical transmission at the two output frequencies for the experiment where we see that the window should have over 99.5% transmission at both 110 and 124.5 GHz.

5.3 Experimental Performance of the Two Frequency Gyrotron

With all the components designed and assembled, the new gyrotron configuration was installed in the vacuum tube. Once the pressure of the tube had recovered and the performance of components like the electron gun was restored, the tube was aligned. The alignment process begins with a physical alignment as the gyrotron is operated at low voltage and the tube is displaced until beam interception occurs. Once a central position is discovered, the input parameters may be increased and oscillations in the desired mode are sought. We begin by operating at 110 GHz in the $\text{TE}_{22,6}$ mode since this operation and the corresponding parameter space have been well studied. Once oscillations are obtained, a rigorous alignment process is undertaken. This involves moving the gyrotron along all possible axes and varying magnetic field parameters to find a region with maximum power and good stability.
5.3.1 $\text{TE}_{22,6}$ Power

We begin by examining the output power of the tube. After a lengthy alignment process, MW power levels were achieved. We first examine the output power as a function of the main magnetic field $B_0$ as shown in Figure 5-14. At each point, we vary the gun coil, and thus optimize alpha and the beam radius for maximum power operation at that value of magnetic field. We see that at 96 kV and 40 A operation, the tube was able to achieve over 1.1 MW of power. This was a pleasant surprise in fact since the previous configuration had stability issues at this voltage and current, and most previous results were obtained by operating at 42 A. In this case, when the gyrotron operates at 98 kV, 42 A, the output power of 1.25 MW is very close to the previous operation with the V-2005 cavity.

![Figure 5-14: Measured power vs. main magnetic field $B_0$ for the $\text{TE}_{22,6}$ mode at 110 GHz.](image)

We may additionally consider how the output varies with the beam current. The power and efficiency as a function of beam current are shown in Figure 5-15 for a fixed voltage of 98 kV. At each point, the magnetic field was tuned for maximum power, ranging from 4.38 T at 45 A to 4.41 T at 35 A, with minor adjustments to the gun field as well. We see that at 45 A, the output power reaches nearly 1.4 MW while the efficiency
has also increased by about 5% compared to the 35 A operating point. The efficiency reaches the 30% point at the design point of 40 A.

Figure 5-15: Output power and efficiency as a function of beam current for a fixed voltage of 98 kV. The main magnetic field is varied at each point for maximum power.

5.3.2 TE_{22,6} Output Beam Pattern

With the desired output power coming from the device, it is a good indication that the gyrotron's mode converter is working well, though the question of course is how well. The methodology here is the same as that which was applied in Chapter 3 using the 2-axis scanner, rf diode and programmable variable attenuator. For beam pattern measuring, we back off slightly from the peak power point to ensure we have a perfectly stable operating point throughout the measurement, and select a field of B_0 = 4.4 T with a 96 kV, 40 A beam. We take 3 measurements far from the location of the window, as shown in Figure 5-16 where distances of 125, 148, and 182 cm from the window plane are used. The phase retrieval algorithm is then employed to determine the amplitude and phase of the fields at the window. The retrieved amplitude and phase are shown in Figure 5-17. The quality of this beam was excellent. The beam waist of W_z = W_x = 2.65 cm shows that a nice circular
beam is generated and agrees very well with the cold test measurement where a circular beam with $W = 2.55$ cm was predicted, and even better with the theoretical calculation where a $W = 2.63$ cm beam was predicted. The beam also has very high Gaussian content as we calculate it to be 97.7% with the inclusion of the phase. The scalar Gaussian content again yields an even better 99.0%, just as in the cold test.

![Diagram](image1)

Figure 5-16: Output beam pattern measurements for the TE22,6 mode at 110 GHz taken at distances (a) 125 cm, (b) 148 cm, and (c) 182 cm.

![Diagram](image2)

Figure 5-17: Retrieved amplitude and phase of the output beam for the TE_{22,6} mode at 110 GHz.
Figure 5-18: Mode map taken around 110 GHz at 96 kV, 40 A. Gold star marks the high power operating point.

5.3.3 Mode Competition at 110 GHz

Similar to previous experiments, we examine the issue of mode competition by taking a mode map, which is a mapping of the frequency excitation as a function of the magnetic field parameters. The mode map taken at 96 kV, 40 A is shown in Figure 5-18. This mode map is very similar to the result shown in Chapter 3 for the old high efficiency configuration. One thing to note is that the excitation region of the TE\textsubscript{-19,7} mode is reduced in this cavity, though we still do see the mode competing near the high power operating point. In fact, the minimum field at which the TE\textsubscript{22,6} mode can be excited is larger in this configuration, which could partly be attributed to mode competition with the TE\textsubscript{-19,7} mode. We also note that this configuration suffers from the same excitation of the TE\textsubscript{-20,7} mode at slightly larger magnetic field. While this excitation does not affect operation at 110 GHz, it limits operation at 113 GHz in the TE\textsubscript{23,6} mode. This does limit the tunability of the device if operating at +/- 3 GHz from the base operating mode, where performance of the IMC has previously been demonstrated, was desired. One final comment on the mode
map is that the region of excitation for the TE$_{21,6}$ mode is severely reduced. While a high power regime is still accessible in this mode, at higher gun field where the mode would typically be excited, an instability arises. This appears in the form of a modulation which can be seen during the flat top of operation at lower power in the TE$_{21,6}$ mode. Investigation into this modulation effect may be worthwhile at a later time.

Figure 5-19: Power as a function of main magnetic field for the TE$_{24,7}$ mode at 124.5 GHz.

5.3.4 TE$_{24,7}$ Power

With successful operation measured across the board at 110 GHz, we tuned the magnetic field up to the estimated value for the TE$_{24,7}$ mode, around 5 T. Since there was some uncertainty about the operation of the gun and the stability of oscillations, we first explored the parameter space at lower voltages. Once we detected the desired oscillations and found the appropriate range of magnetic compression, we were able to push the voltage and current to their full value. The power measured as a function of the main magnetic field is shown in Figure 5-19. In this case, we do see that the power is somewhat limited from the goal of 1 MW, with ~850 kW of power measured at 96 kV and 40 A, and upwards of 950 kW measured at 98 kV, 42 A. The gyrotron though is capable of 1 MW
operation at this field point as seen in Figure 5-20 where 1 MW is achieved around 44 A beam current. It is worth noting though that operation in the TE\(_{24,7}\) mode does exhibit some differences as compared with the typical TE\(_{22,6}\) operation. It seems that there are some changes in the performance of the gun as the highest power is only achievable with the gun coil field set to a minimum value right on the verge of beam reflection. Just above this value though, the TE\(_{24,7}\) mode experiences stable operation with high power. Generally for the TE\(_{22,6}\) mode, there is a region of unstable, lower power oscillations in the mode when the gun coil is lowered and the compression, and alpha, is driven too high. The fact that we don’t see this at 124.5 GHz may indicate that the operation of the gun is limiting both operation at the desired compression and higher alpha, as well as the possibility of operating at lower magnetic field where power would also be higher.

![Graph](image)

**Figure 5-20**: Power vs beam current at 98 kV for the TE\(_{24,7}\) mode at 124.5 GHz. The main magnetic field is varied at each data point for maximum power.

### 5.3.5 TE\(_{24,7}\) Output Beam Pattern

We again took several scans of the beam pattern, this time at 98 kV and 42 A where we see nearly 1 MW of output power. The measurement planes for these scans were 133, 154, and 167 cm from the window. The beam measurements are shown in Figure 5-21. Again, the
beam appears to be quite Gaussian upon first inspection. We next apply the phase retrieval process to these results to obtain the amplitude and phase of the output beam at the window as shown in Figure 5-22. We do notice right away that this beam is a fair bit smaller than the beam at 110 GHz, however this is an expected result that was predicted by the theoretical calculations [163]. The scalar Gaussian content is again excellent as we measure it to be 97.1 %. However, a quick inspection of Figure 5-22 shows a beam that is significantly off-center with a small tilt as well, therefore the complex Gaussian content will be limited. The calculated value is still quite reasonable as we found it to be 94.4 %. The effective beam waists of $W_z = W_x = 2.65$ cm shows again that the beam is highly circular and agrees very well with theory.

Figure 5-21: Beam pattern measurements at 98 kV, 42 A for the TE$_{24,7}$ mode at 124.5 GHz. Measured planes include: (a) 133 cm, (b) 154 cm, and (c) 167 cm from the gyrotron window.

Figure 5-22: Retrieved amplitude and phase for the output beam measurements of the TE$_{24,7,1}$ mode at 124.5 GHz.
Figure 5-23: Mode Map taken around the 124.5 GHz operating point at 98 kV, 42 A. High power operating point shown by gold star.

5.3.6 Mode Competition around 124.5 GHz

We also examine the mode competition around this higher frequency point by means of a mode map. The mode map at this new frequency is shown in Figure 5-23 and taken around the MW operating point of 98 kV, 42 A. First, it should be noted that there are some regions where no modes were identified as a result of unstable operation where frequencies could not be measured or regions where there was no apparent rf signal. Looking at the modes seen, just as in the case of the TE$_{22,6}$ mode, the modes with equal radial mode index are preferentially excited in general. The exception though is at higher magnetic field where the TE$_{22,8}$ mode is excited, similar to how the TE$_{20,7}$ mode is excited over the TE$_{23,6}$ at the lower frequency. We also note the peculiar location of the high power operating point which is at the absolute bottom corner of the TE$_{24,7}$ excitation region. This illustrates the point earlier about performance of the gun limiting the achievable...
power. It seems that there should be a further parameter space to explore where higher power at 124.5 GHz could be achieved, but is instead limited by the beam reflection. The reason for this behavior is unclear at this time, though efforts are underway to simulate the gun performance to see if any limitations could be uncovered.

![Graph showing mode frequencies and output powers during voltage rise](image)

**Figure 5-24:** Measured start-up scenario for a TE\textsubscript{24,7} high power excitation. 950 kW of power was observed at 124.54 GHz for a 96 kV voltage with $B_0 = 5.00$ T and $B_g = 0.233$ T.

### 5.4 Investigation of Start-Up Scenarios

In Chapter 4, the issue of the start-up scenario was examined in great detail. In that chapter, we presented a thorough analysis of the mode frequencies and output powers during the voltage rise and offered a theory to explain the mode excitations that we observed. In this section, we need not discuss the phenomenon in such great detail, however the implementation of a new cavity and window, as well as the new operating frequency of 124.5 GHz, presents an excellent opportunity. As with any experimental study, particularly one where an unexpected result is obtained, there always remains a question of whether an observed effect is unique to an experiment or universal. By at least roughly examining some of these start-up scenarios in this new configuration and
observing a similar behavior, we could provide an additional means of validating the results of Chapter 4.

For these results here, we will show a complete sequence of frequencies observed during the start-up and measured over the flat-top of pulses of varying peak voltage. Obtaining proper calibrated power measurements is a lengthier process and, therefore, we will instead provide a characteristic rf diode trace, which essentially provides the power vs time (or voltage) characteristic to help diagnose the mode excitations.

We begin first with the start-up scenario observed for a high power point of the TE_{24,7} mode excited at 124.54 GHz. The observed power at this point was about 950 kW with magnetic fields B_0 = 5.00 T, and B_g = 0.233 T. Figure 5-24 shows the interesting start-up scenario that we observe at this operating point, along with a power trace shown for a peak voltage of 78 kV where the beam current is 38 A. The most encouraging aspect of this measured result is that we do indeed observe the same lower frequency backward-wave mode as we did at 110 GHz. In this case, the TE_{23,7,q} mode (where it is likely that q=3 or 4 as before) is excited at 123-124 GHz, which is around 2 GHz from its cutoff frequency of 121.56 GHz, for voltages of 45-60 kV. This mode shows the same characteristic steep frequency tuning as a function of voltage that we observed with the TE_{21,6,3,4} modes which were also up to 2 GHz from the cutoff frequency. The situation at both operating points is quite analogous as the separation between the modes that differ by 1 in their azimuthal indexes is about 3 GHz in both cases. At this 124.5 GHz operating point, we interestingly also observe the higher frequency modes, like those that might be predicted in theory. We can determine, however, that it is not the TE_{25,7,1} mode that is excited between 65 and 75 kV, but, rather, its main competing mode: the counter-rotating TE_{22,8,1} mode. The first indication of this is the frequency, which, at 127.00 GHz, is too low for the TE_{25,7,1} mode whose cutoff frequency is 127.48 GHz. The second indication is the “power gap” observed in the rf diode trace. This is a result of the counter-rotating mode being excited, and due to the opposite rotation, it will not emit correctly from the IMC launcher. This provides an
important reminder when operating in an IMC configuration since an apparent lack of output power in the tube does not automatically signify a lack of power being excited within the cavity. Proper frequency analysis can diagnose such behavior.

A stable operating point with $B_0 = 5.06$ T and $B_g = 0.240$ T was also examined. The behavior at this operating point showed the same set of modes. In this case, the $TE_{24,7,1}$ mode was only excited at voltages above 88 kV. The counter-rotating $TE_{22,8,1}$ mode was again excited, this time over a 72kV – 88 kV range, however at voltages around 70 kV, the $TE_{25,7,1}$ mode was also observed. Finally, we again saw the $TE_{23,7,q}$ backward-wave modes from about 54 to 68 kV at approximately the same frequency as for the high power point of Figure 5-24. Just as in the measurements of chapter 4, the voltage at which oscillations are first observed for the stable operating point was about 10 kV higher than the lowest voltage for which oscillations are seen at the high power point. In both cases, this was about 45 kV for high power operation and 55 kV at the highly stable operating points.

The start-up scenario for the 110 GHz operating point was also revisited for this new configuration. We examined a 1 MW operating point with $B_0 = 4.39$ T and $B_g = 0.185$ T. An interesting result was once again observed. At voltages above 68 kV, the $TE_{22,6,1}$ mode was again measured and the frequency tuning was consistent with the experiments in Chapter 4. However, below 68 kV, we did not observe higher frequency modes, nor did we observe the $TE_{21,6,q}$ backward wave modes as we did previously, instead observing an excitation that ranged in frequency from about 105.6 GHz to 106.3 GHz. Based on the measured frequencies, and the steep tuning, this mode should be a $TE_{20,6,q}$ backward-wave mode, essentially the same type of mode as the $TE_{21,6,q}$ mode we previously observed, but with a different azimuthal index and lower cutoff frequency.

While it is not the only change made between the two experiments, it is interesting to note that the new, thinner window employed in this experiment has significant reflection at this frequency. The reflection around 105-106 GHz is in the range of 20-30%, which is quite significant. The fact that the reflection is so significant at these frequencies may further
substantiate that the window reflection could play a role in the excitation of these lower frequency backward-wave modes observed during start-up. In this case, the reflection at 106 GHz is so substantial as compared to the reflection at 108-109 GHz that the TE_{20,6,q} mode is excited instead of the TE_{21,6,q} mode observed previously, with any excitation of the TE_{23,6,1} mode being suppressed in both experiments.

While further study of the start-up scenario in this new gyrotron configuration could be part of the future work, it is recommended that later studies also consider data taken on different gyrotrons to progress towards determining a universal phenomenon that could be related to the different parameters of each experiment, window reflections being one of them. The start-up scenario remains an important characteristic of the gyrotron to study, and should not be overlooked in future experiments.

5.5 Summary

High efficiency gyrotron operation at multiple frequencies represents a desirable characteristic for the scientists and engineers operating ECH systems on magnetic fusion experiments. In this chapter, we have presented a basic description of how a multi-frequency gyrotron can be designed and the range of modes that could possibly be excited without a significant change to the gyrotron’s basic operating parameters. We investigated the particular case of a two frequency gyrotron designed to operate in the TE_{22,6,1} mode at 110 GHz and the TE_{24,7,1} mode at 124.5 GHz. A set of new components was designed for this new configuration, including a cavity and window designed as part of this thesis, and an internal mode converter that was built and tested as part of this work. The cavity was designed and optimized for efficient operation at both frequencies, using a shorter 1.7 cm length and steeper 1° uptaper than the previous high efficiency single-mode design. Based on simulations, this new design could be expected to produce 1.4 MW of power. A new, thinner 5.555 mm-thick window was also designed and implemented in this experiment and should provide over 99.5 % transmission at both frequencies.
The experiments were largely successful. At 110 GHz, 1.15 MW of power was observed at 96 kV and 40 A, while 1.25 MW of output power was produced for 98 kV and 42 A. Increasing the beam current to 45 A allowed for nearly 1.4 MW of output power at an efficiency of over 31%. The output power at 124.5 GHz was more modest in comparison though it seemed clear that the device’s potential in this operating range was being limited by the performance of the electron gun. Nonetheless, we were able to achieve 850 kW of output power at 96 kV and 40 A with 950 kW produced at 98 kV and 42 A. MW operation was achieved for a beam current of 42-44 A. In all cases, stable operation was achieved without severe mode competition at the high power operating points.

At both frequencies, we measured excellent beam quality. A cold test and gyrotron experiment both showed about 99% Gaussian beam content for the TE$_{22,6,1}$ mode, agreeing quite well with theory. The result was also quite good for the TE$_{24,7,1}$ mode where a Gaussian beam content of 97% was calculated, though consideration of the tilted phase resulted in a more modest 94.4%. In all cases, the beam waist measured in experiment and recovered via phase retrieval matched the predicted 2.63 cm circular beam very closely.

Finally, we considered some new measurements of the start-up scenario for this new configuration. At the 124.5 GHz operating point, we observed a mix of lower frequency backward-wave modes analogous to those observed in Chapter 4 that were accompanied, however, by higher frequency modes as expected by theory. Start-up scenario measurements at 110 GHz, showed an excitation of an even lower frequency TE$_{20,6,q}$ mode compared to the TE$_{21,6,q}$ modes seen in Chapter 4. A major difference between the two experiments is the window reflection, which reaches its peak around 105 GHz and is close to the frequency of the TE$_{20,6,q}$ modes. This may provide some further evidence that window reflections play a role in the excitations of these modes.
Chapter 6

Conclusions

A number of high power gyrotron experiments were successfully carried out and reported in this thesis. The gyrotron community is a particularly collaborative one with groups like MIT focusing on experimental physics, while groups at the University of Wisconsin and University of Maryland focus on theoretical device physics and design, and companies like CPI work on the development of industrial tubes for CW operation. By leveraging the experimental tools at MIT and working together with collaborators, the thorough body of work presented in this thesis will be of great value to the entire community. The contributions focused in 3 areas: analysis of gyrotron mode converters, experimental investigation of device physics including the start-up scenario, and demonstration of a new concept by operating at two different frequencies with a diode-type electron gun.

This work began by using an existing configuration of the 1.5 MW, 110 GHz gyrotron which incorporated a cavity optimized for high efficiency operation and an internal mode converter (IMC) with phase correcting mirrors. The phase-correcting mirror IMC was then replaced by a newly designed smooth-mirror mode converter. Most previous gyrotrons that implemented phase-correcting mirror designs had Gaussian output beams come out with far lower Gaussian content than predicted. This new smooth-mirror design would be much simpler to fabricate and should be far less susceptible to errors in machining and misalignment. A 3-axis scanning system was developed for the measurement of gyrotron output beams and a phase-retrieval method was applied to
analyze the data and obtain consistent measurements of the Gaussian beam content. The results of the smooth-mirror IMC experiment were successful. Theoretical calculations predicted a round output beam with a beam waist of 2.9 cm and a Gaussian beam content of 98%. Cold test experiments agreed very well in size with measured beam waists of \( W_x = 2.7 \) cm and \( W_z = 2.9 \) cm being observed, though the Gaussian beam content was only 95.3%. When installed on the gyrotron, the results were even better with measured beam waists of \( W_x = 2.9 \) cm and \( W_z = 3.0 \) cm with a Gaussian beam content of 96.3%. The increased performance could be expected due to the improved mode quality at the launcher input in the gyrotron experiment. Such a beam output quality would meet the requirements for a gyrotron used in an electron cyclotron heating system for nuclear fusion experiments. The gyrotron operated at a power level of 1.3 MW, with a temporal width of the microwave pulse that was about 20% larger than in previous operation.

The increased pulse width from initial experiments motivated the next study into the experimental investigation of device physics. The longer pulse width was an indication that modes were being excited on the leading edge of the microwave pulse, meaning during the voltage rise before the voltage pulse reached its flat-top steady-state level. The excitation of modes during the voltage rise is often referred to as the “start-up scenario”. This is because it is actually a requirement for the gyrotron to operate in its most efficient regime known as hard self-excitation. While theoretically explored via simulation, the issue had not yet been thoroughly examined experimentally.

The issue of mode competition is closely tied to the startup scenario and is typically the main concern in the design of MW gyrotrons due to the extremely dense spectrum of modes that can be excited in the highly-overmoded cavity. Start-up scenario experiments examined two operation regimes in detail: a high power operating point close to unstable regions where other modes are excited, and a highly stable region where variations in parameters would still lead to the excitation of the desired \( \text{TE}_{22,6} \) mode. Frequency measurements using a heterodyne receiver system showed the excitation of
lower frequency modes, in the range of 108-109 GHz excited at the lowest voltages. This was a surprising result as prior simulation and theory work had predicted that higher frequency modes should be excited instead. A theoretical analysis of these modes showed that they should be cavity modes with the transverse structure of the TE_{21,6} mode but with a higher order axial field profile, i.e. multiple variations, as opposed to the nearly Gaussian axial field profile seen in high power mode excitations near their cutoff frequency. The discovery of these mode excitations also had implications on gyrotron simulation work as they were not previously considered in simulations. In collaboration with Oleksandr Sinitsyn at the University of Maryland, a new approach was developed that was able to show the experimental mode excitations during the voltage rise in the simulations. However, in order to properly take these effects into account in regular gyrotron design and analyses, modifications to the code should be introduced.

The final component of this thesis work involved the complete design and experimental demonstration of a new gyrotron configuration. Analysis showed that a two frequency gyrotron could be designed to excite the TE_{22,6} mode at 110 GHz, and the TE_{24,7} mode at 124.5 GHz. For two frequency operation, the design of a new cavity, IMC, and output window were necessary. The cavity was designed by supplementing the gyrotron non-linear theory with both cold-cavity simulations and multi-mode time-dependent simulations using the code MAGY. It was decided to use a shorter 1.7 cm cavity along with a larger 1.0° uptaper as compared to the previous single-mode high efficiency cavity design. These parameters correlate to a cavity Q factor of 830 and 1060 with normalized cavity lengths of 15.1 and 16.4 respectively for the TE_{22,6} and TE_{24,7} modes. MAGY predicted 1.65 MW of output power using simpler single-mode calculations, though the more realistic multi-mode case, which also incorporated the effects of a 5 % velocity spread, predicted a more modest 1.4 MW could be achieved in experiment. The design of the dual frequency IMC was done by Ben Rock at the University of Wisconsin (now with the Naval Research Laboratory). Theoretical calculations predicted that a Gaussian beam
content of over 99 % could be achieved during operation at either frequency. Cold test of the IMC at 110 GHz showed excellent results as a Gaussian beam content of ~99 % was measured. Finally, it was decided to use a simple single-disc window to couple the power out from the tube. The designed 5.555 mm fused quartz window should have over 99.5 % transmission at both frequencies. A quick cold test of the window showed that the manufactured window thickness was correct and transmission peaks were located at the right frequencies.

The new components were installed in the vacuum vessel and experiments were carried out at both frequencies. In operation at 96 kV and 40 A, 1.1 MW of output power was demonstrated. However, by raising the voltage and current to 98 kV and 42 A, similar to results reported on the previous configuration, it was shown that 1.25 MW of output power could be achieved. The output beam at this frequency was of the highest quality. A circular Gaussian beam was measured and had a waist size of 2.65 cm which is almost identical to the theoretical prediction of 2.63 cm. The amplitude and phase at the window were obtained using a phase retrieval algorithm and calculated Gaussian beam content was 97.7 %. The mode map which indicates the mode excitation as a function of magnetic field parameters was similar to those measured in the previous configurations of the MIT MW gyrotron. At 124.5 GHz, the output power of the gyrotron was limited to a more modest 850 kW of output power at 96 kV and 40 A, though 1 MW could be achieved by pushing the beam current to 42-44 A. The behavior at the gyrotron indicates that a higher efficiency regime might be seen at lower values of the gun magnetic field, though the performance of the electron gun limits operation in this regime. The output beam at this frequency is still of high quality though it is approximately 20 % smaller, where the predicted size should be the same as that at 110 GHz. By considering amplitude data only, a Gaussian beam content of 97 % is calculated for the beam, though due to measured tilts and offsets, the Gaussian beam content when including the retrieved phase is a more modest 94.4 %. The mode map for this configuration showed that the expected modes
with radial mode index $p = 7$ are excited throughout most of the parameter space, but, similar to 110 GHz operation, the counter-rotating mode is excited at higher values of magnetic field. A brief investigation of the start-up scenario for 124.5 GHz operating points, showed the excitations of both lower frequency modes, as seen in the experiments of Chapter 4, as well as higher frequency modes, as predicted by theory. This measurement is helpful in validating the previous experimental results observed in the original study of the start-up scenario.

The experiments herein have therefore demonstrated successful MW operation at two frequencies, successful operation using a mode converter with smooth mirrors, and have initiated an important discussion on the start-up scenario that has improved the understanding of gyrotron physics and should help in the design and modification of simulation codes for future gyrotron design and analysis. Future work could involve further characterization of this new gyrotron configuration, particularly operation with a depressed collector to investigate the after cavity interaction effect with this geometry. In addition, some instabilities were observed in various regions of the parameter space, though none coinciding with operation at 110 or 124.5 GHz. Investigation of these effects could yield some interesting insights into the physics of the gyrotron. Finally, a design modification could be considered to optimize operation for a smaller compression, i.e. higher gun magnetic field. This may help access the highest power operating regime at 124.5 GHz where the power was more limited in this current design.
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