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[1] We present an observing system simulation experiment examining the potential
benefits of new methane isotopologues measurements for global- and national-scale source
and sink inversions. New measurements are expected in the coming years, using quantum
cascade laser spectroscopy with sample preconcentration, that will allow observations of
d13C - CH4 and dD - CH4 at approximately hourly intervals and higher precision than
previously possible. Using model-generated ‘pseudo-data’, we predict the variability that
these new systems should encounter in the atmosphere, and estimate the additional
uncertainty reduction that should result from their use in source and sink inversions.
We find that much of the d-value variability from seasonal to daily timescales should be
resolvable at the target precision of the new observations. For global source estimation,
we find additional uncertainty reductions of between 3–9 Tg/year for four major source
categories (microbial, biomass burning, landfill and fossil fuel), compared to mole
fraction-only inversions, if the higher end of the anticipated isotopologue-measurement
precisions can be achieved. On national scales, we obtain average uncertainty
reductions of �10% of the source strength for countries close to high-frequency
monitoring sites, although the degree of uncertainty reduction on such small scales varies
significantly (from close to 0% to almost 50%) for different sources and countries.

Citation: Rigby, M., A. J. Manning, and R. G. Prinn (2012), The value of high-frequency, high-precision methane isotopologue
measurements for source and sink estimation, J. Geophys. Res., 117, D12312, doi:10.1029/2011JD017384.

1. Introduction

[2] Observations of atmospheric methane (CH4) mole
fractions, along with chemical transport models (CTMs),
have provided valuable information on the sources and sinks
of this potent greenhouse gas [e.g. Bousquet et al., 2006;
Chen and Prinn, 2006; Rigby et al., 2008; Frankenberg
et al., 2008; Bergamaschi et al., 2009]. However, much
uncertainty remains about the partitioning of CH4 sources
and the drivers of its inter-annual variability. Measurements
of the isotopologues of CH4 may provide additional infor-
mation, since different sources emit with differing isotopic
signatures [e.g., Snover et al., 2000; Whiticar and Schaefer,
2007]. Furthermore, isotopic fractionation occurs due to the
varying reaction rates of the isotopologues with methane
sinks, potentially allowing us to further constrain methane
destruction rates [e.g., Saueressig et al., 2001].
[3] Previous measurements of CH4, and its two most

abundant isotopologues, 13CH4 and CH3D, have used tun-
able diode laser spectrometers or gas chromatography with

mass spectrometry. These observations have been made
during monthly to yearly campaigns [Lowe et al., 1999;
Bergamaschi et al., 2000] or over many years at �monthly
resolution at a small number of sites [Lowe et al., 1997;
Miller et al., 2002; Tyler et al., 2007; Dlugokencky et al.,
2009]. Studies have shown that the seasonal cycles and
trends in these observations can be well represented by
atmospheric CTMs [Allan et al., 2001], and that compar-
isons of CTM simulations with isotopic data may help to
identify emissions variations over multidecadal timescales
[Hein et al., 1997;Mikaloff-Fletcher, 2004a, 2004b;Monteil
et al., 2011].
[4] Recent developments in infrared laser absorption

spectroscopy with continuous wave quantum cascade lasers,
along with gas preconcentration techniques, bring forward
the possibility of measuring these isotopologues at higher
frequency (�hourly intervals) and precision than has previ-
ously been possible [e.g., Nelson et al., 2008; Tuzson et al.,
2008; Zahniser et al., 2009; Potter, 2011].
[5] In light of these developments, this paper aims to crit-

ically evaluate the potential benefits of a global network of
high-precision CH4 isotopologue observations for inverse
modeling. The investigation will be framed around two
existing global networks: the Advanced Global Atmospheric
Gases Experiment (AGAGE) [Prinn et al., 2000] and the
National Oceanic and Atmospheric Administration (NOAA)
Carbon Cycle Greenhouse Gases (CCGG) cooperative sam-
pling network [Dlugokencky et al., 2009]. AGAGE is chosen
to reflect a possible setup of a new in situ CH4 isotopologue
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network, which could make measurements at high-frequency,
but at a limited number of sites. In contrast, the NOAA
CCGG network represents an alternative setup in which
flask samples are collected and measured at a central labora-
tory at lower frequency (� weekly), but at a larger number
of locations.
[6] So called ‘top-down’ estimates of CH4 emissions and

sinks have been made in many studies using ‘Bayesian’
inverse methods [e.g., Bousquet et al., 2006; Chen and
Prinn, 2006; Rigby et al., 2008; Bergamaschi et al., 2009;
Frankenberg et al., 2008]. In these inversions, some prior
information is assumed to exist about the likely sources and
sinks of atmospheric CH4 and their uncertainties. The initial
uncertainty placed on these estimates is reduced through the
incorporation of atmospheric observations, which are related
to emissions using CTM-derived ‘sensitivity’ functions
(usually assuming perfect transport and chemistry). The
amount of uncertainty reduction depends on the number of
observations, their uncertainty and the sensitivity of the
observations to changes in emissions or sinks. Further
information on Bayesian and other inverse methods can be
found in many sources, for example, Tarantola [2005].
[7] From this Bayesian perspective, we will primarily focus

on two questions: (1) By how much might we expect the
uncertainty in top-down estimates of the major global CH4

sources to be decreased, if observations of the major CH4

isotopologues were made by networks such as AGAGE or
NOAA CCGG? (2) Will high-frequency isotopologue obser-
vations be valuable for constraining emissions from different
sources on national scales?
[8] This study will be conducted using model-generated

‘pseudo’ observations. We compare two sets of emissions,
calculated: (1) using pseudo mole fraction data alone, and
(2) using pseudo mole fraction and isotopic composition
data. While the absolute uncertainties on emissions esti-
mated in these two types of inversion will be an underesti-
mate of the true uncertainty that would be derived using real
data, the relative reduction in uncertainty due to the addition
of isotopic observations should be indicative of that which
would be obtained in the real world.

1.1. Methane Isotopologues and the Next Generation
of Measurements

[9] The two major isotopologues of atmospheric CH4

differ from the most abundant form, 12CH4, by the addition
of a neutron to either the carbon atom (13CH4) or to one of
the hydrogen atoms (CH3D). Isotopic composition is usu-
ally quantified relative to some reference isotope ratio.
These so-called ‘d-values’ are defined, for the major CH4

isotopologues, as:

d13C ¼ 1000
R13CH4

RPDB
� 1

� �
ð1Þ

dD ¼ 1000
RCH3D

RVSMOW
� 1

� �
ð2Þ

where RX is the molar ratio of isotopologue X to the most
abundant isotopologue. The two reference ratios are: RPDB, the
13C/12C ratio found in Pee Dee Belemnite (PDB), with a value
of 1123.72 � 10�5 [Craig, 1957] and RVSMOW, the D/H ratio
found in Vienna Standard Mean Ocean Water (VSMOW),

with a value of 155.95 � 10�6 [DeWit et al., 1980]. We will
refer to the two delta values as d13C and dD throughout.
[10] Close the the earth’s surface, atmospheric CH4 cur-

rently has a mean mole fraction close to 1800 nmol mol�1

[e.g., Rigby et al., 2008], a mean d13C of �47.1 and a mean
dD of �86 [Whiticar and Schaefer, 2007].
[11] The next generation of CH4 isotopologue observations

will use continuous wave quantum cascade lasers [e.g.,Nelson
et al., 2008; Tuzson et al., 2008]. When combined with pre-
concentration techniques [e.g., Miller et al., 2008; Potter,
2011], measurements may be possible at up to hourly fre-
quency, with precisions potentially as high as 0.01‰ for d13C
and 0.1‰ for dD [Zahniser et al., 2009; S. Ono (MIT) and
D.Nelson (Aerodyne), personal communication, 2011]. In this
study, we test the sensitivity of our conclusions to a range of
measurement repeatabilities that may eventually be achieved.

2. Methodology

[12] To perform a CH4 isotopologue observing system
simulation experiment, we rely entirely on CTM-generated
‘pseudo-observations’. In this section, we first describe two
possible configurations of an isotopologue network before
describing the CTMs that we will use to generate output
at the measurement locations. We then describe the CH4

sources that are input to the CTMs and outline how the
simulations were performed. Finally, we discuss the inver-
sion methodology.

2.1. Measurement Networks

[13] Two potential measurement network types have been
used in this work. The first type, based on the AGAGE
network, makes high-frequency in situ measurements at
11 locations (see Figure 1). The advantage of this type of
network is that high frequency variability can be observed,
providing, for example, information about local sources.
However, the cost of setting up and operating this sort of
network currently limits the number of stations involved.
[14] Flask-sampling networks such as NOAA-CCGG take

air samples from around the world and measure them at a
central laboratory. These networks typically have a lower
measurement frequency (�weekly samples, compared to
�hourly for in situ observations), but higher spatial cover-
age. Existing flask networks generally attempt to sample air
during periods when local influences are small. The loca-
tions of the existing NOAA-CCGG sampling positions is
shown in Figure 1.

2.2. Atmospheric Chemical Transport Models

[15] The first question that we have posed requires the use
of a global chemical transport model to address, while the
second, which concerns national emissions, requires sensi-
tivity to emissions on smaller scales. Here we use a global
Eulerian CTM for the first and a Lagrangian regional model
for the second.
[16] Global simulations were performed using the Model

for OZone and Related Tracers (MOZART v4.5) [Emmons
et al., 2010]. MOZART is an Eulerian CTM that calcu-
lates trace gas transport and chemistry using reanalyzed
meteorological fields. The National Center for Environmen-
tal Prediction/National Center for Atmospheric Research
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reanalysis was used for this purpose [Kalnay et al., 1996],
with a resolution of approximately 1.9� � 1.9� and 28 verti-
cal levels. This model has been shown to simulate CH4 mole
fractions well at the surface [Patra et al., 2011].
[17] Regional simulations were performed using the UK

Met. Office Numerical Atmospheric Modeling Environment
(NAME v3) [Ryall et al., 1998; Manning et al., 2011].
NAME is a Lagrangian particle dispersion model (LPDM),
which calculates the sensitivity of each observation to
emissions from grid cells surrounding a measurement site by
tracking ensembles of ‘particles’ backwards in time. Back
trajectories of 13-day duration were calculated (13 days
being long enough for the majority of the particles to leave
the domains of interest) using the UK Met. Office analysis
fields at 0.38� � 0.56� horizontal resolution and 37 vertical
levels. This model has been used extensively for long-lived
trace gas emissions estimation on national scales [e.g.,
Manning et al., 2011]. Here we determine emissions from
countries around a subset of AGAGE stations; Mace Head,
Ireland, Trinidad Head, California, Gosan, South Korea and
Cape Grim, Tasmania (marked in green in Figure 1). These
stations are coastal sites that regularly intercept emissions
from the surrounding countries and have been used in pre-
vious inversions using the NAME model [e.g., O’Doherty
et al., 2009; Manning et al., 2011; Rigby et al., 2011].
The domains within which emissions were estimated are
shown as grey rectangles in Figure 1.

2.3. Methane Sources and Their Isotopic Composition

[18] Throughout this paper we use the comprehensive
emissions data set compiled by Fung et al. [1991]. Since
some more recent studies differ from these estimates for
some processes, we scaled the Fung et al. [1991] biomass
burning and fossil emissions distributions to match the
global emissions from Bousquet et al. [2006] and EDGAR
v4.2 (Emission Database for Global Atmospheric Research
(EDGAR), release version 4.2., 2011, http://edgar.jrc.ec.
europa.eu) respectively. Since we are primarily interested
in the differences between inversions that use different
pseudo data sets generated from the same emissions source

distribution, any inaccuracies in the chosen emissions
data set should be a second-order source of error in our
conclusions.
[19] The reason to expect that CH4 isotopologue obser-

vations can provide additional information about source
partitioning, compared to whole-CH4 observations, is that
different sources emit with different isotopic ratios. For
example, wetlands emit CH4 that is relatively depleted in
13C, compared to CH4 emitted in biomass burning. There-
fore, CH4 emitted from wetlands has a lower d13C than that
emitted from biomass-burning. Fossil fuel and landfill
sources generally emit with d13C values in between those of
biomass burning and microbial sources. For dD microbial
sources are also amongst the most depleted. However, fossil
emissions tend to have the highest dD values, with biomass
burning and landfill falling in between.
[20] Relatively detailed estimates of source d-values have

been calculated for a wide variety of CH4 sources [e.g.,
Whiticar and Schaefer, 2007]. However, rather than making
estimates of emissions from every source, some of which are
very minor, and some of which have very similar d-values to
other sources, we solve for emissions from four major pro-
cesses: microbial (e.g. wetlands and rice); biomass-burning;
fossil-fuel; landfills (Figure 2). These groupings are based
on the analysis of Snover et al. [2000], whose source
d-values we use to calculate emission rates of each isoto-
pologue input to the model. These overall calculated source
isotopic ratios are given in Table 1. While Snover et al. [2000]
provide uncertainties for their source categories, we chose
source uncertainties that are twice the value used in their
work, to ensure that the overall uncertainty for each source
category more than spans the range given for individual
sources in Whiticar and Schaefer [2007] (Table 1). We
investigate the influence on the inversion of improving these
source uncertainties in the future.
[21] The fractionation of the two isotopologues due to the

OH radical is also very different and could therefore provide
information on the strength of this important CH4 sink.
While the reaction rate of 13CH4 with OH is only around
0.4% higher than that of 12CH4, the reaction rate for CH3D is

Figure 1. Location of AGAGE stations used in the global inversions (red stars), AGAGE sites used in
both the global and regional inversions (green stars) and NOAA CCGG sites (blue circles). The grey boxes
show the domains used in the regional inversions.

RIGBY ET AL.: METHANE ISOTOPOLOGUES IN INVERSIONS D12312D12312

3 of 14



approximately 30% higher than for 12CH4 [Saueressig et al.,
2001]. This leads to a measured dD in the atmosphere that
around 200‰ higher than would be expected from the sum
of the source isotopic ratios, compared to a fractionation of
only 7.4‰ for d13C [Whiticar and Schaefer, 2007, Figure 2].

2.4. Modeling Atmospheric Methane Mole Fraction
and Isotopic Composition

[22] Methane mole fractions were simulated in MOZART
using the Fung et al. [1991] emissions for the year 2000,
following a 5-year spin up period. At the beginning of each
year of the spin-up, three-dimensional d-value fields were
adjusted, by the addition of a constant, to return the global-
average surface d-value to the observed number (see
Table 1). These small adjustments were required to counter a
small drift in d-values seen in the model, due to inaccuracies
in emission and fractionation rates. The mole fractions of the
three isotopologues were simulated as individual tracers in
the model.

[23] Emission rates of 13CH4 and CH3D were calculated
from the Fung et al. [1991] emissions by multiplying
emissions from each source type by the isotope ratios
derived from the d-values given in Table 1. The use of a
single source isotope ratio is a significant simplification in
this work. However, we investigate the influence of this
simplification by determining the uncertainty in our results
associated with a range of source ratios.
[24] Methane is primarily destroyed in the atmosphere

through reaction with the hydroxyl radical (OH). Global
monthly average three-dimensional OH concentration fields
from Spivakovsky et al. [2000] were used in MOZART
simulations. These concentrations were specified offline,
meaning that the OH reacted with atmospheric CH4, but was
not itself used up in the reaction. This linear approximation
can be expected to hold well for small changes in CH4

concentration, and is routinely used in atmospheric inver-
sions [e.g., Chen and Prinn, 2006; Rigby et al., 2008]. Each
isotopologue separately reacted with the OH field with rates

Table 1. The d-Values and Source Strengths for the Four Aggregated Source Categories Used in This Study and the Assumed 1-s
Uncertainties in the Isotopologue Ratioa

Category Sources d13C (‰ PDB) dD (‰ VSMOW) Source Strength (Tg/yr)

Microbial Wetlands, rice, ruminants, termites �61 � 10 �319 � 60 311
Fossil fuel Coal mining, gas leaks �40 � 14 �175 � 20 97
Biomass burning Biomass burning �24 � 6 �210 � 32 37
Landfill Landfill �50 � 4 �293 � 40 39
Ambient Air (global average) �47.1 �86

aThe Source column shows the individual source types included in each process.

Figure 2. The d13C and dD for the four major sources whose emissions were estimated in this work. The
colored areas show the 1-sigma uncertainty range used in the inversions. The triangular points show the
combined source isotopic ratio and the measured ambient value. The difference between the two shows
the magnitude of fractionation, primarily due to reaction with OH. Modified from Snover et al. [2000].
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recommended by Sander et al. [2011], based on the work of
Rust and Stevens [1980], Cantrell et al. [1990], and
Gierczak et al. [1997]. Offline reactions with stratospheric
chlorine (Cl) and excited oxygen radicals (O(1D)) were
parameterized, based on the model of Velders [1995], and
overall stratospheric fractionation factors (the ratio of overall
reaction rates) of 0.988 and 0.78 were applied for the 13CH4
and CH3D isotopologues relative to CH4 respectively
[Brenninkmeijer et al., 1995; Irion et al., 1996]. Reactions
with marine boundary layer Cl were ignored. These sinks are
known to lead to additional fractionation in the atmosphere
[e.g., Platt et al., 2004]. However, given that they remove a
relatively small quantity of CH4 from the atmosphere and do
not necessarily change along with any of the quantities
investigated here, the errors induced by ignoring this factor
is thought to be minimal for this study.
[25] In the regional simulations using the NAME model, it

was assumed that no chemical destruction occurred. This
simplification has been shown to be reasonable over the
short back-trajectory timescales compared to the methane
lifetime [Manning et al., 2011].

2.5. Determining Emissions From Atmospheric
Observations

[26] For our global simulation, we followed an approach
used in many previous inversions and determined emissions
from large regions at monthly resolution [e.g., Bousquet et al.,
2006; Chen and Prinn, 2006]. We used the 11 continent-sized
surface regions from the TRANSCOM model inter-compari-
son experiment [Gurney et al., 2002] and determined source
strengths from the four major source categories (see above)
from each region. To account for uncertainties in the initial
conditions, we also solved for CH4, d

13C and dD values at
the start of the simulation. These values were found in both
hemispheres in the troposphere and for the stratosphere. In
the results presented below, we re-aggregated the emissions
from each region and each month, and present only global,
annually averaged emissions uncertainties (regional uncer-
tainty reductions are shown in the auxiliary material).1 We
note that by determining emissions from large regions and
on monthly timescales, our inversions would incur so-called
“aggregation errors” in a real-world inversion. These errors
could lead to spurious uncertainty reductions since errors in
the spatial and temporal distribution of the emissions field
would not be accounted for.
[27] In the regional simulation, we determined emissions

from the four source categories from countries (or parts of
countries) close to four AGAGE monitoring sites (green
stars in Figure 1). Again, emissions were determined on
monthly timescales. We also solved for the background CH4

mole fraction and d-values during each month, to allow for
uncertainties in the background to be propagated to our
source uncertainties.
[28] Methane mole fractions and d-values are non-linearly

related to emissions, and therefore an inversion using such
data will require an iterative approach to search for the
optimal solution. In a Bayesian framework, such a solution
is found by minimizing a so-called ‘cost function’, which

quantifies the discrepancy both between the observations
and the model, and between the solution and some prior
emissions estimate [see, e.g., Tarantola, 2005]. In this
work, we assume that the minimum of the cost function has
been found (which is true in this case, since the ‘data’ have
been generated by the model), and aim only to find the
uncertainty in the solution. We make the assumption that
in the region of this minimum, the relationship between
the observations and parameters is linear. Therefore, the
uncertainties presented are approximations of the true
uncertainties.
[29] In linear inverse problems, emissions (or other para-

meters) can be related to atmospheric observations through a
‘sensitivity matrix’ (H) using [e.g., Tarantola, 2005]:

y ¼ Hxþ ����� ð3Þ

The vector y contains the observations at various locations
and times, and the vector x contains emissions from certain
geographical regions and times, or sink strengths. The
residual between the model-predicted observations and the
measurements is given by the vector �����. The sensitivity
matrix (H) is a matrix of partial derivatives, which can be
approximated as finite differences in linear problems, such
that:

Hij ¼ Dyi
Dxj

ð4Þ

These finite differences can be found by running the CTM
N times (where N is the number of elements in x), with
parameters (e.g. emissions) independently perturbed by
some amount in each region in each run (Dxj). The resulting
change in observable can then be extracted from the CTM
output from each run at the measurement location and time.
[30] If the model-measurement uncertainties can be

assumed independent, the uncertainty covariance (R) is a
diagonal matrix, such that:

diag Rð Þ ¼ s2 ð5Þ

where s is a vector of measurement and modeling uncer-
tainties, in which each element is the uncertainty in the
corresponding element of y. Here, we assume that overall
uncertainties include contributions from the measurement
repeatability (sM), model-data representation error (sRE),
sampling frequency (sSF) and uncertainties in the obser-
vations induced by errors in the source isotope ratios
(sSIR):

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
M þ s2

RE þ s2
SF þ s2

SIR

q
ð6Þ

For the global simulations, the representation error was
calculated as the standard deviation of the mole-fractions
or d-values in the eight grid cells surrounding each site
[Chen and Prinn, 2006]. This information does not exist
for the LPDM, so for the regional simulations the repre-
sentation error was estimated as the standard deviation of
the modeled mole fraction variability within each aver-
aging period [Rigby et al., 2011]. The sampling frequency
error is a measure of each site’s ability to capture the entire

1Auxiliary material data sets are available at ftp://ftp.agu.org/apend/jd/
2011jd017394. Other auxiliary material files are in the HTML.
doi:10.1029/2011JD017384.
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variability within an averaging period. It was calculated here
as the modeled variability within each averaging period,
divided by the square root of the number of observations
within that period.
[31] The uncertainty term related to inaccuracies in the

source isotope ratios (sSIR
2 ), which only applies to the

isotopologue measurements, was estimated by performing
50 perturbed forward runs of the CTM. In each run, the
isotopologue emissions from each region were calculated
from source delta values randomly selected from a Gaussian
distribution with standard deviations given in Table 1. By
assuming that source isotopologue ratios vary between dif-
ferent regions, we are assuming that the uncertainties stem
from geographical differences in the source ratio, rather than
an inability to quantify a globally uniform source ratio. The
term sSIR

2 is calculated at each model time step as the stan-
dard deviation of atmospheric delta values predicted in the
50-member ensemble.
[32] Note that the above uncertainty calculation assumes

that the measurements are unbiased, and that any errors are
random with a Gaussian probability density function. Any
significant uncharacterized biases in the new measurements
could reduce the true uncertainty reduction obtained in an
inversion.
[33] In this paper, the observations vector contains either

mole fractions alone or mole fractions and isotopic data.
Therefore, the uncertainty vector, and the sensitivity matrix,
varies in each experiment. For the mole fraction only
inversion:

s ¼ sCH4 ð7Þ

H ¼ HCH4 ð8Þ

where sCH4
is a vector of CH4 mole fraction total uncer-

tainties andHCH4
is a matrix of sensitivities of mole fractions

to emissions changes.
[34] For the mole fraction and isotopologue inversions, the

uncertainty vector and sensitivity matrix is made up of sub-
vectors and sub-matrices corresponding to mole fractions
and d-values:

s ¼ sCH4 ;sd13C ;sdD
� �T ð9Þ

H ¼ HCH4 ;Hd13C ;HdD
� �T ð10Þ

The uncertainties for each isotopologue in equation 9 are
calculated individually using equation (6).
[35] In the inversions that use both mole fractions and

isotopologues, we include off-diagonal elements in the
model-measurement uncertainty covariance (R). These ele-
ments reflect the correlation between the model representa-
tion error for the three sets of observations, since the three
sets of measurements are co-located. We estimate the size of
these terms using the correlation between the forward-model
time series at each measurement site. The covariance
between uncertainties for isotopes A and B at site s and
time t is given by:

Cov A;Bð Þs;t ¼ rssre;A;s;tsre;B;s;t ð11Þ

where rs is the correlation coefficient of the two sets of
observations at site s over the period of interest.
[36] Assuming that all uncertainties follow a Gaussian

distribution we obtain the posterior uncertainty covariance
matrix using [e.g., Tarantola, 2005]:

P ¼ HTR�1Hþ P�1
ap

� ��1
ð12Þ

Here Pap is the prior uncertainty covariance matrix.

3. Forward Modeling

3.1. Global-Model Mole Fraction and Isotopologue
Time Series

[37] Daily average CH4 mole fractions and d-values pre-
dicted by the MOZART model for the year 2000 are shown
for the AGAGE site at Mace Head-on the West coast
of Ireland in Figure 3. Monthly averaged mole fraction and
d-value time series’ at every other model grid cell are pro-
vided in netCDF format in the auxiliary material. Figure 3
shows crosses at times when we assumed that the NOAA
CCGG network took samples. The NOAA network largely
attempts to avoid polluted air masses. To reflect this, we
assumed that flask samples were taken on the day with the
minimum mole fraction in each week.
[38] Figure 3 shows a mole fraction seasonal cycle that is

similar to that seen in AGAGE observations (see auxiliary
material). The seasonal changes at Mace Head are domi-
nated by variations in the rate of destruction by OH, which
tends to lead to a CH4 minimum in the northern hemisphere
summer, and the boreal wetland emission cycle, which peaks
in the summer/fall. The influence of OH can be seen as a
drop in mole fraction throughout the spring, while the
competing influence of increased wetland emissions begins
to dominate from the summer and throughout the fall. The
magnitude of the wetland emission-induced increase in mole
fraction during the fall is larger than found in the AGAGE
observations, which likely reflects an overly strong seasonal
cycle in the Fung et al. [1991] wetland emissions cycle.
[39] The seasonal cycle in the two isotopologues is also

dominated by OH and wetland emissions variations. The
increasing northern hemisphere OH concentration during
the spring and summer tends to increase the d-value of
both isotopologues, with a larger increase in dD due to
its larger OH fractionation. In contrast, increasing sum-
mertime northern hemisphere wetland emissions tend to
reduce the d-values of both isotopologues, since the wetland
emissions are relatively depleted in each isotopologue,
compared to ambient air.
[40] Overlaid on top of the seasonal cycle in background

CH4 mole fractions and d-values are ‘pollution events’, with
durations of days or weeks (as shown in the auxiliary
material, the variability seen in these pollution events is of
similar magnitude to the measured mole fractions). These
occur when air is advected to Mace Head from Europe under
Easterly winds. At Mace Head, these pollution events tend to
lower the d-values of both isotopologues, largely reflecting
the influence of microbial European sources. Episodes of
elevated d-values of both isotopologues are seen at Mace
Head when CH4 levels decrease, potentially indicating the
advection of air from lower latitudes, which tends to have a
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lower mole fraction and higher isotopologue ratio. The
attribution of these features to specific processes can be
more clearly seen by perturbing each source and modeling
the resulting change in mole fraction or d-value, as shown in
the next subsection.

3.2. Sensitivity of Observations to Global Emissions
and Sink Perturbations

[41] In order to invert for particular sources and sinks from
atmospheric measurements, we need to know the how a
change in these quantities influences the observations. Such
sensitivities can be estimated using an atmospheric chemical
transport model.
[42] To determine the sensitivity of Mace Head CH4

measurements to changes in emissions from each region and
each of the four source categories shown in Table 1, and to a
change in the OH concentration, we increased each quantity
by 10% compared to the reference run presented above, and
tracked the resulting change in CH4, 13CH4 and CH3D mole
fraction in the model. We calculated the d-values of these
“perturbed” runs and subtracted the reference mole fractions
and d values shown in the previous subsection. The resulting
“sensitivities” to source and sink changes, summed over the

whole globe for an entire year and divided by the size of the
perturbation in Tg, are shown in Figure 4.
[43] Figure 4 shows that an increase in emissions from

each source type leads to an increase in mole fraction
throughout the course of the one-year investigation period,
while an increase in OH concentration leads to a decrease in
CH4 mole fraction at Mace Head. Similar “per kilogram”
increases in mole fraction are seen for microbial, fossil and
landfill emissions. The smaller overall response of biomass
burning emissions reflects the larger distance of these sour-
ces from the site. Changes in mole fraction due to an OH
change can be seen to accelerate at Mace Head during the
summer, when northern hemispheric OH concentrations are
highest. The increase in mole fraction due to an increase in
microbial sources peaks in the late summer/fall due to
increased boreal wetland emissions during this season. In
contrast, changes in mole fraction due to fossil and landfill
sources are seen to increase steadily throughout the year,
reflecting the assumption that these sources do not have a
seasonal cycle in the Fung et al. [1991] estimates. Each of
these sensitivities shows short timescale fluctuations (days–
weeks) at Mace Head, indicating synoptic-scale changes in
the source-receptor relationship.

Figure 3. Model-generated daily average (top) methane mole fractions, (middle) d13C and (bottom) dD
(bottom), for the year 2000 at Mace Head, Ireland. Crosses indicate times for which flask samples were
collected. Shading shows the uncertainty range �4 ppb, �0.05‰ and �0.5‰ on the CH4, 13CH4 and
CH3D observations, respectively.
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[44] Changes in d-values at Mace Head cannot simply be
interpreted by considering whether a change in some
parameter tends to either increase or decrease the atmo-
spheric burden, as with mole fractions. Rather, the strength
and isotopic signature of the source relative to background
air must be considered. Reflecting this, Figure 4 shows that
an increase in the global microbial source tends to reduce the
d-value of both isotopologues since microbial sources are
relatively depleted in both, compared the background
atmosphere. As with the mole fraction, changes due to
microbial sources peak in the late summer/fall when wetland
emissions are largest.
[45] A biomass burning increase induces a larger change

in d13C than might be expected from the moderate mole
fraction change noted above. This is because its d13C is very
much higher than the background atmosphere. In contrast,
landfills have very little influence on d13C at Mace Head,
because their isotope ratio is very similar to that of ambient
air. For similar reasons, biomass burning and fossil sources
have a smaller influence on dD than landfills, which have an
isotope ratio that is the further away from atmospheric dD.
[46] An increase in OH concentration tends to increase the

d-value of both isotopologues. However, this change is
larger for dD than for d13C, since the fractionation due to OH
is larger for CH3D than for 13CH4 . Based on the higher
sensitivity dD observations to OH changes, we would expect

that dD observations should provide a stronger constraint on
global OH levels than d13C, given a similar relative uncer-
tainty on the observations.

4. Uncertainty Reduction due to New Isotopologue
Observations

4.1. Reduction in Global Source Uncertainty

[47] We performed two sets of inversions to determine
global uncertainty reduction: one using pseudo data at 11
high-frequency AGAGE stations, and one using low fre-
quency pseudo flask samples at 73 NOAA CCGG sites
(Figure 1). The sensitivities of these observations to changes
in emissions each month, from each of the four source cat-
egories from 11 TransCom regions was calculated [Gurney
et al., 2002]. The global OH concentration was also solved
for in each month, along with initial mole fractions and d
values (from two tropospheric and one stratospheric
regions), resulting in 549 elements in the parameters vector
(x) in each inversion. The initial uncertainty on each source
from each region was assumed to be 100% of the prior
estimates, as used in previous inversions [Chen and Prinn,
2006]. The prior uncertainty on the OH concentrations and
initial conditions was also assumed to be 100%.
[48] In the high-frequency inversions, daily averaged

pseudo-observations were used, whereas in the low-frequency

Figure 4. Global, annual-total sensitivities of daily average (top) methane mole fractions, (middle) d13C
and (bottom) dD, to a unit increase in global source strength or OH concentration for the year 2000 at
Mace Head, Ireland.
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inversion, one observation was used per week. The overall
uncertainty included measurement uncertainty, representation
error, sampling frequency error and source emissions uncer-
tainty (equation (6)). We assumed that the measurement
uncertainty was equal to the repeatability, which was esti-
mated as 4 ppb for CH4 [Chen and Prinn, 2006] and 0.05‰
for d13C and 0.5‰ for dD. These d-value uncertainties repre-
sent the higher end of the anticipated range but are thought to
be an achievable target. The influence of a change in these
isotopologue precisions, and in the source uncertainty, is
investigated in the next subsection. In the inversions discussed
below, only global-total posterior uncertainties are shown,
rather than monthly, regional averages (regional uncertainty
reductions are shown in the auxiliary material).

[49] For both networks, the first test we performed was to
estimate the level of uncertainty reduction obtained when
one year of daily CH4 mole fraction measurements were
used. Figure 5 shows the global-total prior uncertainty for
each source and the OH concentration in blue, and the pos-
terior uncertainty for this CH4-only inversion in green.
Figure 5a shows the uncertainties for the high-frequency
(AGAGE) network, while Figure 5b shows the uncertainties
for the flask (NOAA CCGG) network. Uncertainty reduc-
tions of at least 15% are seen for all annual-mean global
sources in this inversion, with similar uncertainty reductions
for both networks.
[50] Next, we determined the posterior uncertainty for

inversions using CH4 mole fractions and d13C and dD (red

Figure 5. Uncertainties on global sources or OH sink before each inversion (blue bars) and following
inversions using mole fractions only (green bars) or mole fractions, d13C and dD observations (red bars),
for (a) the AGAGE network and (b) the NOAA CCGG network. Single lines with a cross on top show the
posterior uncertainty for inversions using mole fractions and d13C only, and single lines with a circle on
top show the posterior uncertainty for inversions using mole fractions and dD only. The shaded red bars
in the background of Figure 5a show the a posteriori uncertainty when low-frequency (weekly) isotopolo-
gue observations were included in an inversion also using daily AGAGE CH4 observations. Measurement
repeatibilities of �4 ppb, �0.05‰ and �0.5‰ were used for the CH4, 13CH4 and CH3D observations
respectively.
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bars). In every case, substantial further error reduction was
obtained, compared to the mole fraction-only inversion (see
also Table 2). In absolute terms, the largest uncertainty
reductions were for microbial sources, although this repre-
sents a relatively small fraction of the total source (�3%).
The largest fractional uncertainty reductions were for bio-
mass burning (9%) and fossil sources (8% and 4% for the
high frequency and flask networks respectively). Small
reductions in a posteriori correlations between the global

sources was also seen when the new measurements were
included in the inversion (see auxiliary material).
[51] Two further inversions were performed for each net-

work, using CH4 mole fractions and one of the two sets of
d-values. This allowed us to quantify the influence of each
isotopologue measurement on the inversion. The relative
uncertainty reduction due to each isotopologue observation
is determined by its uncertainty and the sensitivity to changes
in emissions. As discussed in section 3.2, the latter is a
function of the source strength and the source isotope ratio
relative to ambient air. Following on from the conclusions
drawn in section 3.2, we note some of the more prominent
signals, namely that: uncertainty reduction for biomass
burning emissions are dominated by the d13C measurement,
reflecting its very high d-value relative to air; for similar
reasons, the additional uncertainty reduction for landfills is
dominated by dD; there is a larger uncertainty reduction on
the OH concentration due to dD than d13C, reflecting the
larger fractionation of this isotopologue due to OH.
[52] Finally, to investigate the role that measurement fre-

quency played in the uncertainty reduction, we performed
one further inversion with the high-frequency network, in
which the isotopologue measurements were made at the

Table 2. Relative Annual-Mean Uncertainty Reduction, Compared
to the Mole-Fraction Only Inversion, for Each Network and for Each
Global Source/Sinka

High-Frequency
Network (AGAGE)

Flask Network
(NOAA CCGG)

Microbial (Tg/yr) �9.7 (3%) �8.9 (3%)
Fossil (Tg/yr) �7.5 (8%) �4.2 (4%)
Biomass (Tg/yr) �3.4 (9%) �3.2 (9%)
Landfill (Tg/yr) �2.0 (5%) �1.6 (4%)
OH (105 radicals/cm3) �0.13 (1%) �0.12 (1%)

aUsing repeatabilities of �4 ppb, �0.05‰ and �0.5‰ on the CH4,
13CH4 and CH3D observations respectively. The numbers in brackets
show the uncertainty reduction as a percentage of the total source or sink.

Figure 6. Uncertainty reduction, compared to a mole-fraction only inversions, for a range of d-value pre-
cisions and source isotopic ratio uncertainty scaling factors for the AGAGE network. The source isotopic
ratio uncertainty scaling factors multiply the uncertainties shown in Table 1. Both uncertainties are used in
the inversion as shown in equation (6).
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same times as the flask network (once per week). The results
of this inversion (red shaded bars in the background of
Figure 5a) show that the a posteriori uncertainty is signifi-
cantly larger for the CH4 + isotopologue inversion when a
lower isotopic measurement frequency is used. Smaller
uncertainty reductions (e.g. 4 Tg/yr compared to 9 Tg/yr for
the microbial source) are also obtained, compared to the
CH4-only inversion.

4.2. The Influence of Measurement and Source d-Value
Uncertainties

[53] We performed several inversions using the method
outlined above in which the anticipated d-value repeatability
was varied, or the source d-value uncertainty was reduced by
a scaling factor. We assumed that the repeatability scaled
proportionally for both isotopologues, reflecting an assump-
tion that improvements in measurement techniques will
equally impact the precision of both measurements. Like-
wise, we applied the same scaling factor to the source d
values for each of the source categories.
[54] The difference between the mole fraction-only and

mole fraction-plus-isotopologue posterior uncertainties is
shown in Figure 6. Figure 6 shows that the uncertainty
reduction is sensitive to changes in the measurement preci-
sion, with improvements of 10 Tg/yr over the range of pre-
cisions investigated here for microbial sources. Reductions
in the uncertainty of the source isotopologue ratios were
found to lead to more modest uncertainty reductions in the
inversion. The influence of improved source uncertainty
reduction increases as measurement precision increases,
perhaps indicating a small “saturation” in the information
that can be derived from improvements in measurement
technology alone.

4.3. Uncertainty Reduction on National Scales

[55] To investigate whether CH4 isotopologue information
could provide additional uncertainty reduction on national
scales (e.g. for emissions verification), we used a regional
Lagrangian particle dispersion model to calculate sensitivity
functions in limited domains around four AGAGE sites (see
Figure 1). The NAME model (see section 2.2) directly cal-
culates the sensitivity of each measurement to changes in
emissions from each of the surrounding grid cells. These
sensitivities were aggregated into national totals, and emis-
sions uncertainties from the largest national emitters close to
the AGAGE sites were evaluated. Emissions from three
source types were estimated for each country: microbial,
fossil and landfill. Biomass burning was not investigated,
because significant pollution events due to biomass burning
were not regularly found at these sites (using the Fung et al.
[1991] source distribution). Note that only parts of some
countries (e.g. USA) are covered by the regional domains.
[56] Inversions were performed assuming 100% prior

uncertainty on each source within each country, and using
daily average observations. Similarly to the previous section,
two inversions were performed: one using mole fraction
observations only (green bars in Figure 7) and one using
mole fractions, d13C and dD (red bars).
[57] The level of uncertainty reduction varies significantly

depending on the sensitivity of the network to emissions
from a particular country and to the size of each source
within the country. For example, little uncertainty reduction
is found following either inversion for microbial and fossil
emissions in Japan, due to the small source strength pre-
dicted by Fung et al. [1991] for this country. However,
larger uncertainty reduction is seen for landfill which the
inventory predicts to be a large source in Japan. Depending

Figure 7. Uncertainties on sources in countries close to the AGAGE sites. The blue bars show the prior
uncertainty, the green bars show the posterior uncertainty following a mole fraction-only inversion and the
red bars show the posterior uncertainty following a mole fraction and isotopologue inversion. Note that
only parts of some countries lie within the inversion domains.
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on the country and source, further uncertainty reductions of
between 0% and 43% of the total national source strength
are found by including the new observations in the inver-
sion. The average additional uncertainty reduction due to the
isotopologue observations is 13% for the domains used here.
The largest total uncertainty reductions are found for emis-
sions from the USA and China (although note that large
parts of both countries are not included in the inversion
domain). This suggests that emissions from these two major
emitters could be further constrained by including iso-
topologue observations in the AGAGE network.

5. Discussion and Conclusions

[58] New developments in quantum cascade laser spec-
troscopy, along with sample preconcentration techniques,
are predicted to lead to a new generation of high-frequency
and precision measurements of the two major isotopologues
of atmospheric CH4 (13CH4 and CH3D.) The purpose of this
work is to determine the extent to which the high-frequency
variability in atmospheric d-values should be resolvable by
these new systems, and critically examine their utility for
CH4 source and sink inversions.
[59] Using a global chemical transport model and the Fung

et al. [1991] emissions inventory, we predicted d-values
across the globe, and have shown one year of daily average
mole fractions and d values at Mace Head, Ireland (Figure 3).
At this site (and all others) it was found that the predicted
precision of the new measurements should be small enough
to resolve the seasonal cycle, and, for the first time, most
of the short-timescale (daily weekly) variability due to the
interception of ‘pollution events’.
[60] We then investigated the influence of a change in

emissions from each of four source types or in the OH
concentration on the new measurements. The four source
types were microbial sources, fossil fuel manufacturing and
use, landfills and biomass burning, following the categori-
zation by Snover et al. [2000]. Using these calculated sen-
sitivities, we find that over the course of one year, changes in
d13C and dD due to (for example) a change in global
microbial emissions of the order of a few percent should be
detectable at the anticipated precision of the instruments.
Similarly, changes OH concentrations of a few percent
should lead to a detectable change in dD.
[61] We investigated to what extent these sensitivities

could be used to improve global inversions if networks
such as AGAGE or NOAA CCGG implemented the new
technology. Following a Bayesian approach using ‘pseudo
data’, we determined uncertainty reductions, compared to
a 100% assumed prior uncertainty on each source from
11 TRANSCOM regions. Inversions were carried out using
mole fraction-only and then mole fraction and isotopologue
data. Compared to the mole fraction-only inversion using the
high-frequency network, uncertainty reductions of 10, 8,
3 and 2 Tg/yr were obtained for microbial, fossil, biomass
burning and landfill sources respectively in the isotopologue
inversion, using the AGAGE network.
[62] Measurements of each isotopologue were found to

contribute similarly to the overall uncertainty reduction,
apart from for biomass burning, where the uncertainty
reduction was dominated by d13C, and landfill and OH
estimates where dD was more important. The relative

uncertainty reduction in the source strength due to each
isotopologue depended primarily on the separation between
the d-value of ambient air and the source d-value. For the
OH estimates, dD contributed more strongly due to the
larger fractionation of the CH3D isotopologue than 13CH4.
[63] When compared to the global total emission rate for

each source type, these uncertainty reductions are rela-
tively small (3–9%). However, when compared to uncer-
tainties calculated in previous inversions, they show that
isotopologue observations could lead to meaningful further
uncertainty reductions. For example, Chen and Prinn [2006]
calculate uncertainties of approximately 40 Tg/yr on the two
major microbial sources (wetlands and rice). Our calculations
indicate that these uncertainties could be further reduced by
around 20–30% through the addition of isotopologue obser-
vations. The magnitude of these uncertainty reductions is
consistent with previous inversions that have used isotopic
information. For example Mikaloff-Fletcher [2004a] found
additional uncertainty reductions of a few Tg/yr on global
CH4 sources using a more limited flask network of d13C
observations than that proposed here.
[64] We investigated whether these observations could be

used to more tightly constrain national emissions of each
source. Similar to the global inversion, we find that iso-
topologue measurements contained information on national
CH4 sources that is not present in the mole fraction data.
Average uncertainty reductions of the order of 10% of the
national source strengths were found, with a large degree of
variation depending on the sensitivity of the network to
particular countries, and the magnitude of each source within
each country.
[65] The major limitation of the method used in this paper

is that errors associated with chemical transport model biases
have not been included. The derived posterior uncertainties
are very likely to be too small, and we are therefore limited
to discussing comparative reductions in uncertainty in dif-
ferent idealized inversions. To investigate the influence of
chemical transport model uncertainty on a CH4 isotopologue
inversion, one possible approach would be to use multiple
chemical transport models [e.g., Gurney et al., 2002]. We
also note that our inverse method assumes that the uncer-
tainties of the new measurements are well characterized and
unbiased. Any significant biases in the new instruments, or
in calibration scale propagation (for example) could signifi-
cantly reduce the uncertainty reduction obtained in the real
world. A further limitation of this work is that only two
possible network configurations have been investigated,
based on existing observations. It is possible that a future
monitoring system will have a significantly different con-
figuration and that different uncertainty reductions could
result. However, we note that in the two very different setups
used here, very similar posterior uncertainty changes were
found, suggesting that our conclusions may be more widely
applicable.
[66] In summary, we have shown that new measurements

of the two main isotopologues of atmospheric CH4 (13CH4

and CH3D) should provide improved constraints on global
CH4 sources and sinks. Similar levels of uncertainty reduc-
tion reduction (of the order of a few Tg/yr, or 3–9% of the
overall source strengths) were found for global sources when
either a flask or in-situ network were instrumented, with
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similar contributions from measurements of both iso-
topologues. Since only one instrument would need to be
purchased to provide global coverage for a flask network,
there may be cost a cost advantage to instrumenting a net-
work like NOAA CCGG, compared to AGAGE. However,
we note that high frequency in situ observations from a
network such as AGAGE would also allow emissions at
national scales to be further constrained, potentially reducing
uncertainties by a few tens of percent in countries close to
the monitoring sites.
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