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Abstract

This thesis describes Afora, a multi-hop wireless ad hoc routing algorithm, that finds work-
ing routes despite misbehaving participants. If one or more routes (from a source to a
destination) exist that are entirely out of radio range of any attacker, Afora will eventually
find and use one of these routes; this is the best that a routing protocol can do. This property
holds even if misbehaving nodes generate or forge routing information, and even if they lie
on the shortest path between source and destination.

Afora does not directly use or require any public key or certificate infrastructure. In-
stead, it assumes that applications (or higher-level protocols such as IPSec) verify whether
they are talking to the desired peer, and that they notify Afora when this is (or is not) the
case. Afora uses these notifications to decide whether to keep trying alternate routes until
it finds one that works. Afora's key contribution is its ability to find alternate routes in the
presence of misbehaving nodes that actively generate false routing information.
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Title: Assistant Professor
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Chapter 1

Introduction

1.1 Motivation

Current ad hoc routing protocols are vulnerable to malicious participants. Such participants

could drop or corrupt packets instead of forwarding them properly, jam the transmissions of

nearby nodes, or generate incorrect or forged routing protocol packets. The best a routing

protocol can do in the face of malicious nodes is find a route that consists of benign nodes

and is out of radio range (i.e. jamming range) of all malicious nodes. This thesis proposes

Afora, a new multi-hop ad hoc wireless routing algorithm that is guaranteed to find such a

route, if it exists; it can do this despite the kinds of misbehavior listed above.

Afora's basic approach is to keep trying different routes until it finds a safe route, one

that delivers packets correctly. Afora faces two problems. First, it must be able to find all

routes in the face of incorrect routing information generated by malicious nodes. Second,

it must be able to determine whether it has found a safe route.

An Afora source looking for a route to a target floods a query over the whole network,

in a manner similar to Dynamic Source Routing [1, 10]. These queries do not accumulate

source routes; their only purpose is to reliably reach the target. The target floods a reply

back to the source on receipt of a query, and the replies accumulate source routes. A

probabilistic choice by each node of which reply to forward ensures that the source sees

a random selection of routes in response to each query, even if adversaries are generating

incorrect routing packets. A source sends repeated queries to discover different routes,
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until one of them is found to deliver data packets correctly. The key property of Afora's

probabilistic route selection is that if a safe route exists, Afora is guaranteed to eventually

find it.

Afora does not itself attempt to determine whether a route it has found is safe. Instead,

it assumes that some higher level software will tell it whether packets are arriving success-

fully at the intended destination. In a simple system, TCP could notify Afora whether it

is receiving acknowledgments. However, this would allow the possibility that Afora had

found a working route to a malicious host masquerading as the desired destination. For

this reason, applications that support a notion of authenticity should themselves tell Afora

whether they are (or are not) able to positively verify that they are talking to the desired

destination. Alternately, a cryptographic protocol layer such as IPSec could inform Afora

of whether two-way communication with the correct destination has been established.

Afora could have provided its own cryptographic authentication mechanism, in order

to decide when it had found a working route to the authentic owner of the destination host

address. However, such an arrangement would be unlikely to provide authentication rel-

evant to many applications. For example, ssh [14] and SFSRO [5] authenticate users and

data, respectively, and have limited use for host authentication. Instead, Afora lets appli-

cations make the authentication decisions, and concentrates instead on finding routes that

satisfy these applications. Further, Afora only requires that source and destination peers

authenticate each other; it does not require authentication of the intermediate forwarding

nodes.

Afora successfully resists a wide range of malicious or faulty behavior: dropping data

or routing protocol packets; forging or modifying routing protocol packets; radio jamming;

multiple colluding attackers; attackers on the shortest or fastest path between source and

destination; and table exhaustion or bandwidth attacks involving large quantities of routing

packets. As long as a safe route exists, Afora will eventually find it despite any combination

of these attacks.

Afora has been implemented in the NS [4] simulator. This thesis presents simulation

results that explore how long it takes Afora to find safe routes under various circumstances.

Afora is relatively slow, since it has to search many paths. This suggests that it should not
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be used as a network's main routing protocol, but only when a more conventional routing

protocol has failed to find a working route.

1.2 Background: DSR

The Dynamic Source Routing (DSR) protocol [1, 10] is important to this work in two ways.

First, the starting point in Afora's design was a much-simplified version of DSR. Second,

a DSR-based ad hoc network is a good context in which to consider the potential effects of

malicious nodes. We use DSR as an example because it is widely understood, not because

it is specially or uniquely vulnerable.

A DSR source that wishes to send data to a target must obtain a source route to the

target. To do this, the source floods the network with route request packets. Each route

request packet contains a unique request identifier. The original route request packet is

received only by the nodes within the radio range of the source. Every node that receives

a request forwards it if it is not the target and if it has not yet seen the request's identifier.

Each relay node appends its address onto the route record of the route request packet before

re-broadcasting.

A target that receives a route request sends a route reply packet back to the source. This

reply contains the route recorded in the request, which the source will use in order to send

subsequent data packets to the target. The target returns just the first copy it receives of any

particular request. The source receives the reply, extracts the source route, and attaches the

source route to subsequent data packets it sends to the target.

A malicious node could successfully attack DSR in a number of ways. If the mali-

cious node is within radio range of the source or target, it can jam them and prevent any

communication. If the malicious node is on (or within jamming range of) the route that

DSR chooses, the malicious node can prevent data from flowing along that route. A ma-

licious node that isn't near the shortest path could generate incorrect replies in response

to the source's queries; if the malicious node is closer than the target is to the source, the

malicious node's replies will arrive first and prevent the source from using the correct route

provided by the target.

13



This description has greatly simplified DSR's mechanisms, but it captures the essence

required to understand Afora.

1.3 Assumptions and Properties

This section briefly describes the kinds of attacks that Afora can and cannot successfully

resist.

The malicious nodes considered in this thesis are assumed to consist of ordinary hard-

ware running software that does not obey the routing protocol. The limitation to ordinary

hardware means that the radio transmissions of malicious nodes can only be heard within

some finite range. Malicious nodes can take advantage of non-malicious nodes to forward

their packets, but only within the rules of the routing protocol, since non-malicious nodes

follow those rules. In addition, malicious nodes are assumed not to be able to corrupt non-

malicious nodes, except to the extent that the rules of the routing protocol might allow.

Malicious nodes are assumed to be able to use jamming to prevent any node within radio

range from receiving any packets. These assumptions are meant to capture the capabilities

of one or more malicious humans who re-program their laptop or 802.11 radio firmware.

Even with the above restrictions on malicious nodes, there are some attacks that Afora

cannot resist. If a malicious node is within radio range of the source or destination, commu-

nication between them is not possible (due to jamming). Similarly, if every path between

source and target includes a node within radio range of some malicious node, communica-

tion is also impossible. It is not likely that any routing protocol could succeed under such

conditions.

Afora will eventually succeed in finding a safe path as long as one exists, and as long

as malicious nodes satisfy the above assumptions. This means that Afora will resist a very

broad spectrum of attacks. Two examples are particularly interesting. First, Afora can find

alternate routes around malicious nodes that are on the shortest path between source and

destination. Afora probabilistically explores all such routes, so it is enough if just one

safe route exists, however circuitous. Second, Afora can find those alternate routes even

if malicious nodes are generating forged queries or forged replies in response to Afora's
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queries, and even if the malicious nodes are closer than the target is to the source.

1.4 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 describes the Afora al-

gorithm in detail. Chapter 3 argues that Afora will successfully find safe routes despite

malicious nodes. Chapter 4 presents simulation results. Chapter 5 outlines future improve-

ments we expect to make to the basic Afora design. Chapter 6 discusses related work. We

conclude with Chapter 7.
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Chapter 2

Design

Afora is designed to find and use a safe route between a source and a target, if such a

route exists. The source node controls Afora's high level operation. The source repeat-

edly attempts to find a route to the target, until the application indicates that it is able to

communicate with the desired target.

When a source wants to find a new route to a target, the source floods a query packet

over the whole network. The query packet merely indicates that a route to the target is

desired. When the target sees the query packet, it responds by flooding a reply packet over

the whole network. The instances of the reply that traverse different routes accumulate

source routes. When the source sees a reply, it can use the included source route to send

data packets. The key to the protocol's ability to resist malicious attacks is the decision

made at each node about whether to forward a reply packet.

A query packet contains a query identifier, the source node's network address, and the

target node's network address. A reply packet contains the identifier from the correspond-

ing query packet, the source and target network addresses, and a list of nodes the reply has

traversed.

struct query <id, source, target>;

struct reply <id, source, target, { route }>;

The following discussion describes the operation of Afora, organized by the packet

processing that takes place in the source, in relay nodes, and in the target. A full justification
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source.send-data(target t, data)

route = routesIt];

if (route : null and app says route is OK)

send data to t via route;

else if pendingEt == null
// look for a new route

routesEt] = null;
query q = <randomo, source, t>;

pendingEt] = q.id;

broadcast (q);
end;

end;

Figure 2-1: Source send pseudo-code.

for the design is deferred until Section 3.

2.1 Initiating the Query

Figure 2-1 shows the pseudo-code that a source uses to send a data packet.

If the source already knows a route to the target (in the routes table), and the appli-

cation has not indicated that it is dissatisfied with the route, the source continues using

that route. The application's decision would ideally be made on the basis of cryptographic

authentication with a peer application on the target. If the application does not support au-

thentication, it could use a packet loss threshold instead, or arrange for Afora to be driven

by TCP timeouts; but in both cases a malicious node could masquerade as the intended

target.

If the application is not happy with the current route, the source must find a different

route. It formats a query packet and broadcasts it to its neighbors. The source uses the

pending table to keep track of which targets it is currently querying for.

18



relay.forward-query(query q)
if qtable[q.source][q.id] == false
qtable[q.source][q.id] = true;
broadcast (q);

end;
end;

Figure 2-2: Relay query forwarding pseudo-code.

target.receive-query(query q)
if qtable[q.source][q.id] == false
qtable[q.source][q.id] = true;
reply r = <q.id, q.source, q.target, {target}>;
broadcast (r);

end;
end;

Figure 2-3: Target query/reply pseudo-code.

2.2 Forwarding the Query

Figure 2-2 shows the pseudo-code that nodes use to forward query packets. Each node

maintains a table (qtable) that records which queries it has forwarded; a node only for-

wards queries it has not already seen. This table is indexed by two keys: the source address

and the route query identifier.

2.3 Replying to the Query

Figure 2-3 shows the pseudo-code that a node uses to respond to queries directed to it. A

target responds to each query only once, using the same qtable mechanism as in Figure 2-

2. The target broadcasts a reply packet to its neighbors, initializing the recorded route to

contain just the target's address.

2.4 Forwarding the Reply

Figure 2-4 shows hows a node handles a route reply packet.

19



relay.forward-reply(reply r)

if rtable[r.source][r.id] == false

then with probability p
rtable[r.source][r.id] = true;
prepend relay to r.route;
broadcast (r);

end;
end;

Figure 2-4: Relay reply forwarding pseudo-code.

source.receive-reply(reply r)
if (routes[r.target] == null and pending[r.target] r.id)
then with probability p

pending[r.target] = null;
routes[r.target] = r.route;

end;
end;

Figure 2-5: Source reply processing pseudo-code.

Each node maintains a table (rt able) that records which reply packets it has forwarded.

Reply packets with the same source and ID share the same rtable entry, so at most one

of them will be forwarded, even if they have different recorded routes. If a node receives a

reply packet, and it has not already forwarded the packet, then with probability p it broad-

casts the packet to its neighbors after adding itself to the recorded route. This means that a

node will drop a reply packet with probability 1 - p even if it has not seen the reply before.

As a result, the query that a node forwards is not always the first reply that arrives.

2.5 Source Reply Processing

Figure 2-5 shows how a node processes replies to query packets that it originated. A source

accepts a reply only if the pending table indicates that it is waiting for a route with the

target and ID indicated by the reply. The source only accepts the reply with probability p.

If a source accepts a reply, it sets its routing table entry for the target to the source-route

accumulated in the reply. This means that future data packets sent to the target by the code
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in Figure 2-1 will use that route.

2.6 Choice of p

The final piece of the design is the choice of p. Afora nodes ignore replies with probability

1 - p in order that every possible route between source and destination has a non-zero

chance of being the one that the source chooses. This mechanism allows Afora to find safe

routes even if malicious nodes control the shortest routes. It also allows Afora to find safe

routes even if malicious nodes are generating misleading replies.

p must be less than one; otherwise a malicious node near the source could always

arrange for the source to accept its reply first. Smaller values of p have two effects. First,

they increase the chance that no legitimate replies at all will be relayed all the way to the

source. Second, if malicious nodes close to the source are able to generate many replies,

small values of p make it more likely that legitimate nodes will ignore those replies and wait

for correct replies. p needs to be low enough that the source has a reasonable probability of

ignoring the replies from all but the last neighbor. This means that the choice of p presents

a tradeoff between speed in the case that there are no or few malicious nodes, and speed in

the case in which there are many malicious nodes sending bogus replies.
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Chapter 3

Analysis

The goal of Afora is to ensure that, if a safe route from a source to a target exists, the

source will eventually discover it. This chapter argues that Afora achieves this goal, despite

malicious nodes' efforts to the contrary.

The source keeps re-querying until it finds a route that delivers packets (see Figure 2-

1). As long as each query makes an independent route choice, and each safe route has a

non-zero probability of being chosen by each query, Afora will eventually find a safe route.

In order to show that each safe route has a non-zero probability of being chosen by each

query, the following claims must be true:

1. Query Liveness: If there's a safe route, a query packet from the source arrives at the

target with non-zero probability.

2. Reply Liveness: A reply packet follows each safe route from target back to source

with non-zero probability.

3. Source Choice: A non-zero fraction of the replies that arrive back at the source

contain safe routes.

The chief way in which the claims might be false is if malicious nodes could force the

probabilities involved to be zero or infinitely small, perhaps by flooding source or target

with bogus replies. The following sections demonstrate that the claims are true despite

such attacks.
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3.1 Query Liveness

If there's a safe route, the source's query will follow it to the destination as long as each

node on the route forwards a copy of the query. Suppose that node n, on a safe route

broadcasts a query packet, and that node n2 is the next node on that route. There are only

two ways a malicious node could prevent u2 from forwarding the query: by disrupting the

radio transmission from n1, or by ensuring that n 2's qtable (see Figure 2-2) already has

an entry for the query.

Since the route in question is safe, none of the nodes on the route are malicious, and no

node within radio range of the route is malicious. This means that a malicious node cannot

directly jam ni's transmission.

A malicious node might try to generate large volumes of traffic that non-malicious

nodes will forward into radio range of n2. The wireless MAC's fairness mechanisms will

likely prevent this from being an effective denial-of-service attack; if they do not, the mech-

anism proposed in Section 5.1 will work.

Finally, 71 2 will not forward the query if its qtable already has an entry for this query.

The only way for a malicious node to cause T12 to have a qtable entry for the query is for

the malicious node to have already sent an identical query. The query must be identical,

since the qtable is indexed by all fields of the query. In this case, node n2 will have

already forwarded a copy of the query. The only reason this could be undesirable is if the

malicious node forged the query before the source sent it out. Random choice of query

identifiers from a large identifier space makes it very unlikely that an attacker could guess

the source's query ID in advance.

3.2 Reply Liveness

The previous section showed that a malicious node cannot reliably prevent a query from

reaching the target, as long as a safe route exists. The target code (Figure 2-3) always

produces a broadcast reply packet in response to a query. To see that a copy of the reply will

be forwarded along each safe route back to the source with non-zero probability, consider
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one of the safe routes. It is enough if each node along the route forwards a copy of the reply

with non-zero probability. Again, suppose that ni broadcasts a copy of the reply, and that

n 2 is the next node on the safe route (towards the source).

For the reasons mentioned in the previous section, a malicious node cannot directly or

indirectly interfere with the reply transmission, and thus cannot prevent n2 from receiving

a copy of the reply packet.

n2 will forward the reply with non-zero probability p unless rb2 already has an entry

for the reply in its rtable (see Figure 2-4). A malicious node could cause this to be true

by sending bogus replies (with correct source and id fields) to neighbors of n 2 . Since

those neighbors are non-malicious, each will forward at most one bogus reply, due to the

neighbor's rtable. Thus the number of bogus replies that n 2 receives before it receives

the safe reply from ni is limited by the number of neighbors it has. Since n2 drops each of

those bogus replies with probability 1 - p, there is a non-zero probability that n2 will drop

all the bogus replies and forward the safe reply. The key observation is that a malicious

node has limited ability to influence this probability.

3.3 Source Choice

The previous section showed that a reply will arrive at the source from each safe route with

non-zero probability. The source accepts only one reply, chosen randomly. In order that

it try a safe route with non-zero probability, it must be the case that the number of bad

routes it receives is bounded. The argument for this property is the same as in the previous

section: since the source's neighbors are non-malicious, the total number of replies a source

will receive is bounded by its number of neighbors. Thus malicious nodes cannot force the

probability of the source choosing a safe route arbitrarily close to zero.
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Chapter 4

Experiments

While Chapter 3 demonstrated that Afora will eventually find a safe route if one exists, it

did not describe how long that process would take. This Chapter uses ns version 2. 1b8a [4]

to explore the number of queries it takes Afora to find a safe route in various circumstances.

The simulator implements the design as described in Chapter 2.

The simulator implements Afora over the 802.11 MAC layer, with a fixed radio range

of 250 meters.

Unless noted, the simulation parameters are as follows. The simulated universe is 800

meters by 800 meters. The total number of nodes is 50, which turns out to put each node

in radio range of an average of 15 other nodes. The nodes do not move. The default value

of p is 0.5.

Each data point in the graphs below summarizes 400 simulation runs with different

random number generator seeds. Most of the graphs present the median, 10th, and 90th

percentiles of the runs in each configuration.

In each simulation run, there is one source and one target in the network. The source

is randomly placed in the left-hand quarter of the square universe. The target is randomly

placed in the right-hand quarter of the universe. The rest of the 48 relay nodes are randomly

placed across the universe.

In each simulation run, the source keeps re-querying until it finds a safe route to the

destination; at that point the simulation run is over. The source gives up after 720 tries.

Most of the graphs shown below include only the runs that produced a safe route; the
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Afora's Success Ratio ---x---
DSR's Success Ratio -- -- -
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Figure 4-1: The percentage of runs in which a safe path exists, as a function of the number
of passive malicious nodes. The graph also includes, for the runs that have a safe path, the
percentage of such runs in which Afora and DSR, respectively, find a safe path. The data
are from the same simulations as Figure 4-2.

unsuccessful runs are discussed separately.

We simulate two kinds of malicious nodes (each experimental description will describe

which was used). A passive malicious node forwards query and reply packets correctly, but

drops all data packets and jams its neighbors' radios. An active malicious node generates

incorrect reply packets whenever it receives a query packet, as well as dropping and jam-

ming data. Such a node generates 50 replies for each query it receives; each reply contains

a different (but incorrect) path to the desired target. Malicious nodes are randomly chosen

from the pool of 48 nodes.

4.1 Number of Passive Malicious Nodes

Figures 4-1 and 4-2 show the effect of varying the number of passive malicious nodes.

Figure 4-1 shows the fraction of simulation runs in which a safe route existed, and

of those runs, the fraction in which Afora and DSR found a safe route, respectively. As
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Figure 4-2: The median number of queries required to find a safe path, as a function of the
number of passive malicious nodes. The error bars indicate 10th and 90th percentiles; the
90th percentile for 4 nodes is 80. Only successful runs are included here; Figure 4-1 shows
what fraction of runs are successful.
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the number of malicious nodes increases, the total expected area covered by their radios

increases, and the likelihood of even a single safe route existing decreases. Figure 4-1

shows that with three or fewer malicious nodes, Afora finds a safe route in nearly all cases

in which one exists. As a base-line for comparison, DSR (which was not designed to resist

malicious behavior) finds safe routes much less often than Afora; DSR effectively finds

safe routes in just the cases in which the shortest path is safe.

Figure 4-2 shows the number of queries it takes Afora to find a safe route provided one

exists. The y value represents the median number of queries required to find a safe route.

The error bars represent 10th and 90th percentiles.

When there are no malicious nodes, Afora almost always finds a route with just one

query. As the number of malicious nodes increases, the number of safe routes decreases,

and more queries are typically required to find one. With five or more malicious nodes,

however, safe routes become so rare that results concerning those few that are found are

not very meaningful. With 5 or more malicious nodes, the occasional safe route that does

exist tends to be a short, direct and easy to find route from source to target, since longer

routes are extremely likely to encounter a malicious node on their path. This explains why

it is comparatively easier and faster to find shorter routes that do exist as the number of

malicious nodes grows beyond 5.

4.2 Total Number of Nodes

Figure 4-3 shows the effect of varying the total number of nodes. The size of the universe is

varied to keep the average node density constant. 2% of the nodes are passively malicious.

As the number of nodes grows, Afora requires more queries to find a safe route. This

is because the routes have more hops in large systems, and a reply's probability of being

dropped by the p mechanism increases with the number of hops. On the other hand, the

number of ways a reply can travel from destination to source increases with the total number

of nodes. These two effects partially offset each other.

Approximately 50% of the simulation results in this experiment were omitted from

Figure 4-3 as no safe routes were found in those simulations.
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Figure 4-3: The median number of successive queries required to find a safe path, as a
function of the total number of nodes. The error bars indicate 10th and 90th percentiles.
2% of the nodes are passively malicious.

Figure 4-3 shows that even as the network grows up to 350 nodes, the median number

of queries required by an Afora source stays low.

4.3 Effect of Active Misbehavior

Figures 4-4 and 4-5 show the effects of varying the number of active malicious nodes.

The results are similar to those obtained in Section 4.1, except that the active nodes

make it harder to find a safe route. Each malicious node generates enough fake replies that

its neighbors are very likely to forward a few of them. A query only succeeds if all the

bad replies are dropped by the p mechanism and at least one good reply isn't dropped; the

probability of this is not high. As a result, Afora needs to send more queries to find a safe

route, as Figure 4-5 shows.

As in Section 4.1, only a very small fraction of simulation runs are successful with four

or more malicious nodes. For the same reasons, the right half of Figure 4-5 is not very
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Figure 4-4: The percentage of runs in which a safe path exists, as a function of the number
of active malicious nodes. The graph also includes, for the runs that have a safe path, the
percentage of such runs in which Afora and DSR, respectively, find a safe path. The data
are from the same simulations as Figure 4-5.
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Figure 4-5: The median successive queries required to find a safe path, as a function of

number of malicious nodes. Data for both passive and active malicious nodes are shown.

There are 50 nodes in each experiment and p is 0.5.

meaningful, and the occasional routes that do exist tend to be short and easy to find.

Though the numbers of queries in Figure 4-5 may seem large for active adversaries,

recall that we are placing few restrictions on the malicious nodes. We are allowing a sig-

nificant fraction of the nodes to be malicious. The scenarios make it likely that there are

multiple malicious nodes closer to the source than the destination is, and thus able to get

fake replies to the source before the real replies can arrive. The malicious nodes are allowed

to generate a large volume of fake replies; in real life this would be pretty obvious and the

malicious nodes could easily be detected.

4.4 Choice of p

Figure 4-6 shows the effect of varying p on the median number of queries it takes for the

source to find a safe path. One of the 50 nodes in each simulation is actively malicious.

When p is near 1.0, the most likely outcome is that the source receives a reply after a
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Figure 4-6: The median number of successive queries required to find a safe path, as a
function of p. The error bars indicate 10th and 90th percentiles. There are 50 nodes in total
in each simulation, of which one is actively malicious.

single query, but that the reply is likely to have originated from the malicious node. The

source must try many queries before it finds a path that is safe. This explains the higher

90th percentile when p approaches 1.0. When p is very small, the probability is high that

every reply (good and bad) is dropped before reaching the source. At intermediate values

of p there is a noticeable chance that all the bad replies are dropped, leaving an opportunity

for a good reply to arrive.
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Chapter 5

Future Work

This chapter outlines a few ways in which we expect to improve the basic Afora design.

5.1 Avoiding Table Exhaustion

The qtable and rtable are potentially vulnerable to denial-of-service attacks in which

a malicious node generates large numbers of query or reply packets, each with a different

source and/or query ID. In the design as presented in Chapter 2, some fraction of these

would be flooded over the whole network, consuming table space and bandwidth. A suffi-

ciently energetic attacker could exhaust the network's resources.

The basic Afora design does provide weak resistance to this kind of attack, since it

probabilistically drops some replies. The farther a node is from an attacker, the fewer bogus

packets the node will receive. We can strengthen this idea into a complete defense: each

node should simply limit the rate at which it is willing to forward query or reply packets to

some relatively small number of packets per second.

As a result, if a malicious node generates randomized query or reply packets, the nodes

next to it will be rendered useless; their allowed forwarding rate will be completely con-

sumed by the bogus packets. (This is not a new problem, since the malicious node could

directly jam their radios.) However, the neighbor nodes will only forward the bogus pack-

ets at the allowed rate. Thus nodes more than one hop away from the malicious nodes

receive the bogus packets at a bounded rate. Since the allowed rate is known, the rate, the
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maximum table sizes, and the table entry lifetimes can be chosen together to ensure that

the tables never overflow. In addition, the bounded rate of bogus packets means that the p

mechanism is likely to choose more or less fairly between bogus packets and valid packets.

5.2 Reduced Communication Costs

Since the flooding process used to obtain a route can potentially involve far more nodes

than would be part of the route itself, and it could have to be repeated several times before

a safe route is obtained, there exists the risk of the route selection protocol becoming the

main consumer of bandwidth in the network. It is therefore important to attempt to reduce

the amount of communication involved to a minimum.

Loop formation is automatically avoided by Afora since every relay node propagates

only one route; because we do not need full routes at relay nodes to check for loops, we

can then avoid sending the full route (the largest amount of information broadcast in the

protocol for large networks) back in target .receive query and relay .f orward-reply.

Upon hearing a node x broadcasting a reply, a relay node y need only store the identity of

x in a table next[] indexed like the qtable and the rtable, and then, in place of the full

route from the target to itself, broadcast only its own identity. Only if and when the source

decides to use a route from a particular neighbor, it can ask that neighbor for the rest of the

route - that neighbor can in turn recursively ask the rest of the route to the next node, until

the target (identified by a null next[] entry) is reached. Or the source could directly use

the route "implicitly" without learning it, having every node sending data to the next node

together with the route id, in a way similar to that proposed by [7].

5.3 Adapting p

As described in Section 2.6, the best value for p depends on whether there happen to be

malicious nodes on the shortest path or near the source, on whether malicious nodes are

generating bogus replies, and on the number of neighbors each node has. Thus it makes

sense for the value of p to be chosen dynamically for each query by the source.
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The source can spread the desired value of p by making it part of the query id field. In

this way, it can guarantee that malicious nodes will not be able to tamper with it. In fact,

queries and replies with different IDs will not interfere with each other on the target and

relay nodes, and the source will accept only replies with the same id (and therefore p) as

the last query to that target it has issued itself. Then any malicious node who changes the

value of p in a query/reply will be effectively dropping that query/reply and broadcasting a

different one, an attack we have already shown (in 5.1) to be ineffective.

A heuristic for adaptively choosing an appropriate value of p which seems to be effec-

tive is the following:

" Begin with p = 1. This guarantees best performance in the absence of misbehaving

nodes.

* Whenever the source sends a query and does not obtain any route, increase p by

0.05. Whenever the source sends a query and receives a route which proves to be

ineffective, decrease p by 0.05.

In this way the source, if it does not find a safe route quickly, approaches a steady state

where it will obtain a route on about half the queries, thus striking a balance between

allowing a fair probability that short but unsafe routes be discarded and actually obtaining

a sufficient number of new routes to try.
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Chapter 6

Related Work

Zhou and Haas [18] identified five attributes of a secure ad hoc network: availability, confi-

dentiality, integrity, authentication, and non-repudiation. To satisfy the first attribute (avail-

ability), they acknowledged that routing protocols must be secure, and suggested that tak-

ing advantage of multiple routes between nodes is important in defending against security

threats. Afora is a realization of this idea.

Marti et al. propose a technique that identifies misbehaving nodes in an ad hoc network

and selects routes that avoid those nodes [12]. A node detects misbehavior in one of its

neighbors by observing that the neighbor fails to forward data packets. This scheme works

well as long as malicious nodes are limited to dropping data packets; it may not work if

nodes generate malicious protocol packets. For example, a malicious node could generate

DSR replies with source routes that include the malicious node and then a non-existent

node. The last non-malicious node would observe the malicious node forwarding data

packets to the supposed next node, and believe that all was well. Afora resists a wider class

of attacks, though it is less efficient.

The Ariadne [8] routing protocol, which is based on DSR, prevents malicious nodes

from tampering with routing queries and replies. It uses hop-by-hop symmetric cryptogra-

phy to protect the routing packets; as a result it is far more efficient at this task than Afora.

However, Ariadne makes some compromises to achieve its efficiency. Ariadne does not

systematically explore the network for alternate uncompromised paths, so it is vulnerable

to a malicious node on or near the shortest path. Ariadne requires that every node share
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cryptographic key material with every other node; this is a source of complexity as well

as potential compromise. Ariadne assumes the existence of a secure time synchronization

facility. Afora, while slower, is more general in the sense that it does explore for alternate

paths and makes fewer assumptions.

The Ariadne authors introduce an attacker taxonomy useful in judging a protocol's

resistance to malicious nodes. In their terms Afora is secure against ActiveX, ActiveC,

ActiveCX, and ActiveCCX attacks. These are attacks in which attackers inject malicious

packets into the network, and in which attackers know the per-node cryptographic keys of

many nodes (but not the source or destination nodes). Afora resists the latter attacks in the

sense that it does not depend on intermediate nodes having cryptographic keys. The only

type of attack Afora cannot defend against is ActiveVC, in which attackers control all paths

from source to target.

The SAR protocol views secure ad hoc routing as a Quality-of-Service issue [16]. SAR

groups nodes into various levels of trust, and allow only nodes with the same trust level

to form a route. SAR nodes at the same trust level share an encryption key. SAR, unlike

Afora, requires nodes at each trust level to trust each other.

ARAN [3] is an on-demand, AODV-like protocol that provides authentication, integrity,

and non-repudiation. ARAN relies on the existence of a trusted service to issue certificates

to all participating network nodes. ARAN nodes use nested hop-by-hop signatures to pro-

tect query and reply packets. While ARAN prevents a malicious node that is not on the

shortest path from re-routing packets through itself, it does not help in cases where the

malicious node is on the shortest path. Afora, in contrast, can handle malicious nodes on

the shortest path.

Hubaux et al. suggest the use of a virtual currency to promote cooperation among

nodes [9, 2]. Nodes in the ad hoc network pay each other with the currency for forwarding

packets. Tamper-resistant hardware in each node maintains the integrity of the currency,

and prevents forgery and re-use.

Guerrero proposes SAODV, an extension to AODV [17], which authenticates AODV

control packets using digital signatures, and verifies the hop counts using a hash chain [II].

SAODV assumes that every node in the ad hoc network has some way of obtaining the
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public keys of all other nodes.

An on-demand protocol proposed by Papadimitratos and Haas, SRP [13], assumes the

existence of a shared secret between each source and destination. Source and destination

authenticate query and reply messages using MACs keyed with the shared secret. Multiple

queries traversing over distinct routes can reach the destination. While SRP prevents mali-

cious nodes from modifying or forging routing packets, it does not attempt to avoid nodes

that fail to forward data packets properly.

The idea of having all nodes in an ad hoc network probabilistically drop a fraction of the

packets they receive has recently received attention in the ad hoc networking community,

but for purposes different from ours. For example, Vadhat and Becker [15] study it in

connection with unicast routing attempting to ensure that messages are eventually delivered

even if there is never a connected path between source and target at any given point in time.

Haas, Alpern and Li [6] propose it as a technique to reduce total traffic when flooding a

message over a dense network. To the best of our knowledge, this is the first time this

technique is used to ensure communication in the face of malicious nodes.
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Chapter 7

Conclusion

The Afora protocol finds routes in ad hoc networks despite the presence of misbehaving

nodes. It can defend against attackers that drop packets, jam radio reception, and forge

or modify routing protocol packets. If path exists that is outside of jamming range of any

attacker, Afora will eventually find it.

Afora has a number of limitations. It cannot defend against attackers with radio ranges

that cover all routes between a source and destination, or against attackers who can break

into innocent nodes and corrupt them. It requires some higher network layer to tell it

whether data is being delivered to the correct recipient; this essentially means the higher

layer must use end-to-end cryptographic authentication. A final limitation is that Afora

provides probabilistic guarantees; it proceeds in a number of rounds, each of which has

some probability of resulting in a safe route. In large networks the number of rounds is

likely to be large.
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