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Abstract

Solid State Nuclear Magnetic Resonance (ssNMR) spectroscopy has blossomed over the last
two decades. As ssNMR is progressively applied to more challenging systems, the sensitivity
remains one of its major limiting factors. Gyrotron based high-field dynamic nuclear polarization
(DNP) permits increasing the sensitivity of ssNMR by 1-2 orders magnitude, significantly ex-
tending the reach of ssNMR. Successful application of ssNMR/DNP at 5T and 9.4T stimulated
interest to extending this technique to higher fields and new applications. Here, the progress to-
ward this goal is presented. It has involved completion of the world highest field magic angle
spinning (MAS) DNP spectrometer and a probe for 16.4T, initial DNP experiments on 170 nu-
clei, variable temperature studies of a model tripeptide, and a systematic analysis of a novel ap-
proach to high efficiency RF circuit design.

The extension of DNP-NMR to 16.4T has required the development of probe technology,
cryogenics, gyrotrons, and microwave transmission lines. A novel DNP probe and cryogenic in-
strumentation permit extended operation at 85-90K and 10kHz MAS. Initial enhancements
&=-40 and further optimization of experimental conditions is underway.

170 detected DNP-NMR of a water/glycerol glass at 5T enabled an 80-fold enhancement of
signal intensities at 82K permitting 7 0- 1H distance measurements and heteronuclear correlation
experiments.

Variable temperature MAS NMR studies of a model tripeptide APG in combination with
cryogenic calorimetry and XRD revealed a first-order phase transition and severe attenuation of
the cross polarization MAS signal in a wide temperature range due to interference between de-
coupling and 3-fold hopping of the Ala-CH3 and Ala-NH3+ groups.

A new, efficient strategy for designing balanced transmission line RF circuits for MAS NMR
probes based on back propagation of a common impedance node (BPCIN) is presented. In this
approach, the impedance node is the sole means of achieving mutual RF isolation and balance in
all channels. BPCIN is illustrated using a custom double resonance MAS probe operating at
11.7T.
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1. Introduction

Solid State Nuclear Magnetic Resonance (ssNMR) spectroscopy has blossomed over the last
two decades. With advances in instrumentation [1-25], methodology [26-42], and isotopic label-
ing techniques [43-49], ssNMR is now used to study a wide range of systems, including bio-
molecules [50-52], polymers [53-55], glasses [56-58], surface materials and catalysts [59-62].
Despite the ever expanding scope of ssNMR, the inherently low sensitivity of this technique re-
mains the most limiting factors.

The sensitivity of an NMR signal is proportional to the magnetization M, which is, in turn,
inversely proportional to absolute temperature Mo~1/T [63]. Thus low temperatures and to a lar-
ger extent, cryogenic temperatures provide a means to increase sensitivity. For this reason, sev-
eral research groups continue to pursue research in cryogenic ssNMR [64-74]. Furthermore, an
additional sensitivity enhancement can be achieved by combining cryogenic ssNMR with dy-
namic nuclear polarization (DNP [75-76]). Initial research efforts in gyrotron based high field
DNP, which began more than 20 years ago in Professor Robert Griffin's laboratory in collabora-
tion with the research groups of Professor Judith Herzfeld and Doctor Richard Temkin, clearly
demonstrated the power of combining cryogenic ssNMR with DNP. The first generation gyro-
tron DNP spectrometer, which operated at 5 T [77] and was subsequently extended to a higher
field second generation system operated at 9 T [78], provided a means of increasing the sensitiv-
ity of ssNMR by >1-2 orders magnitude without the necessity for a ptwave cavity and was com-
patible with magic angle spinning NMR experiments. Furthermore this experimental set-up
could be combined with other routinely used sensitivity enhancement techniques, such as cross
polarization [79].

Designing and constructing the complex instrumentation required for DNP experiments has
been a primary research goal of Griffin and coworkers for the last two decades. The technology
developed in pursuit of this goal has resulted in the first commercial DNP spectrometer offered
by the Bruker Corporation, which was modeled after Griffin's second generation system [80]
several years ago. This spectrometer attracted wide interest from the magnetic resonance com-
munity worldwide. It has also stimulated interest to extend this technique to higher fields, where
the majority of modern biological NMR research is conducted. Development of such a system, as
well as associated methodology, was, therefore, an acute research problem with high immediate
impact on a large scale, and it constitutes a large portion of the present work.

The required experimental setting, as well as the advantages afforded by DNP, have stimu-
lated research in several key areas. First, DNP experiments in the solid state typically require
cryogenic temperatures, which in turn requires special instrumentation [81-82]. Second, the sig-
nal enhancement provided by DNP enables new experiments that would otherwise be prohibi-
tively insensitive, and these new application areas need to be explored and investigated [83-84].
Third, many systems of interest, such as biological molecular systems, operate at ambient tem-
perature conditions. Therefore, it is important to understand the dynamics of the system as it is
cooled down to cryogenic temperatures and it is equally important to establish whether the ex-
perimental information obtained at cryogenic temperatures is relevant to the system at ambient
conditions. Finally, DNP experiments require presence of special polarizing agents, stable radi-
cals [85], a source of pwave power [86-93], and investigation of DNP mechanisms [85,94].
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Accordingly, after a brief review of the relevant NMR Hamiltonians in Chapter 1, a DNP-
NMR spectrometer is presented in Chapter 2, which at the time of writing, was the highest field
instrument of this variety [95-98]. This instrumentation is then applied to variable temperature
ssNMR studies of a model tripeptide, highlighting a variety of structural and related spectro-
scopic phenomena (Chapter 3). Chapter 4 discusses the initial applications of DNP to ssNMR of
"0 [99-100], which will be eventually extended to biologically relevant systems. Chapter 5 pre-
sents a detailed analysis of a recently developed approach to design probe radiofrequency cir-
cuits [101-103] and a probe based on this design, which demonstrated outstanding performance
[95,104]. Chapter 6 revisits the basics of AC circuits analysis and simulations in a format in-
tended for students and other members of the NMR community. Finally, cryogenic calorimetry
[105] is used in Chapter 7 to complement NMR and X-ray data and elucidate the transformations
of model systems as they are cryocooled.

1.1. NMR Hamiltonian

Detailed descriptions of various interactions contributing to the
NMR Hamiltonian are readily available elsewhere [63]. Here, we
will include some general remarks and discuss the role of the static
magnetic field in high field magic angle spinning (MAS) NMR.

1.1.1. Static Hamiltonian

The nuclear NMR Hamiltonian includes a number of terms,
which describe the interaction of nuclear spins with the static mag-
netic field, spin-spin interaction, as well as the interaction of spins
with the "control" magnetic radiofrequency (RF) field. In the labo-
ratory frame the Hamiltonian is given by

H=Hz+HQ+HRF +HD +HCS+ H, (1)

where H, HZ, HQ, HRF, HD, Hcs, and Hi are the total, Zeeman,
quadrupolar, RF, dipolar, chemical shift, and J-coupling Hamilto-
nians, respectively. The terms in Equation (1) are ordered based on
their typical size as illustrated in Table 1. The dominating Zeeman
term defines the so-called rotating frame of reference, in which it
has no further effect on the evolution of the spin system. The sec-
ond largest term in the Hamiltonian describes the quadrupolar in-
teraction, which vanishes for spins I=Y2. In this case, the "control"

Table 1. Typical sizes of NMR
Hamiltonian terms for a mod-
em high field spectrometer.

Term 1 Size, Hz

Hz 101-101

HQ 106-108*

HRF 104

102-101

Hcs 102-10'

Hj 1-102

HD

RF term is the dominating
relevant contribution to the NMR Hamiltonian, which puts NMR in the unique position by al-
lowing the NMR spectroscopist to exert a high level of control of the evolution of spin systems.

The terms in Equation (1) describe different spin-spin and spin-field interactions, and, in gen-
eral, may have isotropic (orientation independent) and anisotropic (orientation dependent) con-
tributions. While the role of Hz is usually limited in a sense that the evolution of spin systems

*HQ varies greatly. It can be as small as 103-104 Hz for an imperfect crystal and as high as 3* 109 Hz for 1271 in solid
ICl [106].
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due to Hz is trivial, HRF makes it possible to control the overall evolution of the system. The iso-
tropic part of Hcs is the primary basis of high resolution NMR at high fields (though, it can also
be used a source of structural information [107-108]). The terms HD and Hj arise from direct and
indirect spin-spin couplings, respectively, rather than spin-field couplings, and make NMR a
powerful source of structural information. Finally, the anisotropic part of Hcs and HQ also con-
tain structural information.

1.1.2. The Magic behind Magic Angle Spinning NMR

Both spin operators and magnetic fields can be represented by Cartesian 3D vectors (1 s' rank
tensors) and the interactions contributing to NMR Hamiltonian in Equation (1) can be repre-
sented by 2nd rank tensors [40,109-113]:

!f, = AMC, (2)

where A is a vector spin operator, C is either a vector spin operator or a vector representing a
field, and M is a 2"d rank Cartesian tensor corresponding to interaction X. The same relation can
also be expressed using spherical tensor formalism [40,110,114-118], which is usually more
convenient for ssNMR. When cast in spherical tensors, each NMR interaction is represented by a
scalar product of a spatial tensor and a spin space tensor, with isotropic interactions represented
by a spatial tensor of rank 0 and anisotropic interactions normally represented by tensors of rank
2:

2 2 1

ixf= A, -71 = -)q Al,qy_, , (3)
1=0 1=0 q=-l

where Alq is a q-component of a spatial irreducible spherical tensor of rank 1, and 7, is q-

component of a spin-space irreducible spherical tensor of rank 1. Since energy of anisotropic in-
teractions and associated shifts of energy levels depend on orientation of the molecule (due to
orientational dependence of A in Equation (3)), in polycrystalline solids containing a mixture of
different orientations, such interactions "broaden" energy levels, corresponding transitions, and
spectral lines. For this reason, anisotropic interactions are generally incompatible with high reso-
lution NMR and must be removed from the Hamiltonian. In liquid, rapid molecular tumbling
usually averages spatial tensors of rank higher than 0 and, therefore, the corresponding contribu-
tions. In solids, this is not the case; however, high resolution spectra can often be recovered us-
ing approach that relies on the very same orientational dependence of spatial tensors A. The ba-
sic idea is to modulate A by making orientation of the sample time dependent, and under certain
conditions, the anisotropic part disappears from the effective A. A common example of such an
approach is magic angle spinning NMR, which involves rapid sample spinning about an axis in-
clined at the so called magic angle with respect to the static magnetic field [119-120]. In order to
understand the mechanism of this approach, it is necessary to consider explicit expressions for A.
These expressions can be obtained by transforming interactions from their principle axis system
(PAS), where A is diagonal, into the laboratory frame (Lab), which is static and has its positive z
axis aligned with the static magnetic field. This transformation usually performed via some in-
termediate steps. In the case of MAS, the last step involves transformation from the time inde-
pendent tensors of the rotor fixed frame (RFF) to the time dependent tensors of the Lab frame:
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I I1 1

A1q = L Aq C(Ot,-Or,,0) Rm = Le'm,'dq )(-O,.)R, , (4)
M=-1 M=-1

where R are spherical tensor components expressed in the RFF, 'b and d are Wigner matrices, Or
is the angle between the rotor axis and static magnetic field, Or is rotor spinning frequency, and t
is time. Therefore,

ffLab ( (iOrtd ,,(-,)R_,m1Y,-q (5)
1=0 q=-l m=-1

It is important to note that Equation (4) expresses full, rather then truncated Hamiltonian. An ad-
ditional step, which needs to be done, is the transformation of Equation (4) into the rotating
frame (RF), which involves the rotation of the spin component of the Hamiltonian about the la-
boratory z axis. This transformation will be slightly different depending on the type of the inter-
action. In the case of homonuclear spin-spin interactions, we obtain

2 1 2 1

YJJRF = (-) Aq s -q (O ,s( , -IAS
td,_ (o)g, =

1=0 q=-1 s=-1 1=0 q=-l s=-1

2 1 1

I I -I) d _ (0)A e
1=0 q=-1 s=-1

(_1)"~~ -l d,-q (O) eim" td<q ()RlimAq (6VRF_ d e''d , R,,Ae-i""'osf (6)
1=0 q=-l s=-l m=-1

where wo is the Larmor frequency. Equation (6) contains three groups of terms:
1) terms that are modulated due to the second exponential;
2) terms that are modulated due to sample spinning
3) time independent terms corresponding to q=m=s=O.
The first group contains the so-called non-secular terms and are usually neglected to first or-

der in the high field approximation. Similarly, to first order terms in the second group average to
zero. Since the rank 0 term is isotropic and there is no contribution from 7T0 to the NMR Hamil-
tonian [110], there is only one time independent anisotropic term from the third group propor-
tional to d o' (O,). This Wigner element becomes zero when its argument - the angle between
the rotor axis and static magnetic field - is set to magic angle. In other words, there is no special
magic associated with the direction of static magnetic field; both MAS and static magnetic field
play similar roles averaging several term in the Hamiltonian through either spatial or spin space
rotation.

1.2. Violation of the High Field Approximation

1.2.1. Quadrupolar Interaction

Any nucleus with spin greater than one-half has a nonspherical charge distribution and, as a
result, an electrical quadrupolar moment. A quadrupolar moment couples to electric field gradi-
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ent (EFG) at the nucleus and gives rise to the quadrupolar Hamiltonian [63,121], which can be
expressed in a laboratory axis frame (LAB) as follows [122]:

2

HQ = C (-1). R 2 mT2 ,, (7)
m=-2

where (oQ is quadrupole frequency, R and T are spatial and spin tensor operators, respectively.
Equation (7) can be truncated in high field approximation, and, to first order, only the part com-
muting with the Zeeman interaction is kept:

H Q=wQR2 OT 0 . (8)

The spin tensor operator in Equation (8) can be recast in terms of conventional spin operators:

= 1(3/ -/(2 +1)), (9)

while the spatial tensor operator can be obtained from the tensor components of the principal
axis system (PAS) using Wigner rotation matrices:[1 15]

3 COS2 (8)- _ 72(8
R 2 0 = - +2cos(2a)sin2(8)J, (10)

where a and # are two of the three Euler angles relating PAS and the LAB frames. In case of
quadrupolar Hamiltonian, the first order term is often insufficient, and the second order term
must be taken into account:

2

H =) C,( (11)
1 =0,2,4

where, coo is the Larmor frequency, C, (/,Iz ) are coefficients that are functions of only the spin

and magnetic quantum number, A,,o are space tensors. It is the last term in Equation (11) propor-
tional to a 4th rank tensor, A4,0, which is responsible for failure of conventional MAS to produce
high resolution spectra. The same term is also responsible for substantial degradation of sensitiv-
ity, which is the direct consequence of severe line broadening.

A number of different techniques have been developed to improve the resolution and / or
sensitivity. Most of the sensitivity enhancement techniques applied to quadrupolar nuclei are fo-
cused on preparation of a state with increased polarization. CPMG experiment [123-127], on the
other hand, is applied during the acquisition, and can often be combined with other experiments
to optimize utilization of the available signal. The gain in sensitivity due to CPMG may be sub-
stantial, as demonstrated in Chapter 4.

1.2.2. Local Dynamics on Larmor Frequency Scale

Local dynamics, such as 3-fold hopping of a CH3 group, plays an important role for NMR. In
this section, we demonstrate that when the rate of such motion is comparable to the Larmor fre-
quency, it can interfere with truncation of the nuclear Hamiltonian by the Zeeman field rendering
heteronuclear decoupling inefficient.
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Let us consider a heteronu- 6
clear dipolar Hamiltonian PAS -> CFF -> RFF -> Lab
9f ofkodlcR)ff') of a simplified model ,,- C,,' A

system consisting of an isolated
IH- C spin pair coherently ro- Figure 1. Schematic showing successive transformations of the dipolar
tating at frequency Wh about an tensor.
axis forming angle (p with the
internuclear vector (the C3 symmetry axis, where k and n refer to 13C and 'H, respectively. Using
the spherical tensor formalism, the dipolar tensor can be expressed in its principal axis system
(PAS) with the only non-zero component

(k,n) 3
3 (k,n)

AO= 2D

where g3k'n) is the dipolar coupling. We will now transform it into the lab frame following the
steps schematically shown in Figure 1, starting form the PAS followed by the "crystal fixed
frame" (CFF), which in this case is a frame aligned with and fixed to the spinning axis (the C3
symmetry axis of the methyl group), then the tensor is transformed into the rotor fixed frame
(RFF) and the laboratory frame (Lab). Finally, we will transform spherical tensor operators from
the Lab frame into the doubly rotating frame (RF). The top line in Figure 1 indicates appropriate
Wigner rotation matrix elements necessary to perform these transformations, and the bottom line
indicates notation for spherical tensor components that we will use in the corresponding frames.
Therefore,

Am= R (Wt, -0,0)=

= ZRimdA ~ (-)e-a-'"'t) =
M'= ,m=-1

/ -1 C ( I,) d', ( -0)ei -A'" =

C d pMI"I d ( ,,,1 d(-0) e-1 _m'"c'"

m'=-l m'=-I

pj&L (n d ,, ( 0) e,( d ,, - e-'"^'"* -" ,= ~ i,,~b$,~ (, ~ d mo ) (k8) dnm (-0) e1(m"a+m'r-m'wrt)-

m'=-1 m"=-I M"=-1

= Z Pi~m~d,'n~~,m~ ( ', dm, (fl) dl,,m (-0) e-(m~tmamrw

where 0 is the magic angle and Wr is rotor spinning frequency.
2 2

A 2,m = p2,0d.,.. (p) d m, (p) ,, (-0) e-'"h"m'''" m't)
m'=-2 m'=-2

Here we define a shortcut
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Ap = p2,0d ,. ((p) d,m,, (0) d , (-0) e-'"""'"). (12)

then

A2,m = Am e-'("-")' . (13)
m'=-2 m"=-2

We now convert the spin tensor operators into the doubly rotating frame. Single spin-1/2 tensor
operators

O= I1,0 jz'

and tensor components of the dipolar Hamiltonian

=~l, I ± I((n T(k)T(n) ±kTn

2 2T)RF - )1 0 r 0 1 , = 7 d- =

(k,n)RF (k (n) + n e+k)

1y(k,n)RF Tk)(n k)t + Tk)T(n i (14
2,± 1,± 1,0 10 1,

Tjn)RF - n2 ( )

The time dependent terms in Equation (14) are non-secular and usually ignored. We, however,
will keep the full Hamiltonian. Combining Equation (13) and (14), we can now express the full

dipolar Hamiltonian
(k,n)RF _ I ( A y.(k(n)RF _ k,n)RF

q 2 Tq=--2)

w cmp one n 's 2,q 2,q D

with n)R components ~ )+OO~)

23



k,n)RF _ k)T n) 1 2(k) (n) 0 -
(D40 2m'=- m"= e-2fD -,,[ m'=-2 m'=-2 0 '

kn)RF 1i

9'.
2

m'=-2m"=-2

Tk ei(±Ok)), + T(k)T(n) e± )t -e(M"'hM'wr )t
1, 10 0 1+±1)

-f(k,n)RF 2's(n) A_ T)k+TCn e O1 k ) t -'imCOh -M'O,)t
=-2 21 e

Ignoring for the moment contributions from
rotor spinning frequency, we can identify
matching conditions for the frequency of the
internal motion and corresponding recoupled
terms as summarized in Table 2.

Clearly, sample spinning creates recou-
pling sidebands. Similarly, if a continuous
wave decoupling field is applied, it will create
another set of recoupling sidebands.

In case of 'H spins, the truncated CSA
terms will be recoupled in a similar fashion,

Table 2. Matching conditions and
first order dipolar Hamiltonian.

recoupled terms in the

9,f (k, n)RF()

O k) _ (n) + ( )k) _ (n)) /2 I I- + -I+

, ~ ~ , )/2 / 1 +1 ,-

nO n') /2 I+1 -- ' 0* " *z " k m

+ () +0"{/)4l24C44

while truncated terms of the quadrupolar Hamiltonian will be recoupled in the case of 2H.
If a threefold jump is considered instead of rotational diffusion model treated above, the

matching conditions for the zeroth order average Hamiltonian will be unaffected as in case of the
just treated rotational diffusion model.

Lastly we did not take into account the stochastic nature of the motion. When included, it
will scale down the magnitude of the recoupled terms.
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2. Dynamic Nuclear Polarization Spectrometer for DNP at 700 MHz/460 GHz

Adapted from references [1-4].

Abstract
We describe the design and im-

plementation of the instrumentation
required to perform DNP-NMR at
higher field strengths than previously
demonstrated, and report the first *
magic-angle spinning (MAS) DNP-
NMR experiments performed at 'H/e
frequencies of 700 MHz/460 GHz.
The extension of DNP-NMR to 16.4
T has required the development of
probe technology, cryogenics, gyro-
trons, and microwave transmission
lines. The probe contains a 460 GHz
microwave channel, with corrugated Figure 2. DNP at 700 MHz / 460 GHz.
waveguide, tapers, and miter-bends The 460 gyrotron is on the left, and the transmission line couples
that couple microwave power to the microwaves to the probe in the 700 MHz wide bore magnet (upper

i is right). The spectrometer is currently the highest field MAS
inceasape ExperyenicechyngsDNP/NMR system in the world and is providing enhancements of
increased by a cryogenic exchange >50 on standard samples and 25-30 on proteins in glassy media.
system for 3.2 mm rotors within the
89 mm bore. Sample temperatures 585 K, resulting in improved DNP enhancements, are
achieved by a novel heat exchanger design, stainless steel and brass vacuum jacketed transfer
lines, and a bronze probe dewar. In addition, the heat exchanger is preceded with a nitrogen dry-
ing and generation system in series with a pre-cooling refrigerator. This reduces liquid nitrogen
usage from >400 liters per day to <100 liters per day and allows for continuous (>7 days) cryo-
genic spinning without detrimental frost or ice formation. Initial enhancements, & = -40, and a
strong microwave power dependence suggests the possibility for considerable improvement. Fi-
nally, two-dimensional spectra of a model system demonstrate that the higher field provides ex-
cellent resolution, even in a glassy, cryoprotecting matrix.
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2.1. Introduction
Dynamic nuclear polarization (DNP) has emerged as a widely applicable technique to pro-

vide significant gains in sensitivity to NMR [5-10]. In a DNP experiment the sample is generally
doped with an exogenous paramagnetic polarizing agent, and the large polarization present in the
electron spin reservoir is transferred to the nuclear spins via microwave irradiation of transitions
in the electron paramagnetic resonance (EPR) spectrum. In the early 1950's Carver and Slichter
[11-12] performed the initial demonstration of DNP, but subsequent applications to high resolu-
tion, high field NMR have been limited. In particular, there was a dearth of microwave sources
operating at electron Larmor frequencies (130-660 GHz) corresponding to the magnetic fields of
the superconducting magnets (200-1000 MHz 1H frequencies) used in contemporary NMR ex-
periments. This barrier was broken in the early 1990's by gyrotrons [7-8] and subsequently by
Gunn and Impatt diodes [8,13] resulting in the application of the method to a wide range of
chemical and biochemical problems at fields up to 9 T [14-19] with one instrument operating at
14.1 T [20].

The recent availability of commercial DNP spectrometers operating at 9.4 T ('H/e- frequen-
cies of 400 MHz/263 GHz) [21] has greatly expanded access to DNP [22-24]. However, for
many contemporary NMR experiments, 9.4 T is a relatively low field for optimal spectral resolu-
tion and it is therefore important to extend DNP to higher fields. Here, we describe the extension
of magic-angle spinning (MAS) DNP to 16.4 T ('H/e- frequencies of 700 MHz/460 GHz), a
nearly two-fold increase in field over commonly available DNP instrumentation. Our initial ex-
periments show that standard samples yield the expected enhancements and that the higher field
provides increased resolution even for molecules embedded in glassy solvents such as glyc-
erol/H20.

2.2. Spectrometer Design
A MAS NMR / DNP spectrometer is

a complex instrument, and its design can
be conveniently rationalized within the
following framework (Figure 3). From
the "sample perspective" (the inner cir-
cle) the first device it sees is the probe
(inner ring), consisting of several subsys-
tems. In the order of increasing experi-
mental complexity, basic NMR experi-
ments require a radiofrequency (RF) cir-
cuit; MAS NMR also requires a pneu-
matic circuit; variable temperature and
cryogenic MAS NMR also require a
cryogenic circuit; finally, DNP enhanced
MAS NMR experiments also require a
microwave (MW) circuit. A MAS NMR /
DNP probe integrates these subsystems,
and each of them is further supported by
peripheral instruments (the outer ring),

a) b)

Peripherals

Probe-

d) C).

Figure 3. MAS DNP spectrometer structure.
The middle circle represents a MAS DNP probe consisting of
RF (a), pneumatic (b), cryogenic (c), and pW (d) circuits
driven by corresponding peripheral instruments represented by
the outer circle.
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Figure 4. 700 MHz DNP instrumentation.
Schematic showing the physical layout of the NMR magnet, heat exchanger, gyrotron, microwave transmission
lines, and Cambridge Instruments spectrometer console with RF power amplifiers from Ophir (Los Angeles, Cali-
fornia) at 700 MHz and Herley Industries (Lancaster, Pennsylvania) at 175 MHz.

including NMR console (a) and magnet equipped with a sweep coil; high power microwave
source, such as a gyrotron (d) and microwave waveguide; generator of neat nitrogen gas (b); heat
exchanger (c), cryogenic sample exchange system and cryogens transfer lines.

The architecture of custom build 700 MHz / 460 GHz DNP spectrometer is illustrated sche-
matically in Figure 4. Shown are a 700 MHz / 89 mm magnet and a 460 GHz gyrotron. The mi-
crowave radiation from the gyrotron is coupled to the probe by a system of corrugated
waveguides, tapers, and miter-bends. On the left of the figure are located the cryogenics for the
system. It presently consists of a nitrogen generator in series with ballasts, pressure regulators,
refrigerators, heat exchange coils, and vacuum jacketed transfer lines cool and deliver the dry
~80 K N2 gas to the sample chamber. The spectrometer console, designed by Cambridge Instru-

ments, is in the background. We now discuss each of these components in greater detail.

2.2.1. 700 M Hz MAS DNP Probe

The custom designed probe, shown in Figure 5 and Figure 6, has over 11 ports for the diverse
functions required of a DNP MAS probe. Fiber optic channels monitor the MAS frequency, the
sample temperature, and provide a pathway for in situ illumination of the sample with visible
light for photochemical experiments. The fiber optics in the sample chamber are shown in Figure
6a,b. In-situ irradiation of the sample with visible light, in conjunction with temperature control
from 80-300 K, facilitates cryo-trapping of photoreaction intermediates as in bacteriorhodopsin.
[25] The temperature is continually monitored at four points using fiber optic temperature sen-
sors (Neoptix, Canada): a sensor several millimeters away from the sample (the yellow fiber op-
tic in Figure 6a) provides a close measure of the sample temperature, one in the probe box near
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sample
chamber

transmission
lines

probe box:
RF, pW, fiber optics

vacuum jacketed
transfer lines

MAS adjust

pW port

tn-

Figure 5. 700 MHz MAS DNP probe.
a) Photograph. b) Solid CAD model.

the tuning elements is needed to maintain long-term radiofrequency tuning and stability, and sen-
sors at the top and bottom of the magnet bore near the O-rings protect the superconducting mag-
net system.

Three vacuum jacketed composite metal transfer lines provide an insulated pathway for de-
livery of the cold bearing, drive, and variable temperature gas. A high-flow vacuum jacketed port
at the top of the probe exhausts the cold cryogens during operation, but is switched to input high
pressure ejection gas during sample exchange (see below).

. goretex seal

MAS detection
fiberoptics

MAS fiberoptics
support block

t!hermometer
fiberoptic

.VT (He) cooling
(not connected)

eject pipe

optical in situ
irradidiation
fiber

wavegulde
miter

curved sample
eject pathway

sample and
RF coil

corrugated
transmission line

Figure 6. Upper assembly of the 700 MHz MAS DNP probe.
a) Photograph of the fiber optics and the GORE-TEX® seal required for cryogenic sample exchange. b) Solid CAD
model. c) Cut-away showing the microwaves being directed at the sample and surrounding RF coil. The sample
eject pathway is curved to fit the assembly into the bore while still allowing for adjustment of the magic angle.
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A Schaefer-McKay transmission line circuit [26-27] generates RF fields at the 'C and 'H
Larmor frequencies of 175 MHz and 698 MHz, respectively. The Rabi frequencies are
yB,/27r=105 kHz and 90 kHz for 'H and 13 C, respectively. The transmission line (1.125" outer
conductor, 0.25" inner conductor) allows the temperature sensitive and more bulky tuning and
matching capacitors to be physically, and thermally, isolated from the cryogenic sample cham-
ber, while providing efficient coupling to the 5-turn RF transmit/receive solenoid. The 460 GHz
channel of the probe delivers the microwave power to the sample as a Gaussian beam (see be-
low).

Spinning detection is performed on the rotor body with the detection fiber optics protruding
into the stator housing as indicated in Figure 6a. A support block is attached to the stator housing
and is required to lock the detection optics in place during cryogenic operation and extreme tem-
perature cycling. Two PEEK screws, orthogonal to the holes in the Kel-F support block that
guide the fiber optics, are threaded through the support block and gently pinch the spinning de-
tection fiber optics to keep them securely in place. The support block also houses a pathway for a
variable temperature gas-stream (nitrogen or helium) to blow directly on the rotor, although this
is not yet fully implemented.

2.2.2. Metal Composite Transfer Lines

In large 127 mm bore magnets [28-29], it is possible to use fiberglass in the dewar and vac-
uum jacketed transfer lines to avoid magnetic materials. However, although fiberglass is an ex-
cellent thermal insulator, it must be thick for use in transfer lines and dewars. It also requires a

a) brass inner tube b) sample exchange
exhaust portport

brass outer tube
577CR thermal
break

brass bellows
spacer

ss. inner tube 0.015"wall
0.012vacuum bronze inner

pump-out port space se s

s.s.outer tube 0.029"wall Al
vacuum Jacketed outer vessel
bayonet C

Figure 7. Cryogenic isolation strategies.
a) The vacuum jacketed transfer lines inside the probe employ brass tubing inside the bore of the magnet that can
be soldered to the stainless steel (s.s.) components at the bottom of the assembly. b) The vacuum jacketed dewar
features an inner bronze vessel and an aluminum outer vessel that are connected via a fiberglass thermal break
and brass bellows to allow for transport of the cryogen exhaust and the rotor during sample exchange. c) CAD
rendering show the three sections of the dewar inner vessel that are soldered together. d) Photograph of the de-
war.
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relatively large vacuum space between the inner and outer vessels, as its emissivity can other-
wise lead to substantial radiative heat transfer to the inner vessel. Furthermore, the epoxy re-
quired to connect the fiberglass to other pieces of the assembly complicates fabrication and is
prone to forming leaks that compromise the vacuum space. Meanwhile, gases (especially helium)
can permeate the fiberglass itself.

To circumvent these issues the probe transfer lines shown in Figure 7 are made exclusively
of non-magnetic brass and austenitic steel. This provides excellent insulation of the cryogens
while passively holding a vacuum for extended periods of operation. We emphasize that insulat-
ing the cryogens until they enter the sample chamber is crucial for attaining the sample tempera-
tures of <85 K that significantly increase DNP enhancements, as described in the results section.

2.2.3. Dewar

A vacuum jacketed dewar thermally isolates the cryogenic sample chamber from the magnet
bore. Excellent insulation is required not only to establish <85 K at the sample, but also to pro-
tect the O-ring on the bore tube of the NMR magnet from freezing, compromising the insulating
vacuum of the magnet, and leading to a quench. The inner vessel is machined from 2.25" i.d., 3"
o.d. silicon bronze tubing (National Bronze, Lorain, OH). We elected to use bronze rather than
stainless steel because the inner vessel of the dewar surrounds the sample in close proximity, and
even a weakly ferromagnetic character can lead to a field inhomogeneity across the sample that
cannot be effectively compensated for by shim coils. Although austenitic stainless steel (i.e., 316,
321 series) is commonly referred to as "non-magnetic", it actually becomes quite magnetic by
NMR standards after mechanical work or thermal cycling due to martensite formation [29].

Because it is prohibitively difficult to machine the full 30" length of the inner surface to the
final 0.015" wall thickness, the inner vessel is first cut into three sections to turn down the mate-
rial, and then soldered together with vacuum tight joints (see Figure 7c).

There is a bellowed port on the top of the dewar to accommodate the sample exchange tube
similar to that described previously. [29] In this dewar we also include a port to accept the cryo-
gen exhaust line. Utilizing the space above the probe to exhaust the cryogens out of the top of the
system frees space at the bottom of the probe, making it easier to fit the fiber optics, magic-angle
adjustment assembly, and transfer and transmission lines into the lower assembly.

2.2.4. 3.2 mm Cryogenic Sample Exchange

Previous DNP probe technology in our lab has been designed for use in 127 mm (5") bore
magnets. Even with the longer 4 mm diameter rotors employed in those probes, there is suffi-
cient space in the bore for the rotor to turn from the magic angle to vertical orientation for sam-
ple insertion and ejection. However, the smaller 89 mm bore magnets present a greater chal-
lenge. In order to implement a cryogenic sample exchange system, we optimized the ejection tra-
jectory in the sample eject pipe, and maximized the space available in the dewar (Figure 6c).

After the rotor makes the turn in the sample eject pipe, it must couple to the long straight
ejection tube leading to the top of the magnet. This is accomplished by two overlapped cones,
which maintain the ability to adjust the magic angle [29]. However, the cone requires space that
is difficult to accommodate in the 89 mm bore. Whereas previous designs simply mounted the
cone on the vertical end of the sample eject pipe, the present design introduces a curved pathway
to first bend the rotor trajectory back toward the center of the bore. This complicated geometry is
fabricated by 3D printing (Accelerate Global Sourcing, Cedar Park, TX). Extrusions on the sur-
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face of the eject pipe flush with the front bearing mount ensure proper alignment of the insertion
pathway in the ejection pipe with the inner surface of the front bearing. Care is taken to ensure
that the guiding pathway is well aligned and extremely smooth (<0.2 pm roughness), to allow the
rotor to slide into the front bearing of the stator. The robust plastic ejection pipe survives dozens
of temperature cycles and hundreds of sample ejections.

2.2.5. Nitrogen Generationfor MAS

To achieve operating temperatures down to -80 K, we and others have traditionally used dry
N2 produced from liquid boil-off to drive the MAS rotors. After evaporation, the N2 is first

warmed to ambient temperature, to allow precise control of the pressure, and then cooled directly
to -80 K with a custom pressurized can heat exchanger [29-30]. While boil-off N2 has the advan-
tage of very low H20 vapor content, which prevents ice formation, this strategy leads to high op-
erational costs, due not only to the N2(l) required for generation of the dry gas, but also the N2(l)
needed to re-cool the gas from 300 K to 80 K. To reduce costs and allow for continuous long-
term operation of the spectrometer, we now employ a N2 generation and pre-cooling strategy
similar to that described previously [20] and illustrated schematically in Figure 8a-b. Com-
pressed air that initially has a dew point of 253 K is first processed through a series of two pres-
sure swing activated (PSA) dryers (Parker-Balston, Haverhill, MA). The dry air then passes
through a PSA nitrogen generator (Parker-Balston, Haverhill, MA) that removes oxygen and ar-
gon and further reduces the H20 dew point to <77 K, as is crucial to prevent ice formation in the
heat exchange coils. The pressure of the dry N2 gas is stabilized by a ballast and controlled pre-
cisely with pressure regulators. From there, it enters a Polycold PGC-152 gas chiller shown in
Figure 8c for pre-cooling (Brooks Automation, MA) from 300 K to ~150-200 K, depending on
the flow rate. Bayoneted connectors and vacuum jacketed transfer lines connect the output of the
refrigerators (one for bearing and one for drive) to the input of a custom pressurized-can heat ex-
changer [30] described below. This strategy allows for continuous operation for periods longer
than one week without detrimental ice formation while reducing the nitrogen consumption rate
from >400 L N2(f) per day to <200 N2(/) per day. In addition, the liquid that was vaporized and
used to drive the rotor is no longer used, saving an additional >100 liters/day. Therefore the sys-
tem saves >4 in nitrogen cost.

2.2.6. Heat Exchanger

Following cooling to T=150-200 K by the Polycold chillers, the N2(g) is routed via vacuum
jacketed transfer lines to the heat exchanger which further cools the gas to -85 K (Figure 8). This
device is designed in a manner similar to the one we described some time ago [29-30], but with
several modifications. Specifically, it consists of two independent 7 turn, 7" cooling coils made
of 0.375" o.d. nickel-plated copper tubing, which independently cool the drive and bearing gas
and permit the two to be adjusted independently. The large cooling capacity of the coils allows a
relatively low N2(l) level (resulting from condensation of N2(g) at <5 psi in the can) to effec-
tively cool the spinning gases to ~85 K, and yields stable, long-term cryogenic MAS without liq-
uefaction of the spinning gases. Less than 1 K temperature stability over a period of days is
achieved as described previously [28] with heating elements and Cernox temperature sensors that
are engineered into the flexible transfer lines (Precision Cryogenics, Indianapolis, IN) near the
probe interface and are controlled by 50 and 100 W heating units under PID feedback (Lake-
shore Cryogenics, OH). A further modification of the heat exchanger that is under development
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Figure 8. Nitrogen gas generation and cryocooling apparatus.
a) Photograph of nitrogen gas generation system. b) System architecture showing the serial and parallel layout
of the nitrogen gas as it is purified, cooled, and transferred to the sample chamber. Cryogen exhaust and sample
exchange lines are connected to the probe from the top of the magnet. c) The inlet ports of the refrigerators
(black units in upper corners) are connected to the precisely controlled bearing and drive gas regulators. Vac-
uum jacketed lines connect the refrigerators, heat exchanger, and NMR probe. d) The nickel-plated copper coil
of the heat exchanger with 7 turns. e) The cold heat exchange assembly showing the 8"copper can.

will use a third chamber and permit the drive and bearing to operate at higher temperatures while
independently cooling the center of the rotor containing the sample.
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2.2.7. 460 GHz Microwave Transmission

Substantial efforts in the development of microwave sources for DNP have resulted in the
availability of robust, continuous wave gyrotrons with 10-35 W power levels capable of generat-
ing electron nutation frequencies of 1 MHz across microliters of lossy sample volume [22,31-
35]. A gyrotron operating in the second cyclotron resonance harmonic with a TE 1,2 whispering
gallery interaction mode was specifically developed for DNP at 16.4 T. This design offers
greater than 1 GHz of tuning range while maintaining 12 W of stable microwave power output
for extended periods. [36-37]

The output beam of the gyrotron reflects off the last surface of the mode converter and into
the corrugated waveguide that protrudes into the cross bore of the gyrotron magnet. Alignment
of the output beam is crucial to maintaining a high purity HE,, mode in the transmission line.
After exiting the crossbore of the gyrotron magnet, the microwave power traverses 4.7 m to the
probe in a 19 mm wide corrugated waveguide (see Figure 9a), and then travels 0.8 m up the
magnet bore. Altogether the radiation travels 5.5 m passing though 6 miter-bends and two tapers,
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Figure 9. 460 GHz microwave transmission and beam quality.
a) The corrugated transmission line contains miter-bends, a bidirectional coupler for power monitoring and effi-
ciently couples the microwave output of the gyrotron to the probe. b) The probe contains smooth-wall Macor and
corrugated aluminum tapers to focus the microwave beam into the 4.6 mm i.d. vertical waveguide leading to the
sample chamber. c) Thermal image recorded with a pyroelectric camera (Spiricon, Logan Utah) of the beam taken
from the middle of the 3 m stretch of the 19 mm i.d. corrugated waveguide showing a high Gaussian content 10 cm
from the waveguide aperture. d) Schematic showing the 1/4 ? depth and spacing of the corrugations. e) Cross-
section of the stator with the rotor and waveguide. f) Image of the high-quality beam being launched from the end of
the waveguide in panel e toward the sample 4 cm from the waveguide aperture.
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so any distortion in the beam quality (in the form
of the presence of higher order modes) leads to a
cumulative loss of the microwave power and
significant decrease in DNP performance.

To precisely align the output of the mode
converter mirror with the probe inside the NMR
magnet across the room, we utilize two sets of
double 90* miter-bends. Each employs small
gaps between the waveguide pieces connecting
the miter-bends, as shown in Figure 9b. Gener-
ally, gaps in overmoded corrugated waveguides
that are shorter than the i.d. of the guide have
very low transmission loss. This allows us to add
more degrees of freedom during the alignment
process by implementing a "flexible" GHz
transmission line. Evidence for the excellent
coupling into the transmission line from the gy-
rotron and proper alignment of the system is
shown in Figure 9c. The pyroelectric image of
the beam recorded from the bidirectional coupler
(Figure 9a) shows an excellent beam with >90%
Gaussian content. The bidirectional coupler [38]
permits continuous monitoring of the microwave
power either with a calorimeter or a diode. The
output can be fed back into the LabView control
system of the gyrotron to stabilize the power
output via PID control of the electron beam cur-
rent.

The HE,1 mode maintained in the 19 mm
corrugated waveguide, whose cross section is
illustrated in Figure 9d, is accepted by the 460
GHz channel of the probe. The microwave beam
is then focused into a 12.7 mm i.d. tapered
smooth-wall dielectric (Macor) waveguide. After
a 900 miter-bend to direct the radiation up the
bore of the magnet, the beam is further focused
with a tapered corrugated Al waveguide that
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Figure 10. DNP at 700 MHz.
a) enhanced 13 C CPMAS spectrum of 1 M 13C-Urea
in 60/30/10 (d8-glycerol/D 20/H20, 10 mM
TOTAPOL, showing an enhancement of -40. The
spinning frequency is cor/27 = 4.8 kHz, the sample
temperature is 80 K, and the gyrotron output power is
12 W. b) The DNP enhancement as a function of
gyrotron output power. The spinning frequency is
or/27 = 6.7 KHz, sample temperature is 90 K, the

gyrotron cathode potential is 12.1 kV, the microwave
output frequency is 460.5 GHz, and the 'H NMR
frequency is 697.8 MHz.

couples to the -0.6 m long vertical helically corrugated (tapped) 4.6 mm i.d. copper waveguide.
The radiation then reflects off of a final miter-bend at the inverse magic angle, travels through a
short section of corrugated waveguide, and illuminates the sample as shown in Figure 9e. The
beam quality is maintained through these tapers and miter-bends, as can be seen by the >90%
Gaussian content of the experimental beam in Figure 9f.

2.3. Results
Figure lOa shows an enhancement of , = -40 on 13C-Urea dissolved in a 60/30/10 glyc-

erol/D 20/H20 glass forming matrix containing 10 mM of the biradical polarizing agent [39]
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TOTAPOL [40]. As was the case at lower fields,
the enhancements have a strong dependence on
temperature [21]. Thus, we have found that it is
important to operate at temperatures in the 80-85
K range to achieve enhancement values that
agree well with the expected ~ co- scaling of the

cross effect. [29,41-44] The power dependence
shown in Figure 10b, recorded at 6.7 kHz spin-
ning frequency and T = 90 K, reaches -20 en-
hancement with 11 W output power, whereas the
enhancement shown in Figure 10a increases to
-40 by reducing the spinning frequency to 4.8
kHz, cooling the sample to 80 K, and using 12 W
of output power. We note that there is still a lin-
ear dependence of the enhancement on micro-
wave power, as shown in Figure 10b. Thus, fur-
ther increases yB 1 will likely lead to further in-
creases in F.

Finally, it is essential that the system be suf-
ficiently stable to record multidimensional spec-
tra. Figure 11 a shows one bond correlations re-
corded in a 2D fashion with RFDR "C-"C re-
coupling [45], and Figure 1lb employs DARR
mixing for short and long-range contacts [45-
47]. Each of these two-dimensional spectra took
2.6 hours to record. The ability to record these
2D spectra demonstrates the long-term stability
of the DNP instrumentation and spectrometer.
We note that the resolution of the 2D spectrum is
sufficient to assign all of the proline resonances.

2.4. Conclusions and Outlook

Significant DNP enhancements of F = -40
have been demonstrated at a field strength of 16.4

a)
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Figure 11. "C-"C Correlation spectra at 700 MHz.
a) one-bond radio frequency driven recoupling
(RFDR) correlation showing the one-bond cross-peak
assignments. The spinning frequency is o/2x = 9.8
kHz, and the sample temperature is 85 K b) Short and
long-range correlations with dipolar assisted rotary
resonance (DARR) and long-range correlation as-
signments. The spinning frequency is or/2n = 7.8
kHz, and the sample temperature is 85 K.

T (700 MHz for 'H). If the gain in Boltzmann
polarization due to the lower temperature (300 K/85 K = 3.53) is taken into account, then the to-
tal enhancement is F? ~ -140 which is a significant improvement in sensitivity. Thus, these ex-
periments provide a convincing demonstration of the gains that DNP can provide at high mag-
netic fields. At present this is to our knowledge the highest frequency DNP spectrometer in op-
eration, and importantly takes DNP to a regime of considerable significance for studies of bio-
logical samples.

The gyrotron frequency of 460.5 GHz presently irradiates the portion of the nitroxide line-
shape leading to negative enhancements. Typically for CPMAS DNP experiments with nitroxide
radicals, the magnitude of enhancement is smaller on the negative side of the enhancement pro-
file, so we expect still higher magnitude positive enhancements when the NMR field is further
optimized. The strong dependence of the DNP enhancement on microwave power suggests that
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improvements to the microwave transmission line, gyrotron output power, or both, could also
lead to significant improvement in the enhancements.
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3. Structural Dynamics and Transformations of Alanyl-Prolyl-Glycine Inves-
tigated by Low-Temperature MAS NMR

Adapted from references [1-3].

3.1. Introduction

Over the last two decades, magic angle spinning (MAS) NMR has grown into a powerful and
versatile tool for many fields and particularly structural biology [4-18]. Due to multiple ad-
vancements in sample preparation, methodology [10,15,19-33], and labeling strategies [34-40],
the resolution of MAS NMR of biological molecules often approaches that of solution NMR,
thus making possible studies of large molecules and molecular complexes [41]. The inherently
low sensitivity of NMR, therefore, is often the primary factor limiting the amount of structural
information that can be extracted from correlation spectra.

Since the sensitivity of NMR experiment is proportional to magnetization M., which is, in
turn, inversely proportional to absolute temperature M.~1/T [42], low and, particularly, cryo-
genic temperatures provide a means to improve the sensitivity [43]. A further sensitivity gain can
be achieved by combining cryogenic temperatures with gyrotron based dynamic nuclear polari-
zation (DNP) [44].

Additionally, the ability to perform NMR experiments at variable and cryogenic temperatures
provides access to useful information on dynamics [45-54] and a way to study biological proc-
esses by kinetic trapping of intermediate forms [55], as well as permits optimization of experi-
mental conditions for certain experiments characterized by temperature dependent efficiency,
such as correlation experiments aimed at aromatic spins.

At the same time, as the sample temperature decreases, a variety of dynamic and structural
transformation may potentially occur. Knowledge whether any such transformation actually oc-
cur and how they affect the structure of the investigated system is important for relating the low
temperature information to biologically relevant conditions. Isotropic chemical shift is a sensitive
indicator of any structural changes. However, since chemical shift change may reflect on a vari-
ety of processes, including phase transitions, change of internal dynamics, temperature, etc., in-
terpretation of chemical shift changes may not be straightforward.

Additional complications arise from the fact that organic molecules have relatively high
number of internal degrees of freedom and mobility / conformational flexibility. Large size and
flexibility makes it more difficult for the molecule to find the stablest accessible state in case of
phase transitions, thus, often resulting in thermal history effects (hysteresis) and supercooled /
superheated states [45,56-57]. Conformational changes may be part of a phase transition result-
ing in interesting thermodynamic transformations impossible for rigid molecules [56]. On the
other hand, dynamical processes coupled to kinetically controlled first order phase transforma-
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tions may result in the so called dynamically driven nonequilibrium phase transitions [58-61]
continuously occurring within a certain range of thermodynamic parameters resembling, for ex-
ample, a second order phase transition.

For these reasons, investigation of temperature dependent structural and dynamic processes
may necessitate to combine several NMR approaches with complimentary data provided by other
techniques, such as dynamic scanning calorimetry (DSC) and X-ray. Here, we combine 13 C and
15N cross-polarization (CP) MAS NMR, 13C MAS NMR, spin-lattice relaxation data, adiabatic
calorimetry and X-ray. We apply these techniques to analyze the various phenomena observed in
13 C CP MAS NMR spectra of APG tripeptide (which has a published crystal structure [17] and
assigned MAS NMR spectra [17,62]) and to understand the underline temperature dependent
structural changes.

3.2. Experimental Procedures

3.2.1. Sample preparation

Uniformly 13c 1N-labeled Alanyl-prolyl-glycine (APG) was diluted to 10 % with the corre-
sponding natural abundance tripeptide by dissolving the two compounds in a minimal amount of
water. The solubility was - 45 g/l. The sample was then slowly crystallized in a desiccator with
ethylene glycol desiccant. Crystals formed within one week. All NMR data was collected on this
10 % sample, unless noted otherwise. Natural abundance APG was recrystallized following the
same protocol. Both crystalline samples were then grounded and center-packed into 4 mm Revo-
lution NMR zirconia rotors using Kel-F spacers. One of the spacers contained a KBr filled cavity
for magic angle adjustments following the approach of Thurber et. al. [63]. Additionally, both
drive tips and end caps were cryosealed with low-temperature epoxy for cryogenic experiments
as described elsewhere [17].

3.2.2. Instrumentation

Solid State NMR spectra were recorded using a custom designed triple resonance (1H, I3C,
1sN) cryogenic magic angle spinning (MAS) NMR probe equipped with a cryogenic sample ex-
change system [64] on a custom built solid state NMR (SSNMR) spectrometer operating at 380
MHz IH frequency (courtesy of D. J. Ruben).

Liquid nitrogen boil-off gas was used for both bearing and drive gas streams, and the spin-
ning frequency of 4.83 kHz for all experiments was controlled by a Bruker MAS controller (Bil-
lerica, MA). Both bearing and drive streams were cooled using a custom-built heat exchanger
[64], and the temperature was subsequently controlled using heating elements inside vacuum
jacketed transfer lines two PID controllers (Lakeshore, Westerville, OH). The temperature inside
the MAS stator was monitored using a fiber optic temperature sensor (Neoptix, Quebec, Can-
ada).

A precision automatic adiabatic calorimeter (BCT-3) was used to measure heat capacity over
the temperature range of 6 K < T< 350 K. The design and operation of an adiabatic calorimeter
and experimental protocols are described in detail elsewhere [1,65-66].
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Figure 12. Temperature dependent 3C CP MAS NMR spectra of 10%-U-' 3 C,'"N-APG.
This series was acquired starting from the lowest temperature and moving in the heating direction. Acquisi-
tion parameters: appropriate recycle delay, 30 ps dwell time, 2048 points, 32 scans, and two-pulse phase
modulation (TPPM) 1H decoupling (w(H)/2Tr = 83 kHz).

X-ray data was collected using a Siemens three-circle Platform diffractometer and PANalyti-
cal X'Pert Pro multipurpose diffractometer equipped with Oxford Cryosystems PheniX cryostat.
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3.2.3. Data processing

All NMR data was processed using
NMRPipe and NMRDraw software [67], Micro-
softTM Excel@, CurveExpert Professional
(http://www.curveexpert.net/), and a set of cus-
tom shell scripts.

3.3. Results and Discussion
Figure 13 shows a sample 1 C CP MAS

NMR spectrum indicating previously published
assignments [17,62]. Note that with properly ad-
justed magic angle and experimental parameters,
J-splitting can be observed on two out of three
carbonyl lines. Also the linewidth is in general
reasonable compared to room temperature spectra [2]

J-splitting
Go - A/Pa Ga P AO

182 177 172 65 55 45 35 25 15
13C Shift (ppm)

I.

gure 13. 3C CP MAS NMR
C,N-APG at 78 K.

spectrum of 10%-U-

a) T<2 30K

b) T= 230 K

c) T>230K

177 172 65 55 45 35 25 15
13C Shift (ppm)

Figure 14. Aligned temperature dependent 13C CP MAS NMR spectra of 10%-U-'C,'5N-APG.
All spectra are shifted according to Figure 15 relative to the spectrum at 78 K. The color code is
the same as in Figure 12, except for the spectrum at 230 K, which is black (b). Color spectra at
the top (a) and bottom (c) correspond to T < 230 K and T > 230 K, respectively.
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Figure 15. Temperature dependence
tropic chemical shift in APG.

of Gly-Co iso-

change in spectral features observed between 217 K and 248 K, with pronounced changes in the
chemical shift of several peaks. This observation
phase transition in this temperature range. Third,
the overall spectral intensity does not follow ex-
pected oc 1/ T law; rather, at intermediate tem-
peratures, it is lower then that above 248 K and
goes through two local minima, one around 117
K and another one around 178 K. This behavior
is attributed to inefficient CP and decoupling
caused by short T1, of methyl (CH 3) and ammo-
nium (NH 3+) protons due to interference between
the spin-lock field and three-fold hopping of
these groups. Finally, there is a gradual change
of chemical shifts of all peaks with temperature.
These features are discussed in detail in the fol-
lowing sections.

3.3.1. Temperature dependent shift

Gradual drift of chemical shift with tempera-
ture is not associated with any specific structural
change, and it is convenient to remove it by
aligning the spectra, so that other effects are eas-
ier to observe. Aligned stack plot of variable
temperature 13C CP MAS NMR spectra is shown
in Figure 14. All spectra were shifted, so that the
Gly-Co lines are aligned to its position at 78 K,
according to Figure 15. The rest of the lines are
aligned well too, indicating that the temperature
dependent shift is virtually the same for all sites.

suggests possible existence of a first-order

243 K

242 K

241 K

240 K

239 K

238 K

235 K

230 K

60 40 20

13C Chemical Shift (ppm)

Figure 16. Aliphatic region of 1
3 C CP MAS NMR

spectra of l0%-U-1 3 C,1 5N-APG around the polymor-
phic phase transition region collected in the heating
direction.
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Figure 12, showing a stack plot of variable
temperature 13C CP MAS NMR spectra collected
starting from the lowest temperature up, reveals
several temperature related spectral changes.
First, the linewidth of the Ala-Cp peak
(a ~ 18 ppm) shows a strong dependence on
sample temperature. Between 108 K and 138 K
it is broadened beyond detection limit, while at
lower temperatures it starts to narrow again to
approach a linewidth of 84 Hz (0.88 ppm)
FWHM at 78 K being relatively close to the
room temperature value of 68 Hz (including
1 3C-' 3 C J-coupling). This broadening is attrib-
uted to interference between the decoupling field
and the three-fold methyl group reorientation,
rendering decoupling ineffective in that certain
temperature regime. Second, there is an abrupt



All spectra in Figure 14 are fur-
ther grouped in to three tempera-
ture ranges corresponding to T =
230 K, T > 230 K, and T < 230 K.

3.3.2. Polymorphic phase
transition

In Figure 14b, several peaks
are doubled, and the spectrum ap-
pears to be a superposition of
Figure 14a and 14c, indicating a
structural transformation between
two forms. In a separate series of
experiments, additional spectra
were collected around this transi-
tion region (Figure 16), revealing
concomitant peak intensity de- Figure 17. Crystal structure of APG.
crease in one set and increase in Black, gray, and green balls indicate carbons strongly, moderately and
the other set. Note, that while in- lightly affected, respectively, as evidenced by Figure 14b [17].

tensities of the two sets are comparable at 230 K in Figure 14, this point is shifted to about 239 K
in Figure 16. Furthermore, in additional series of spectra, collected by going in the opposite di-
rection from the highest temperature down (data not shown), the transition point was observed at
substantially lower temperature below 200 K, thus indicating strong thermal hysteresis. Interest-
ingly, Figure 14b indicates that while some sites are strongly affected by the transition, others are
barely affected, as illustrated with
black (largest effect), gray (medium
effect), and green (smallest effect)
balls in Figure 17.

To further investigate the nature
of this transformation, the sample
was studied using precision adiabatic
calorimetry in the range of 6 K - 300
K, with all experiments conducted in
the heating direction. While no
anomalies in heat capacity were ob-
served below 200 K (data not
shown), a strong first order phase
transition was observed between 254
K and 262 K (solid red trace in Fig-
ure 18). Additionally, to verify the
supercooling phenomenon, the sam-
ple was cooled from room tempera-
ture to 220 K, and heat capacity was
measured again in the range of 220 K
- 290 K (dashed blue trace in Figure

S5

- 4

CL

0 3

2
.0
0

200 220 240 260 280 300

T, K

Figure 18. Isobaric heat capacity of APG.
Solid red line and dashed blue line represent data obtained after
cooling the sample down to 80 K and 220 K, respectively. The
latter indicates supercooling of the high temperature phase.
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18). The figure clearly indicates no phase
transition in the latter experiment.

Although the temperatures of the phase
transition determined by NMR and calo-
rimetry are slightly different, we attribute the
same physical effect to account for both ob-
servations, with several factors may be re-
sponsible for the observed discrepancy. On
the one hand, in the case of MAS NMR,
sample temperature cannot be measured di- Figure 19. Photographs showing a single crystal of APG
rectly due to fast mechanical spinning of the at 208 K (left) and 207 K (right).
sample. Instead, temperature of the surround-
ing environment in as close proximity to the sample as possible is monitored. This measurement
may be slightly inaccurate due to frictional and RF induced heating. Furthermore, temperature
measurement approach used in precision calorimetry is substantially more precise compared to
regular NMR experiments. On the other hand, the two physical methods employ different sample
environments, when probing for the phase transition, involving, for example, different tempera-
ture ramping speeds or additional pressure induced by high frequency spinning. Such experimen-
tal parameters may significantly alter observed phase transition temperature, particularly in the
case of nonequilibrium process.

In order to determine temperature dependent changes in the crystal structure, X-ray diffrac-
tion (XRD) studies were conducted using single crystal and powdered samples. Both single crys-
tal and powder measurement confirmed P21212) space group for the high temperature crystal
phase and unit cell with parameters a = 6.801 A, b = 11.830A, and c = 16.080A [17]. Single
crystal studies of the low temperature phase were not possible, as crystals shattered below 210 K
as illustrate in Figure 19. Thus, supercooling of the high temperature phase was observed in
XRD too.

Only powder XRD could be applied to the low temperature phase, which also confirmed that
high temperature phase could be supercooled down to 210 K, whereas both phases coexisted
down to 190 K. It is noteworthy that during the first cooling-heating cycle, the powder diffrac-
trogram showed significant peak broadening and the initial linewidth obtained from the freshly
crystallized sample could not be recovered. This observation is attributed to microfracturing of
powder crystallites induced by lattice parameter change occurring at the phase transition. During
following temperature cycling through the phase transition no significant change in linewidth
was observed, and the obtained diffractrogram was consisted with a Pnam space group with unit
cell parameters a = 14.681 A, b = 12.058 A, and c = 6.977 A. However, later we realized that
Pnam space group implies 8 molecules per unit cell as opposed to P2 12121, which has 4 mole-
cules per unit cell. Since the volume of the new unit cell is smaller than the volume of the high
temperature cell, the findings of XRD for the low temperature phase appear questionable and
additional investigation is necessary to resolve this problem.

3.3.3. Low temperature dynamics

Solid state NMR intimately relies on the ability to coherently average and recouple strong di-
polar interactions. Partial loss of coherent control over spin dynamics due to local motion is a
common source of attenuated or completely lost peaks in the NMR spectrum. Figure 22 shows
temperature dependence of integrated intensity of Ala-Cp. The overall intensity decrease with
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temperature due to decrease of Boltzmann polarization.
At the same time, the peak cannot be observed between *
110 K and 140 K, and there is apparently a second region,
in which the peak is attenuated at higher temperatures
around 180 K.

It is convenient to remove the contribution to signal
loss that is due to loss of Boltzmann polarization by mul-
tiplying the intensity of each peak with the corresponding
temperature, as shown in Figure 23 for Ala-Cp, Pro-Ca,
and Gly-Co. Clearly, there are two temperature regions, in
which all peaks are strongly attenuated, while Ala-Cp is
unobservable in the middle of the first region. Disappear- Figure 20. Fragment of crystal structure of
ance of methyl carbon from 13 C MAS NMR spectrum is APG showing five methyl groups (green

often caused by interference between IH decoupling and
three-fold hops of the methyl protons about the C3 sym-
metry axis of the methyl group [47,68-72]. To verify that
inefficient decoupling in fact takes place, we also col-
lected a series of directly excited 3 C MAS NMR spectra
similar to those in Figure 12 (not shown).

Figure 24 shows temperature dependence of inte- 0
grated intensities of Ala-Cp, Pro-Ca, and Gly-Co in di-
rectly excited 3 C MAS NMR spectra corrected for loss of
Boltzmann polarization. Ala-Cp is still unobservable in
the first region, strongly supporting the hypothesis of in-
efficient 'H decoupling. The other sites are still attenuated Figure 21. Fragment of crystal structure of
in the first region too, although to a smaller extent. These APG showing six oxygen nuclei (red balls)
observations can be explained as follows. CP MAS ex- located within 3.5 A of Ala-N (blue ball).

periment involves transfer of polarization via coherent
recoupling of heteronuclear 'H- 3C dipolar interaction, followed by detection of 13 C signal in the
presence of "coherent" heteronuclear decoupling. When a local motion renders dipolar decoup-
ling inefficient, it interferes with coherent con-
trol of the 'H spins and, therefore, should also 40
affect recoupling process. When 'H spins are
spin-locked during the CP stage, spin-lock fails 30
for protons of the methyl group, causing short i

longitudinal relaxation time in the rotating 2
frame. Methyl protons, thus, become an efficient 20
polarization sink for the entire molecule thanks .

to rapid proton spin diffusion and the combina- C 10
tion of intra- and inter-molecular contacts (Fig-
ure 20). In the case of direct 13C excitation, the 0
transfer stage is removed. The fact that other 70 120 170 220 270
carbon sites are still attenuated means that they T (K)
are also affected by methyl protons, though to a
smaller extent due to the larger distance. There-
fore, signal attenuation observed in the CP MAS Figure 22. Temperature dependence of integrated

intensity of Ala-Cp.
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experiments should be due to both less efficient
transfer stage and inefficient decoupling. It is
noteworthy that the second signal depression is
essentially absent from the direct excitation spec-
trum, indicating that it should be dominated by the
inefficient CP transfer stage.

We should also note that signal intensity in
Figure 24 gradually decrease with temperature
after the first deep is passed. This decrease can be
attributed to the fact that in our experiments the
entire sample chamber was cooled, including the
sample coil. As the coil becomes colder, its resis-
tance decreases and the quality factor of the circuit
increases, leading to correspondent increase in the
detected signal amplitude.

Additionally, the low temperature intensity in
Figure 23 is slightly lower than the high tempera-
ture intensity. This difference is attributed to in-
complete recovery of Zeeman magnetization at
low temperatures due to relatively shorter recycle
delay.

While methyl group hopping causes the first
(low temperature) signal depression, the second
one may be caused by similar phenomenon in-
volving the ammonium group. Indeed, 15N CP
MAS NMR experiments confirmed this hypothe-
sis as shown in Figure 25, in which Ala-N trace is
overlaid on 1C traces.

It worth pointing out that ammonium group
reaches NMR relevant hopping rates at higher
temperatures. This order should be expected:
while methyl is a neutral apolar group, ammonium
group is charged, polar, and can readily form hy-
drogen bonds. Ala-N site also has six neighboring

40
-- Ala-Cp

30 
- Pra-CyU) -.uPro-Cy

20 Pro-CP

10 - Pro-Ca

0
70 120 170 220

T(K)

Figure 26. 1H spin-lattice relaxation times measured
via indirect detection of '3C signal after CP transfer.
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Figure 25. Same as Figure 23, with 5N CP MAS
NMR trace for Ala-N.
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Figure 27. 13C spin-lattice relaxation times. Figure 28. "C and 'H spin-lattice relaxation times for Ala-
Cp overlaid on top of its intensity trace. See details in text.

oxygen atoms (Figure 21), of which four are partially charged sites from terminal carboxyl
groups. Thus, the hopping barrier for the ammonium group should be higher and more complex
than the hopping barrier for the methyl group.

Another interesting observation is that spin-lattice relaxation times of 1H (Figure 26) and 13C
(Figure 27) rapidly drop in the vicinity of the low temperature signal depression as illustrated in
Figure 28, in which 1H and 13C spin-lattice relaxation times for Ala-Cp are overlaid on top of its
intensity trace (missing T, points around 120 K were obtained by correlating the data on either
side of the region with the average for the rest of sites following by interpolation).

3.3.4. Activation energy of methyl group reorientation

The threefold methyl hopping resembles a temperature activated process and, thus, usually
obeys the Arrhenius's law. Furthermore, following a simple spectral density approach to couple
the correlation time of the reorientation process to the typical timescale of the interference caus-
ing the relaxation the following relation can be derived [43]:

A- exp Ea) exp Ea

A chom c 'CkT 0 B

m 1+ OC2rC2+cc22E. xp( a ICx 2Ea
kBT kBT

we can be linked in first order to the rate of the interfering motion. However, since oscillating
interactions due to MAS couple to the 'H decoupling field the exact magnitude of w, is un-
known. Nevertheless an accurate value for the energy barrier of the hopping process can be ob-
tained, since wc only affects r, and the absolute amplitude but not the temperature dependence

directly.
Analysis based on this equation, involves investigation of temperature dependent homogene-

ous broadening of the affected spin, in this case Ala-Cp. However, the half width at half maxi-
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mum (HWHM) of the Ala-Cp line contains not
only homogeneous contribution, but also contri-
butions from site inhomogeneity and J-coupling.
Therefore the spin relaxation time T2 was de-
termined by measuring the amplitude of Hahn
echo as a function of refocusing period, while a
selective Gaussian pulse was used to refocus J-
coupling. At temperatures between 95 and
140 K no spin echo could be recorded even with
the shortest possible rotor-synchronized evolu-
tion period, and the inverse of HWHM of the
Ala-Cp was used as T2, where the signal could
be detected. The resulting full width at half
maximum (FWHM) of the Ala-Cp line as a
function of temperature is shown in Figure 29.
The fit, also shown in the figure, yielded activa-
tion energy of 10.9 kJ/mol, which is in excellent
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Figure 29. Homogeneous linewidth (FWHM) of the
Ala-Cp resonance in uniformly 13C, 1

5N-labeled APG.
The dashed line represents a fit using a spectral den-
sity approach to transverse relaxation caused by inter-
ference of the temperature-activated three-fold methyl
group hopping with the 'H decoupling.

agreement with experimentally obtained reorientation barriers in Ala-Ala dipeptides.

61

0



References
[1] Markin, A. V.; Markhasin, E.; Sologubov, S. S.; Smirnova, N. N.; Griffin, R. G. Standard

Thermodynamic Functions of Tripeptides N-formyl-Met-Pro-Phe-OH and N-formyl-Met-
Pro-Phe-OMe.

[2] Ni, Q. Z.; Corzilius, B.; Markhasin, E.; Barnes, A. B.; Ong, T.-C.; Andreas, L. B.;
Markin, A. V.; Smirnova, N. N.; Griffin, R. G. Structural Dynamics and Transformations
of Alanyl-prolyl-glycine inves-tigated by low-temperature MAS NMR.

[3] Ni, Q. Z.; Daviso, E.; Can, T. V.; Markhasin, E.; Jawla, S. K.; Swager, T. M.; Temkin, R.
J.; Herzfeld, J.; Griffin, R. G. High Frequency Dynamic Nuclear Polarization. Acc. Chem.
Res., Ahead of Print. DOI: 10.1021/ar300348n

[4] Renault, M.; Cukkemane, A.; Baldus, M. Solid-State NMR Spectroscopy on Complex
Biomolecules. Angew. Chem., Int. Ed. 2010, 49, 8346. DOI: 10.1002/anie.201002823

[5] Lesage, A. Recent advances in solid-state NMR spectroscopy of spin I = 1/2 nuclei. Phys.
Chem. Chem. Phys. 2009, 11, 6876. DOI: 10.1039/b907733m

[6] Andronesi, 0. C.; von Bergen, M.; Biernat, J.; Seidel, K.; Griesinger, C.; Mandelkow, E.;
Baldus, M. Characterization of Alzheimer's-like Paired Helical Filaments from the Core
Domain of Tau Protein Using Solid-State NMR Spectroscopy. J. Am. Chem. Soc. 2008,
130, 5922. DOI: 10.1021/ja7100517

[7] Etzkorn, M.; Boeckmann, A.; Lange, A.; Baldus, M. Probing Molecular Interfaces Using
2D Magic-Angle-Spinning NMR on Protein Mixtures with Different Uniform Labeling.
J. Am. Chem. Soc. 2004, 126, 14746. DOI: 10.1021/ja0479181

[8] Lange, A.; Becker, S.; Seidel, K.; Giller, K.; Pongs, 0.; Baldus, M. A concept for rapid
protein-structure determination by solid-state NMR spectroscopy. Angew. Chem., Int. Ed
2005, 44, 2089. DOI: 10.1002/anie.200462516

[9] Cady, S. D.; Schmidt-Rohr, K.; Wang, J.; Soto, C. S.; De Grado, W. F.; Hong, M. Struc-
ture of the amantadine binding site of influenza M2 proton channels in lipid bilayers. Na-
ture 2010, 463, 689. DOI: 10.1038/nature08722

[10] Griffin, R. G. Dipolar recoupling in MAS spectra of biological solids. Nat. Struct. Biol.
1998, 5, 508. DOI: 10.1038/749

[11] Mak-Jurkauskas, M. L.; Bajaj, V. S.; Hornstein, M. K.; Belenky, M.; Griffin, R. G.;
Herzfeld, J. Energy transformations early in the bacteriorhodopsin photocycle revealed
by DNP-enhanced solid-state NMR. Proc. Natl. Acad. Sci. U.S.A. 2008, 105, 883. DOI:
10. 1073/pnas.0706156105

[12] Castellani, F.; van Rossum, B.-J.; Diehl, A.; Rehbein, K.; Oschkinat, H. Determination of
solid-state NMR structures of proteins by means of three-dimensional 15N-13C-13C di-
polar correlation spectroscopy and chemical shift analysis. Biochemistry 2003, 42, 11476.
DOI: 10.1021/bi034903r S0006-2960(03)04903-1

[13] Hong, M.; Su, Y. Structure and dynamics of cationic membrane peptides and proteins:
insights from solid-state NMR. Protein Sci. 2011, 20, 641. DOI: 10.1002/pro.600

62



[14] Brown, S. P.; Spiess, H. W. Advanced solid-state NMR methods for the elucidation of
structure and dynamics of molecular, macromolecular, and supramolecular systems.
Chem. Rev. 2001, 101, 4125. DOI: 10.1021/cr990132e

[15] Ladizhansky, V. Dipolar-Based Torsion Angle Measurements for Protein Structure De-
termination. In Encyclopedia of Magnetic Resonance; John Wiley & Sons, Ltd: 2007.
DOI: 10.1002/9780470034590.emrstml 153

[16] De Paepe, G.; Lewandowski, J. R.; Loquet, A.; Boeckmann, A.; Griffin, R. G. Proton as-
sisted recoupling and protein structure determination. J. Chem. Phys. 2008, 129,
245101/1. DOI: 10.1063/1.3036928

[17] Barnes, A. B.; Andreas, L. B.; Huber, M.; Ramachandran, R.; van der Wel, P. C. A.;
Veshtort, M.; Griffin, R. G.; Mehta, M. A. High-resolution solid-state NMR structure of
Alanyl-Prolyl-Glycine. J. Magn. Reson. 2009, 200, 95. DOI: 10.1016/j.jmr.2009.06.009

[18] Van der Wel, P. C. A.; Lewandowski, J. R.; Griffin, R. G. Solid-State NMR Study of
Amyloid Nanocrystals and Fibrils Formed by the Peptide GNNQQNY from Yeast Prion
Protein Sup35p. J. Am. Chem. Soc. 2007, 129, 5117. DOI: 10.1021/ja068633m

[19] Brinkmann, A. Dipolar recoupling in magic-angle-spinning nuclear magnetic resonance.
Ph.D. Thesis, Stockholms Universitet, 2001.
http://search.proquest.com/docview/304780453/

[20] De Paepe, G. Dipolar recoupling in magic angle spinning solid-state nuclear magnetic
resonance. Annu. Rev. Phys. Chem. 2012, 63, 661. DOI: 10.1146/annurev-physchem-
032511-143726

[21] Rienstra, C. M. Magic-angle spinning recoupling techniques for distance determinations
among spin- 1/2 nuclei in solid peptides and proteins. NMR Spectrosc. Biol. Solids 2006,
1. DOI: 10.1201/9781420027617.chl

[22] Schnell, I. Dipolar recoupling in fast-MAS solid-state NMR spectroscopy. Prog. Nucl.
Magn. Reson. Spectrosc. 2004, 45, 145. DOI: 10. 1016/j.pnmrs.2004.06.003

[23] Ernst, M.; Meier, B. H. Adiabatic Polarization-Transfer Methods in MAS Spectroscopy.
In Encyclopedia of Magnetic Resonance; John Wiley & Sons, Ltd: 2007. DOI:
10.1002/9780470034590.emrstm0o4.pub2

[24] Bjerring, M.; Rasmussen, J. T.; Krogshave, R. S.; Nielsen, N. C. Heteronuclear coher-
ence transfer in solid-state nuclear magnetic resonance using a gamma -encoded trans-
ferred echo experiment. J. Chem. Phys. 2003, 119, 8916. DOI: 10.1063/1.1613933

[25] Ernst, M. Heteronuclear spin decoupling in solid-state NMR under magic-angle sample
spinning. J. Magn. Reson. 2003, 162, 1. DOI: 10.1016/S 1090-7807(03)00074-0

[26] Mithu, V. S.; Pratihar, S.; Paul, S.; Madhu, P. K. Efficiency of heteronuclear dipolar de-
coupling schemes in solid-state NMR: Investigation of effective transverse relaxation
times. J. Magn. Reson. 2012, 220, 8. DOI: 10.1016/j.jmr.2012.04.005

[27] Mithu, V. S.; Paul, S.; Kurur, N. D.; Madhu, P. K. Heteronuclear dipolar decoupling in
solid-state nuclear magnetic resonance under ultra-high magic-angle spinning. J. Magn.
Reson. 2011, 209, 359. DOI: 10.1016/j.jmr.2011.01.028

63



[28] Brinkmann, A.; Levitt, M. H. Symmetry principles in the nuclear magnetic resonance of
spinning solids. Heteronuclear recoupling by generalized Hartmann-Hahn sequences. J.
Chem. Phys. 2001, 115, 357. DOI: 10.1063/1.1377031

[29] Carravetta, M.; Eden, M.; Zhao, X.; Brinkmann, A.; Levitt, M. H. Symmetry principles
for the design of radiofrequency pulse sequences in the nuclear magnetic resonance of ro-
tating solids. Chem. Phys. Lett. 2000, 321, 205. DOI: 10.1016/s0009-2614(00)00340-7

[30] Levitt, M. H. Symmetry-based pulse sequences in magic-angle spinning solid-state NMR.
In Encyclopedia of Magnetic Resonance; Grant, D. M., Harris, R. K., Eds.; Wiley: 2002;
Vol. 9, p 165. DOI: 10.1002/9780470034590.emrstmO551

[31] van Beek, J. D.; Carravetta, M.; Antonioli, G. C.; Levitt, M. H. Spherical tensor analysis
of nuclear magnetic resonance signals. J. Chem. Phys. 2005, 122, 244510/1. DOI:
10.1063/1.1943947

[32] Zhao, X.; Hoffbauer, W.; Schmedt auf der Gunne, J.; Levitt, M. H. Heteronuclear polari-
zation transfer by symmetry-based recoupling sequences in solid-state NMR. Solid State
Nucl. Magn. Reson. 2004, 26, 57. DOI: 10.1016/j.ssnmr.2003.11.001

[33] Drobny, G. P.; Long, J. R.; Karlsson, T.; Shaw, W.; Popham, J.; Oyler, N.; Bower, P.;
Stringer, J.; Gregory, D.; Mehta, M.; Stayton, P. S. Structural studies of biomaterials us-
ing double-quantum solid-state NMR spectroscopy. Annu. Rev. Phys. Chem. 2003, 54,
531. DOI: 10.1 146/annurev.physchem.54.011002.103903

[34] LeMaster, D. M.; Kushlan, D. M. Dynamical Mapping of E. coli Thioredoxin via 13C
NMR Relaxation Analysis. J. Am. Chem. Soc. 1996, 118, 9255. DOI: 10.1021/ja960877r

[35] Hong, M. Determination of Multiple <p-Torsion Angles in Proteins by Selective and Ex-
tensive 13C Labeling and Two-Dimensional Solid-State NMR. J. Magn. Reson. 1999,
139, 389. DOI: 10.1006/jmre.1999.1805

[36] Castellani, F.; van Rossum, B.; Diehl, A.; Schubert, M.; Rehbein, K.; Oschkinat, H.
Structure of a protein determined by solid-state magic-angle-spinning NMR spectros-
copy. Nature 2002, 420, 98. DOI: 10.1038/nature0 1070

[37] Ellman, J. A.; Volkman, B. F.; Mendel, D.; Schulz, P. G.; Wemmer, D. E. Site-specific
isotopic labeling of proteins for NMR studies. J. Am. Chem. Soc. 1992, 114, 7959. DOI:
10.1021/ja00046a080

[38] Samuel-Landtiser, M.; Zachariah, C.; Williams, C. R.; Edison, A. S.; Long, J. R. Incorpo-
ration of Isotopically Enriched Amino Acids. In Current Protocols in Protein Science;
John Wiley & Sons, Inc.: 2001. DOI: 10.1002/0471140864.ps2603s47

[39] Jones, D. H.; Cellitti, S. E.; Hao, X.; Zhang, Q.; Jahnz, M.; Summerer, D.; Schultz, P. G.;
Uno, T.; Geierstanger, B. H. Site-specific labeling of proteins with NMR-active unnatural
amino acids. J. Biomol. NMR 2010, 46, 89. DOI: 10.1007/s10858-009-9365-4

[40] Davis, L.; Chin, J. W. Designer proteins: applications of genetic code expansion in cell
biology. Nat. Rev. Mol. CellBiol. 2012, 13, 168. DOI: 10.1038/nrm3286

[41] Loquet, A.; Habenstein, B.; Lange, A. Structural Investigations of Molecular Machines
by Solid-State NMR. Acc. Chem. Res., Ahead of Print. DOI: 10.1021/ar300320p

64



[42] Abragam, A. The principles of nuclear magnetism; Clarendon Press: Oxford, 1961.

[43] Concistre, M.; Johannessen, 0. G.; Carignani, E.; Geppi, M.; Levitt, M. H. Magic-Angle
Spinning NMR of Cold Samples. Acc. Chem. Res., Ahead of Print. DOI:
10.1021/ar300323c

[44] Griffin, R. G.; Prisner, T. F. High field dynamic nuclear polarization-the renaissance.
Phys. Chem. Chem. Phys. 2010, 12, 5737. DOI: 10.1039/c0cp90019b

[45] Bajaj, V. S.; van der Wel, P. C. A.; Griffin, R. G. Observation of a Low-Temperature,
Dynamically Driven Structural Transition in a Polypeptide by Solid-State NMR Spec-
troscopy. J. Am. Chem. Soc. 2009,131, 118. DOI: 10.1021/ja8045926

[46] Carignani, E.; Borsacchi, S.; Geppi, M. Dynamics by Solid-State NMR: Detailed Study
of Ibuprofen Na Salt and Comparison with Ibuprofen. J. Phys. Chem. A 2011, 115, 8783.
DOI: 10.1021/jp202650n

[47] Godoy-Ruiz, R.; Guo, C.; Tugarinov, V. Alanine Methyl Groups as NMR Probes of Mo-
lecular Structure and Dynamics in High-Molecular-Weight Proteins. J. Am. Chem. Soc.
2010, 132, 18340. DOI: 10.1021/ja1083656

[48] Reif, B. Deuterated Peptides and Proteins: Structure and Dynamics Studies by MAS
Solid-state NMR. In Encyclopedia of Magnetic Resonance; John Wiley & Sons, Ltd:
2007. DOI: 10.1002/9780470034590.emrstml080

[49] Torchia, D. A. Dynamics of biomolecules from picoseconds to seconds at atomic resolu-
tion. J. Magn. Reson. 2011, 212, 1. DOI: 10.10 16/j.jmr.2011.07.0 10

[50] Vugmeyster, L.; Ostrovsky, D.; Ford, J. J.; Burton, S. D.; Lipton, A. S.; Hoatson, G. L.;
Vold, R. L. Probing the Dynamics of a Protein Hydrophobic Core by Deuteron Solid-
State Nuclear Magnetic Resonance Spectroscopy. J. Am. Chem. Soc. 2009, 131, 13651.
DOI: 10.1021/ja902977u

[51] Vugmeyster, L.; Ostrovsky, D.; Khadjinova, A.; Ellden, J.; Hoatson, G. L.; Vold, R. L.
Slow Motions in the Hydrophobic Core of Chicken Villin Headpiece Subdomain and
Their Contributions to Configurational Entropy and Heat Capacity from Solid-State Deu-
teron NMR Measurements. Biochemistry 2011, 50, 10637. DOI: 10.1021/bi201515b

[52] Vugmeyster, L.; Ostrovsky, D.; Penland, K.; Hoatson, G. L.; Vold, R. L. Glassy Dynam-
ics of Protein Methyl Groups Revealed by Deuteron NMR. J. Phys. Chem. B 2013, 117,
1051. DOI: 10.1021/jp3llll2j

[53] Xue, Y.; Pavlova, M. S.; Ryabov, Y. E.; Reif, B.; Skrynnikov, N. R. Methyl Rotation
Barriers in Proteins from 2H Relaxation Data. Implications for Protein Structure. J. Am.
Chem. Soc. 2007, 129, 6827. DOI: 10.1021/ja0702061

[54] Latanowicz, L. NMR relaxation study of methyl groups in solids from low to high tem-
peratures. Concepts Magn. Reson., Part A 2005, 27A, 38. DOI: 10.1002/cmr.a.20040

[55] Bajaj, V. S.; Mak-Jurkauskas, M. L.; Belenky, M.; Herzfeld, J.; Griffin, R. G. Functional
and shunt states of bacteriorhodopsin resolved by 250 GHz dynamic nuclear polarization-
enhanced solid-state NMR. Proc. Natl. Acad. Sci. U.S.A. 2009, 106, 9244. DOI:
10.1073/pnas.0900908106

65



[56] Schmidt, A.; Kababya, S.; Appel, M.; Khatib, S.; Botoshansky, M.; Eichen, Y. Measuring
the Temperature Width of a First-Order Single Crystal to Single Crystal Phase Transition
Using Solid-State NMR: Application to the Polymorphism of 2-(2,4-Dinitrobenzyl)-3-
methylpyridine. J. Am. Chem. Soc. 1999, 121, 11291. DOI: 10.1021/ja991204m

[57] Odin, C. NMR studies of phase transitions. Annu. Rep. NMR Spectrosc. 2006, 59, 117.
DOI: 10.1016/s0066-4103(06)59003-9

[58] Plohr, J. N.; Clements, B. E.; Addessio, F. L. Dynamically driven phase transformations
in heterogeneous materials. II. Applications including damage. J. Appl. Phys. 2006, 100,
123521/1. DOI: 10.1063/1.2398327

[59] Clements, B. E.; Plohr, J. N.; Addessio, F. L. Dynamically driven phase transformations
in heterogeneous materials. I. Theory and microstructure considerations. J. Appl. Phys.
2006, 100, 123520/1. DOI: 10.1063/1.2398284

[60] Plohr, J. N.; Clements, B. E.; Addessio, F. L. Dynamically driven phase transformations
in damaged composite materials. AIP Conf Proc. 2006, 845, 266

[61] Bastea, M.; Bastea, S.; Emig, J. A.; Springer, P. T.; Reisman, D. B. Kinetics of propagat-
ing phase transformation in compressed bismuth. Phys. Rev. B: Condens. Matter Mater.
Phys. 2005, 71, 180101/1. DOI: 10.1103/PhysRevB.71.180101

[62] Barnes, A. B.; Corzilius, B.; Mak-Jurkauskas, M. L.; Andreas, L. B.; Bajaj, V. S.; Ma-
tsuki, Y.; Belenky, M. L.; Lugtenburg, J.; Sirigiri, J. R.; Temkin, R. J.; Herzfeld, J.; Grif-
fin, R. G. Resolution and polarization distribution in cryogenic DNP/MAS experiments.
Phys. Chem. Chem. Phys. 2010, 12, 5861. DOI: 10.1039/c003763j

[63] Thurber, K. R.; Tycko, R. Measurement of sample temperatures under magic-angle spin-
ning from the chemical shift and spin-lattice relaxation rate of 79Br in KBr powder. J.
Magn. Reson. 2009, 196, 84. DOI: 10.1016/j.jmr.2008.09.019

[64] Barnes, A. B.; Mak-Jurkauskas, M. L.; Matsuki, Y.; Bajaj, V. S.; van der Wel, P. C. A.;
De Rocher, R.; Bryant, J.; Sirigiri, J. R.; Temkin, R. J.; Lugtenburg, J.; Herzfeld, J.; Grif-
fin, R. G. Cryogenic sample exchange NMR probe for magic angle spinning dynamic nu-
clear polarization. J. Magn. Reson. 2009, 198, 261. DOI: 10.10 16/j.jmr.2009.03.003

[65] Varushchenko, R. M.; Druzhinina, A. I.; Sorkin, E. L. Low-temperature heat capacity of
1-bromoperfluorooctane. J. Chem. Thermodyn. 1997, 29, 623. DOI:
10. 1006/jcht. 1996.0173

[66] Malyshev, V. M.; Mil'ner, G. A.; Sorokin, E. L.; Shibakin, V. F. Automatic low-
temperature calorimeter. Instrum. Exp. Technol. 1985, 195

[67] Delaglio, F.; Grzesiek, S.; Vuister, G. W.; Zhu, G.; Pfeifer, J.; Bax, A. NMRPipe: a mul-
tidimensional spectral processing system based on UNIX pipes. J. Biomol. NMR 1995, 6,
277. DOI: 10.1007/bfO197809

[68] Gabrys, B.; Horii, F.; Kitamaru, R. Carbon-13 NMR study of the a-methyl group rotation
in solid poly(methyl methacrylate): detection of the 13C TI minimum. Macromolecules
1987, 20, 175. DOI: 10.1021/ma00167a029

[69] Beshah, K.; Olejniczak, E. T.; Griffin, R. G. Deuterium NMR study of methyl group dy-
namics in L-alanine. J. Chem. Phys. 1987, 86, 4730. DOI: 10.1063/1.452693

66



[70] Beshah, K.; Griffin, R. G. Deuterium quadrupole echo NMR study of methyl group dy-
namics in N-acetyl-DL-(y-d6)-valine. J. Magn. Reson. 1989, 84, 268. DOI:
10.1016/0022-2364(89)90370-3

[71] Copie, V.; McDermott, A. E.; Beshah, K.; Williams, J. C.; Spijker-Assink, M.; Gebhard,
R.; Lugtenburg, J.; Herzfeld, J.; Griffin, R. G. Deuterium Solid-State Nuclear Magnetic
Resonance Studies of Methyl Group Dynamics in Bacteriorhodopsin and Retinal Model
Compounds: Evidence for a 6-s-Trans Chromophore in the Protein. Biochemistry 1994,
33, 3280. DOI: 10.1021/bi00177a019

[72] Maus, D. C.; Copie, V.; Sun, B.; Griffiths, J. M.; Griffin, R. G.; Luo, S.; Grohmann, A.;
Liu, A. H.; Seidel, S. W.; Davis, W. M. A Solid-State NMR Study of Tungsten Methyl
Group Dynamics in W(h5-C5Me5)Me4 PF6. J. Am. Chem. Soc. 1996, 118, 5665. DOI:
10.1021/ja960248h

[73] Noggle, J. H. Hindered rotation of methyl groups using nuclear magnetic resonance. J.
Phys. Chem. 1968, 72, 1324. DOI: 10.1021/j100850a044

[74] Stejskal, E. 0.; Gutowsky, H. S. Proton magnetic resonance of the CH3 group. IV. Calcu-
lation of the tunneling frequency and of TI in solids. J. Chem. Phys. 1958, 28, 388. DOI:
10.1063/1.1744143

[75] Hilt, R. L.; Hubbard, P. S. Nuclear Magnetic Relaxation of Three Spin Systems Undergo-
ing Hindered Rotations. Phys. Rev. 1964, 134, A392. DOI: 10.1 103/PhysRev.134.A392

[76] Long, J. R.; Sun, B. Q.; Bowen, A.; Griffin, R. G. Molecular Dynamics and Magic Angle
Spinning NMR. J. Am. Chem. Soc. 1994, 116, 11950. DOI: 10.1021/ja00105a039

67



Program 1. PyMOL Script Generating Figure 17

set spheremode, -1
viewport 640,480

load APG.pdb
preset.ballandstick("all")
hide ribbon, all
set stick-radius, 0.1
alter all, vdw=l.l
show spheres, all
rebuild

select hydrogens
hide everything, sele
select water, resn HOH
hide everything, water

select conf a, 2/*'A
hide everything, conf a

select affectedl, ALA/CB OR PRO/CB OR PRO/CG OR ALA/C OR GLY/CA
deselect
select affected2, PRO/C OR PRO/CA
deselect
color black, affectedi
color gray30, affected2

set-view (\
-0.043212805, -0.994902670, -0.091085687,\
0.888710082, -0.079930313, 0.451444417,\
-0.456425816, -0.061443478, 0.887637854,\
-0.000019448, 0.000016478, -19.671785355,\
3.987711906, 3.660412312, 2.335891485,\
9.546894073, 29.797830582, -20.000000000

util.performance(0)
bg_color white
set opaquebackground = 0
set show alphachecker = 1
set depth_cue = 0
set ray_tracefog = 0
set orthoscopic = 0
set antialias = 1
set line smooth = 1
set specular = 1
set surface quality = 1
set stickquality 25
set spherequality = 2
set cartoonsampling = 14
set ribbon-sampling 10

ray 1200, 900
png APG_2Dtr.png, dpi=300
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Program 2. PyMOL Script Generating Figure 20

run supercell.py
set sphere-mode, -1
viewport 640, 480

load APG.pdb
select hydrogens OR resn HOH OR '2/*'A
remove sele

supercell 2, 2, 2, APG, orange
delete apg
set name m110_3, apg
select methyls, ((apg around 4) AND ALA/CB) OR apg///ALA/CB
deselect
select NOT (methyls OR apg)
remove sele
delete supercell

alter methyls, vdw=0.5
hide lines, all
hide spheres, all
set stickcolor, gray
show sticks, all
show spheres, methyls
rebuild
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Program 3. PyMOL Script Generating Figure 21

run supercell.py
set sphere-mode, -1

load APG.pdb
select hydrogens OR '2/*'A OR 101/O'D
remove sele

supercell 2, 2, 2, APG, orange
delete apg
setname m011_1, apg
select os, (apg///ALA/N around 3.5) AND element 0
deselect
select (NOT (os OR apg)) OR (resn HOH AND NOT os) OR (apg AND NOT (resn ALA))
remove sele
delete supercell

alter os OR ALA/N, vdw=0.6
hide lines, all
hide spheres, all
set stickcolor, gray
show sticks, all
show spheres, os OR ALA/N
rebuild

set-view (\
-0.447382748, 0.118891574, -0.886404693,\
-0.620101213, 0.672958732, 0.403237164,\
0.644455194, 0.730062246, -0.227344945,\

-0.000007731, -0.000009283, -19.103395462,\
5.673255920, 9.637927055, 16.646339417,\

-0.412308693, 38.618892670, -20.000000000 )

util .performance (0)
bg_color white
set opaque background = 0
set show alphachecker 1
set depthcue = 0
set ray_trace_fog = 0
set orthoscopic = 0
set antialias = 1
set linesmooth = 1
set specular = 1
set surface quality 1
set stickquality = 25
set sphere quality = 2
set cartoon sampling = 14
set ribbonsampling = 10

ray 1200, 900
png os.png, dpi=300
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4. Dynamic Nuclear Polarization Enhanced SSNMR of Oxygen-17

Adapted from references [1-2].

Abstract

Oxygen- 17 detected DNP NMR of a
water/glycerol glass enabled an 80-fold
enhancement of signal intensities at 82
K, using the biradical TOTAPOL. The
>6,000-fold savings in acquisition time
enables 7 0- 1H distance measurements
and heteronuclear correlation experi-
ments. These experiments are the initial
demonstration of the feasibility of DNP
NMR on quadrupolar 17o.

.20-
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20 0 -20 -40 -60
170 Frequency (kHz)

Figure 30. DNP enhanced NMR of oxygen-17.
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4.1. Introduction
Recent years have seen an avalanche of new magic angle spinning (MAS) NMR methods de-

veloped to determine structures of macromolecular systems that are not amenable to study by
either solution NMR or diffraction techniques, the two principle tools of structural chemistry. In
particular, with MAS NMR there are now established methods to assign spectra and to perform
distance and torsion angle measurements for the 1=1/2 species 1H, lC, "N and "1P. [3-4] These
tools, in turn, have enabled studies of protein and nucleic structures and dynamics. Largely miss-
ing from the biomolecular NMR repertoire is oxygen, a key element of water and a variety of
chemically and biologically important functional groups. The difficulty is that the only NMR ac-
tive natural oxygen isotope, 170, has a quadrupolar nucleus (1=5/2), with attendant spectral com-
plications. Additionally, 170 has low natural abundance of 0.037 %. On the other hand, 170
chemical shifts span - 1000 ppm with the potential for chemically significant spectral resolution.
Two recent examples showed that the 170 shifts of carboxyl groups are dispersed over 60 ppm
[5] and that the -C 170 2 shift tensor elements are sensitive to H-bonding and span -550-600 ppm
[6].

Progress in 1 70 NMR has been stymied primarily by the low sensitivity resulting from the
broad 2"d order powder patterns and low resolution of the spectra. This problem is further exac-
erbated by the low efficiency of the techniques used to observe 170. In more detail, 170 MAS
spectra display residual 2nd order broadening characteristic of a 4 th rank tensor that is not aver-
aged to zero by MAS [7-8]. To observe isotropic chemical shifts in the presence of and con-
volved with the 2 "d order interaction requires either special instrumentation, as in case of double
rotation (DOR) and dynamic-angle spinning (DAS) [9-10], or special spectroscopic techniques,
as in case of multiple-quantum magic angle spinning (MQMAS) [11] and satellite-transition
magic angle spinning (STMAS) [12]. However, when the quadrupole coupling is large (> 5
MHz) the excitation efficiency of these approaches drops dramatically; in the case of MQMAS
spectra, to about -5% [13-14]. Thus, although there are a number of exciting MQMAS studies of
170 labeled biological samples, the experimental results are clearly limited by signal-to-noise
[5,15-22]. In order to enable 170 NMR as an important spectroscopic technique, a dramatic in-
crease in sensitivity is required.

Being developed over the last two decades, gyrotron based high frequency dynamic nuclear
polarization (DNP) has provided immense gains in NMR sensitivity via microwave-induced
transfer of polarization from paramagnetic centers to nuclei [23-24]. In general, 'H's are polar-
ized directly and then cross-polarization is used to transfer the enhanced polarization to other nu-
clei (e.g., 3C, "N, etc.) at cryogenic temperatures (-85 K). [24-30] This approach has been suc-
cessfully applied to membrane proteins [31-33], peptides [34-35], amyloid fibrils [36] as well as
surfaces [37-38]. Most of these studies focus on 1=1/2 nuclei (e.g., 13C, 3 1P, 2 9Si, etc.) and a few
on the 1=1 and 5/2 quadrupolar species [39-41]. The magnetization transfer yields enhancements
E = 30-250, and the low temperature yields another gain of -3.5 in Boltzmann polarization rela-
tive to ambient temperature. In combination, t-105-875 could dramatically improve the pros-
pects of performing 170 experiments in biological systems.
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CPMG Experiment. Sensitivity Enhancement

NMR Hamiltonian of quadrupolar nuclei of-
ten contains a strong contribution, which is due
to quadrupolar coupling [11]. In the solid state,
this term usually results in a severe broadening
of NMR spectrum, which is only partially at-
tenuated by the MAS [12]. This broadening also
corresponds to very fast transverse relaxation
(Figure 31). At the same time, since the quadru-
polar interaction is inhomogeneous [13], it can
be refocused producing an echo [14] or a series
of successive echoes (Figure 32) [15]. In the lat-
ter case, the overall decay of echo amplitude is
typically dominated by the homogenous contri-
bution to the transverse relaxation time (T2),
which in the case of quadrupolar nuclei is often
2-3 orders of magnitude longer than the overall
transverse relaxation time (T2), dominated by

T2*(170)=15 ps

0 50 100 150 200

t (ps)

Figure
trix.

31. 170 echo in a frozen water-glycerol ma-

inhomogeneous contribution. As a result, a large number of echoes (~ T2 / T2) can often be col-

lected. These echoes can be added together to produce a significant S/N increase. Interestingly,
utilization of an echo train for low sensitivity samples may result in a substantially increased rate
of growth of S/N with the number of transient, as can be seen from the following analysis, mak-
ing the CPMG experiment [15-19] a powerful technique.

We will start with the assumption

T2* <T2 <lp , (16)

where T2* is overall transverse relaxation time of FID, T2 is the homogenous contribution to

transverse relaxation time and T ip is the longitudinal relaxation time in the rotating frame. This

0 1 2 3 4 5 6 7 8

r_44" r- F - T-

9 10

t, ms

Figure 32. 170 echo train in a frozen water-glycerol matrix.
The bold part of the signal spans 1.26*T2.
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assumption is often well satisfied for quadrupolar nuclei and describes the most favorable situa-
tion, allowing one to take full advantage of this technique.

In the limit of negligible relaxation, we can immediately determine that

fCPMG =

wherefCPMG is the gain in S/N due to CPMG, n is the number of echoes and an additional r2 in
S/N is achieved when compared to an FID, rather then a full echo.

When condition (16) is fulfilled, transverse relaxation can be represented as a superposition
of relaxation of a signal within individual echoes and a slow relaxation of the overall echo enve-
lope. We first consider the effect of signal relaxation within individual echoes:

TT

TS(T )= S0 (T je~ B~S 0 (T)-S(T)-,

where SO(t) is the signal in the absence of homogenous contribution (T2) to relaxation and T is a
signed offset time with respect to the echo maximum (the middle point). To zeroth order, the sec-
ond term can be neglected, because T 1T2 . Furthermore, assuming that the first term is a sym-
metric function of r and the second is antisymmetric, the folded signal

S'(T) = S(T )+S(-T)= 2S,(T),

is the same as in the case of infinitely long T2 .
Let us define CPMG period ~ = / T2, fre-

quency V =1/ , and duration t= n/ T2 in natu-
ral units of T2. The intensity Sn-1 of the nth echo
in a CPMG train (Figure 33)

S,1 =SO e s 2 = Soe-(n-1)

the total signal of n folded echoes

n-) e- '

i=O 1e

4
t = n

Figure 33. Model CPMG echo train.
The homogenous relaxation time is exaggerated for
the purpose of demonstration.

and CMPG gain in S/N

= Z2vtJ~f_~v
fCPMG = I )n I - e-'

The first factor in the right hand side of Equation (17) only depends on the total length i of the
echo train, and its functional dependence is shown in Figure 34. It has a maximum, when
afCPMG

C =0, which is fulfilled when t 1.26 corresponding to the last echo attenuated down to
at

e-1.26 ~ 28 %. For example, for optimal S/N only the highlighted part in Figure 32 should be col-
lected and used for further processing. The maximum gain in S/N provided by CPMG
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fCmG fCPMG(i = 1.26) 0.91 . (18)

Thus, maximum S/N gain that is due to CMPG is
proportional to the square root of the number of
echoes per T2, and the larger T2 /T2*, the larger

potential advantage provided by CPMG.

NMR Experiments

1

0.8
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f0.4 ie

0.2

0
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Here we demonstrate the feasibility of this
approach in the simple case of H2170. We ob-
serve for the first time an enhancement of c~80 Figure 34. Dependence of the fp gain factor on the

or -280 for 170 using high field DNP NMR length of echo train.
and the polarizing agent TOTAPOL in a glassy The circle indicates the optimal signal to noise gain.
glycerol/D 20/H20 matrix and an enhancement of c-100 with polarizing agent Trityl OX063. In
particular we are able to polarize 170 for both via protons and directly and use the enhanced 170
polarization to perform echo (Figure 35a) and Carr-Purcell-Meiboom-Gill (CPMG, Figure 35b,d)
[42-46] experiments and to use spin-echo double resonance (SEDOR, Figure 35c)[47-48] ex-
periments to measure 'H-170 distances. Finally, we use a heteronuclear correlation (HETCOR,
Figure 35b) [49-50] experiment to record a simple 2D correlation spectrum. The dramatic sav-
ings in acquisition time demonstrates a potentially important approach to 170 spectroscopy that
can be extended to studies of H2 7 0 in other chemical systems and of 170 in oxygen containing
functional groups.

4.3.1. 'H Mediated and Direct Polarization. Sensitivity Limit

Figure 36a shows central transition (1/2 -> -1/2) 1D spectra demonstrating DNP enhance-
ments of 170, and Figure 36b shows a DNP enhanced CPMG spectrum of the same sample. Fig-
ure 36 yields E -60, which is close to the number observed using a different sample size and
probe (data not shown). When the proton bath was diluted with deuterons using the commonly
used composition, D8-glycerol/D20/H2j0 (60:30:10 v/v), a higher enhancement of 80 was ob-

a) CP echo
e- Microwaves

1H ICEJ II1

170

b) CPMG / HETCOR
Microwaves

t 1|CP| C~WE

Figure 35. Pulse sequences of 170 DNP/NMR experiments.
a) 'H-170 cross polarization from polarized protons followed by echo

c) SEDOR
Microwaves

d) CPMG
Microwaves

1 w OWii CW

on 170 b) Same as (a) with echo replaced by
CPMG [42] train and optional tj evolution on 'H for HETCOR experiment [49-50]. c) Same as (a) with echo re-
placed by SEDOR sequence [47-48]. d) Direct polarization of 17 followed by CPMG.
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Figure 36. Static solid state NMR spectra of 170 labeled water ('H mediated polarization).
a) On (128 scans) and off (10240 scans) echo spectra (Figure 35a) recorded using 5s recycle delay. b) On (128
scans) CPMG spectrum (12 echoes) recorded using 16 s recycle delay. All experiments recorded at 88 K using 50
kHz CW 'H decoupling and 8 W of pwave power on 4 mm sapphire rotors containing -76 mg of frozen D8-
Glycerol/(170, 75%)/H20 (60:40 v) and 20 mM TOTAPOL.

served (data not shown).
The shapes of the static powder patterns shown in Figure 36 are characteristic of a second-

order quadrupolar coupling pattern [51-53]. Chemical shielding anisotropy can also influence the
lineshape, although, for water at 5 T, this effect is negligible compared to that of the quadrupolar
interaction. The quadrupolar coupling constant, CQ = 6.8 10.2 MHz, the asymmetry parameter, 7q
= 0.95 + 0.05 and the isotropic chemical shift, 8iso = 0 + 50 ppm were determined by simulating
the non-spinning powder pattern using
SIMPSON [54] software. The sizeable quadru-
polar coupling is reasonable for a frozen water
environment. [55] The -85 kHz breadth of the
central transition limits the ability to use magic-
angle spinning (MAS). In particular, the wa-
ter/glycerol oxygen site at 5 T would require
(or/27c > 30 kHz to isolate the central transition
from a series of rotational sidebands. Current
spinning frequencies with 4 mm rotors at cryo-
genic temperatures are limited to -7 kHz due to
the density of the N2 drive and bearing gases be-
ing near the liquefaction point (T = 77 K). As
DNP NMR instruments are developed for higher
fields, lower spinning frequencies could suffice
due to the inverse relationship between the
breadth of the second-order quadrupolar interac-
tion and B0 . For example, at 14 T, or/27t = 10
kHz would be sufficient for 17O MAS DNP ex-
periments.

Figure 37 shows central transition folded

170 frequency (kHz)

Figure 37. Static solid state NMR spectra of 170 la-
beled water (direct polarization).
On (32 scans) and off (2460 scans) CPMG (20 folded
echoes in Figure 35d) spectra recorded at 77 K with
32 s recycle delay and 8 W of wave power on a 4
mm sapphire rotor packed with D8-Glycerol/(170,
75%)H2

170 (60:40 v/v), 40 mM Trityl OX063.
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Figure 38. DNP enhanced MAS NMR spectrum of
170 labeled water.
On (120 scans) echo spectrum recorded at 4 kHz
MAS and 90 K with 20 s recycle delay and 8 W of
piwave power on a 2.5 mm sapphire rotor packed with
D8-Glycerol/(170, 75%)H2

1 70 (60:40 v/v), 40 mM
Trityl OX063.

CPMG spectra demonstrating DNP enhancements
yields an enhancement of , -100. Figure 38 shows

25 0 -25 -50 -75

170 frequency (kHz)

Figure 39. DNP enhanced static ssNMR spectrum of
natural abundance 170 sample.
Central transition CPMG spectrum recorded at 86 K,
with 8 W of ptwave power using 5 s recycle delay and
21504 scans on a 4 mm sapphire rotor packed with
frozen D8-Glycerol/D 20/H20 (60:30:10 v/v) and 20
mM TOTAPOL. Overall amount of 170 spins
1 pmol.

of 170 that is due to direct polarization and
an on spectrum obtained at 4 kHz MAS. The

breadth of the MAS spectrum is not reduced by MAS.
Finally, in order to evaluate the sensitivity limit of the instrument and of the technique, we

recorded a CPMG spectrum shown in Figure 39 on a natural abundance sample. We estimated
that this sample contains approximately 1 ptmol of 170 spins, which is comparable to the amount
of spins per site of a labeled moderate size protein in a 4 mm rotor. After two days of acquisition,
we successfully detected the signal, though the signal to noise is still very low. However, we an-
ticipate that further development and optimization of experimental condition should further in-
crease the sensitivity.

Finally, in order to evaluate the sensitivity limit of the instrument and of the technique, we
recorded a CPMG spectrum shown in Figure 39 on a natural abundance sample. We estimated
that this sample contains approximately 1 pimol of 170 spins, which is comparable to the amount
of spins per site of a labeled moderate size protein in a 4 mm rotor. After two days of acquisition,
we successfully detected the signal, though the signal to noise is still very low. However, we an-
ticipate that further development and optimization of experimental condition should further in-
crease the sensitivity.

4.3.2. Effect of'H Decoupling on "0 NMR Spectra

IH heteronuclear decoupling is usually essential for obtaining high resolution NMR spectra
in protonated solids [56]. Although certain recoupling experiments can be performed without 'H
decoupling during the mixing period [57-58], decoupling still must be used during acquisition. In
the case of quadrupolar nuclei, however, the effect of heteronuclear decoupling may be obscured
by the presence of strong quadrupolar interaction, which usually results in large inhomogeneous
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broadening of the observed signal due to the second order quadrupolar terms, which is not aver-
aged by MAS [59]. Figure 40a shows a sample FID of 170 signal from a sample containing
H2

170. The envelope of the FID decays with T2* ~ 15 ps. At the same time, the envelope of a de-
coupled CPMG train decays with a T2 z 3 ps (Figure 40b). Even though the width of the line-
shape in this case is not reduced by 'H decoupling, there is a substantial loss of signal intensity
and part of structural information encoded in the shape of the line is lost (Figure 40c). Compari-
son of CPMG FID's (Figure 40b) also clearly indicates the importance of heteronuclear 1H de-
coupling to minimize the homogeneous contribution to transverse relaxation rate and associated
loss of signal intensity.

4.3.3. 170 Correlation Spectra

Multidimensional experiments also enable the extraction of structural information by corre-
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Figure 40. Effect of lH decoupling on T2, signal intensity and lineshape in 1 O SSNMR.
a) Echo decay (Figure 35a) collected using 128 scans and 5 s recycle delay and T2* envelope fit. b) CPMG echo
trains (Figure 35b) collected using 16 scans and 16 s recycle delay employing varying level of 'H decoupling. c)
CPMG spectra corresponding to FID's in (b). All experiments recorded at 88 K using 8 W of pwave power on a 4
mm sapphire rotors containing -76 mg of D8-Glycerol/(170, 75%)/H20 (60:40 v) and 20 mM TOTAPOL.
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lating resonance(s) from one NMR nucleus -250
to another, through either the dipolar or J-
coupling interactions. Figure 41 shows a 170.. 0

'H heteronuclear correlation spectrum E -125-
(HETCOR) [49-50] combined with CPMG ~
train for a water/glycerol glass. A projection £

along the 170 dimension yields the quadrupo- 00 0-0
lar spikelet pattern similar to Figure 36b. The
indirect dimension ('H) exhibits a broad U- 125-
resonance dominated by 'H-'H homonuclear
dipolar coupling. 'H chemical shielding and
heteronuclear dipolar coupling are also pre- 250-
sent, although they contribute minimally to 20 0 -20 -40 -60
the observed lineshape. 170 Frequency (kHz)

For quadrupolar NMR, a 16-phase cycle
is often used during acquisition of one- and Figure 41. Central transition 7 0-'H HETCOR-CPMG
two-dimensional data often leading to im- spectrum of H2"0 with DNP.

proved quadrupolar lineshapes. With the sen- The sample is the same as in Figure 36.

sitivity boost from DNP and CPMG, a HETCOR-CPMG spectrum of the water/glycerol glass
was also acquired using an 8 scan, 8-phase cycle acquisition scheme (not shown). The reduced
phase cycle (versus 16) provided similar results, with only minor variations within the disconti-
nuities. With the use of hard pulses, increased field (Bo) strength and studying systems with line-
shapes below 80 kHz, reduced phase cycle could provide an alternative for multidimensional ex-
periments, further reducing acquisition time for broad resonances and low sensitivity.

The low sensitivity of 170 NMR often requires weeks of acquisition time, rendering multidi-
mensional structural experiments impractical. In consequence, most distances measured between
170 and either 'H or 13C by NMR are indirect, applying a dephasing pulse on "0 and observing
H or 13C. [54,60-61] In Figure 42, we show the results of a SEDOR experiment used to measure

the average 'H- 170 distance in the glycerol/water glass. A 1D stepped-SEDOR experiment was
used to acquire a 170 S/So curve characteristic of the dipolar coupling (Figure 42a).

The SEDOR curve was simulated using SIMPSON [54] software and is compared with the
experimental curve determined from the peak areas (Figure 42a). Various spin models included a
single oxygen site with 2-5 'H's between 0.8 and 1.2 A and <HOH angles between 1000 to 1100
(values were chosen based on upper and lower limits of the experimental data). These inputs
were adjusted until a reasonable model of the glass was obtained. A three-spin model (one 0 and
two H's) indicated an average H-O bond distance of 1.1 ± 0.1 A, a value that agrees well with
X-ray and neutron diffraction data from various crystalline ice structures where H-O distances
are found between 0.86 and 1.15 A [62-64].

We found it to be difficult to achieve acceptable agreement between the experimental and
simulated spectra. This difficulty can be attributed to the following two reasons. First, the sam-
ples used for all experiments were in the glassy state. Therefore, there must be a certain degree
of structural disorder present (e.g., distance, angle and possibly coordination). Second, mobile
protons were significantly diluted with deuterons, which come from deuterated glycerol used for
sample preparation. Therefore, the observed ID and 2D experiments have contributions from 17

sites with varying number of neighboring protons.
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Figure 42. Central transition 170-1H SEDOR experiment.
a) SEDOR curve with SIMPSON simulation and b) 2D SEDOR spectrum recorded at 88 K with 8 W of pwave
power using t1 = 5 ps, 40 t, points, 225 pts fixed echo period, 2 is dwell time, 256 points in the direct dimension, and
5 s recycle delay. The sample is the same as in Figure 36.

A second Fourier transformation of the evolution dimension of the same SEDOR experiment
yields a 2D dipole-quadrupolar correlation spectrum (Figure 42b) similar to those reported pre-
viously [65-66]. This spectrum is sensitive to the relative orientation of the dipole and quadrupo-
lar tensors, and this information, in principle, can be extracted by fitting the experimental data
[65].

DNP NMR enables SEDOR experiments to measure single 170 bond lengths within hours.
This could be extended to 170-13C or 170- 5N bond distances with appropriate hardware and to
other sequences, such as rotational echo double resonance (REDOR) and transferred echo double
resonance (TEDOR), with higher field DNP. Experimental times for the identical experiments
without DNP are projected to require >1.4 years.

4.4. Conclusions and Outlook
In summary, DNP in the simple case of H2

170 provided an enhancement of 80. Water is of
great importance in both biological and chemical processes, but is challenging to study using
conventional 170 solid state NMR. The ability to polarize protons by microwave irradiation fol-
lowed by cross-polarization to oxygen has enabled a suite of multi-dimensional NMR experi-
ments of this low-gamma, quadrupolar nucleus within hours. 170-detected multidimensional
spectra were acquired between three and 10 hours using DNP NMR. By enhancing the signal-to-
noise ratio, DNP provides a -6,000-fold gain in time at cryogenic temperatures, and, in the ab-
sence of relaxation, a >18,000-fold gain in time compared to room temperature (298 K). These
gains should be transferable to other difficult quadrupolar nuclei, providing a savings in acquisi-
tion time. The significant gain in sensitivity and reduction of experimental time from months to
hours is extremely beneficial and provides new possibilities for further exploration of heteronu-
clear correlations and distances in multidimensional experiments. Extensions to MAS experi-
ments for site assignments are currently in progress.
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Program 4. SIMMOL Setup File Water.mol for Water.spinsys

set machineO le-8
set eye {{1 0 0} {0 1 0} 10 0 111
set bondshort 0.5
set spinsyssize 3
set Ai 0
set Bi 1
set Ci 2

set filename "water"
set bufi 1
set buf2 2
set m rmload $filena

87



[list [expr -$y2/$r2xy] [expr $x2/$r2xy] 0] \
[list 0 0 1]

}

#calculate the matrix for a y rotation and
#place the second atom on the positive x axis
if { $r2 < $machine0 I f
puts "The bond between the atom 1 and atom 2 is too short."
exit
else {
set v22x [list [list [expr $r2xy/$r2] 0 [expr $z2/$r2]]

[list 0 1 0]
[list [expr -$z2/$r2] 0 [expr $r2xy/$r2]]

}

#calculate the matrix for a x rotation and
#place the third atom on positive y-x plane
set v3 [mmath $v22x * [mmath $v22xz * [lindex $basis 2,]]]
set y3 [lindex $v3 1]
set z3 [lindex $v3 2]
set r3yz [expr sqrt($y3*$y3+$z3*$z3)]

if { $r3yz < $machine0 }
set r3yz 0
set v32xy $eye

} else {
set v32xy [list [list 1 0 0]

[list 0 [expr $y3/$r3yz] [expr $z3/$r3yz]]
[list 0 [expr -$z3/$r3yz] [expr $y3/$r3yz]] \

}

set coordsys [mmath $v32xy * [mmath $v22x * $v22xz]]
puts $coordsys

for {set i 0} {$i < $spinsyssizel {incr i} {
set spincoords($i) [mmath $coordsys * [lindex $pos $i]]
puts $spincoords($i)

}

munload $m

#Add initial parameters to the spinsysfile
set spinsysfile [open "${filename}.spinsys" r+]
set atomi [lindex [lindex $atoms_0 0] 0]

seek $spinsysfile -1 end
puts $spinsysfile " quadrupole $atom i 2 6.5e6 0.97 0 0 0"
puts $spinsysfile " shift 1 0 Op 1 0 0 0"
puts $spinsysfile " shift 2 0 Op 1 0 0 0"
puts $spinsysfile " shift 3 0 Op 1 0 0 0"
puts $spinsysfile "}" nonewline

puts $spinsysfile "\n"
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puts $spinsysfile "proc siminit {} I"
puts $spinsysfile " global spincoords\n"
for {set i 0} {$i < $spinsyssize} {incr i} {

puts $spinsysfile \x20\x20 [list set spincoords($i) $spincoords($i)]
}
puts $spinsysfile "}"
puts $spinsysfile "siminit"

flush $spinsysfile
close $spinsysfile

Program 5. Water.spinsys

spinsys {
# 1 2 3
# 101 2H1 3H2

channels 170 1H
nuclei 170 1H 1H
dipole 1 2 16289.8 0 180 -90
dipole 1 3 15986 0 70.917 -90
dipole 2 3 -27523 0 35.587 -90
quadrupole 1 2 6.7e6 0.97 0 0 0
shift 1 0 Op 1 0 0 0
shift 2 0 Op 1 0 0 0
shift 3 0 Op 1 0 0 0
i

proc siminit {} {
global spincoords

set spincoords(0) {0 0 01
set spincoords(1) {1 0 0}
set spincoords(2) {-0.329 0.951 0}

I
siminit
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5. Efficient, Balanced, Transmission Line RF Circuits by Back Propagation
of Common Impedance Nodes

Adapted from references [1-2].

Abstract
We present a new, efficient strategy for designing fully balanced transmission line RF cir-

cuits for MAS NMR probes based on back propagation of a common impedance node (BPCIN).
In this approach, the impedance node phenomenon is the sole means of achieving mutual RF iso-
lation and balance in all RF channels. BPCIN is illustrated using a custom double resonance 3.2
mm MAS probe operating at 500 MHz (H) and 125 MHz (13 C). When fully optimized, the
probe is capable of producing high homogeneity (8100/900 ratios of 86% and 89% for 1H and
13C, respectively) and high efficiency (yB1 = 100 kHz for 1H and 13 C at 70 W and 180 W of RF
input, respectively; up to 360 kHz for 1H). The probe's performance is illustrated by 2D MAS
correlation spectra of microcrystals of the tripeptide N-f-MLF-OH and hydrated amyloid fibrils
of the protein P13-SH3.
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Figure 43. Back propagation of a common impedance node.
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5.1. Introduction
Due to multiple advances in magic angle spinning (MAS) NMR in the last two decades, it is

rapidly becoming accepted as a powerful and versatile tool for many fields and particularly struc-
tural biology [3-17]. These advances are the result of progress in both MAS methodology
[3,9,18-19] and instrumentation [20-23].

Contemporary biological MAS applications set stringent, often contradictory, requirements
for NMR probes, with the most important subsystem being the radio-frequency (RF) circuit.
Critical features include RF efficiency, RF field homogeneity, and RF heating at high ('H) and
low (13 C and 15N) frequencies, as well as the robustness and stability. In addition, advanced ap-
plications, such cryogenic MAS and dynamic nuclear polarization (DNP) enhanced NMR, re-
quire that the probe RF circuit function over a wide range of temperatures [24-33].

A NMR probe circuit comprises a resonator, which houses the sample, and a tuning / match-
ing network. Different types of commonly used NMR resonators, each having certain strengths
and weaknesses, are reviewed elsewhere [20]. A suitable tuning / matching network not only
tunes the resonator, but can also compensate for certain weaknesses.

Tuning / matching circuits may provide common mode (Figure 44a) or balanced (Figure 44b)
input, with a balanced design providing a number of advantages over common mode design [34-
37]. These include improved RF field homogeneity [34] and power efficiency [38]. While the
former is generally important for multiple pulse and recoupling experiments [34], the latter is
particularly crucial for experiments on biological samples, which are often sensitive to RF heat-
ing caused by 'H decoupling. We have recently introduced a novel balanced transmission line
RF circuit design [35-36,39]. Here we present results from a fully balanced 13 C/1H transmission
line probe and discuss the underlying theory of the circuit design.

5.2. RF circuit design and implementation

5.2.1. Circuit overview

The schematic in Figure 45a illustrates a double resonance, balanced RF circuit design, and
Figure 45b shows a block diagram of the same circuit. The circuit can be divided into two parts
connected to opposite ends of the solenoid resonator. The combination of the left "tuning /
matching" side and the right "balun" side results in a completely balanced output to the sample
coil (Figure 45b). On each side, individual RF channels are connected at common impedance
nodes (green dots in Figure 45), which assure mutual isolation without insertion of lossy RF
traps (as discussed below).

5.2.2. Circuit design based on impedance nodes (a) Pb)
. tuning / matching tuning / matching

A key role of the tuning / matching network in a multi- network network
channel RF circuit is to maximize channel independence
and limit RF losses by means of isolation. Traditional isola- -
tion elements have included lumped RF traps [40], trans-
mission line based RF traps [41-42] and their lumped ana- Figure 44. Schematic of a RF circuit
logs [43]. Sometime ago McKay et al. [44] used a 'H im- with a common mode input (a) and bal-

logs anced input (b).
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Figure 45. Simplified schematic (a) and block diagram (b) of a balanced double resonance RF circuit.
Red and blue colors indicate two different working frequencies. Green dots indicate positions of common imped-
ance nodes. Each impedance node is tuned by a circuit section that is further along the electrical pathway (on the
right) and propagates the signal through that section [36,39].

pedance node as an isolation element in a transmission line probe. Here we demonstrate that
complete and efficient isolation between the RF channels can be achieved using impedance
nodes as the only isolation elements.

Figure 46a shows a parallel combination of two impedance elements with impedance Z4 at
the junction point

zz 2 (19)
P Z+ Z

The incoming signal (gray arrows in Figure 46a) will split at the junction point in proportion
to the electrical admittance of the individual branches. If one of the elements in a parallel combi-
nation is a short (Figure 46b), the impedance at the junction point will also be zero and the in-
coming signal will flow exclusively through the shorted branch. Similarly, if one impedance
element in a parallel combination is much smaller than the others (Figure 46c), then Equation
(19) can be simplified as

z+z2 zzZ1:-4+2; I=Z (20)

Although the incoming signal will split at the junction point, most of the signal will flow
through the branch that has the smallest impedance.

If the incoming signal is an RF signal, it is possible to adjust (tune) the impedance of a
branch such that the condition in Figure 46c is only fulfilled in a narrow frequency band (Figure
46d). In that case, the circuit will have an impedance node at the junction point at that frequency,
i.e. a point at which impedance with respect to ground is very small at that frequency. For incom-
ing signals within that band, the behavior of the circuit will be similar to that in Figure 46c, while
for other frequencies it will be similar to that in Figure 46a. If the incoming signal is a superposi-
tion of several components with different frequencies, the circuit will behave with respect to
each component as if it was the only component.

A branch that tunes an impedance node at a given frequency behaves like ground at that fre-
quency. It is, thus, convenient to say that an impedance node pulls the signal (in the band to
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Figure 46. Mutual isolation of multiple RF channels by means of a common impedance node.
The locations of impedance nodes are indicated with colored dots.

which the node is tuned) through the corresponding tuned branch. It is also possible to tune dif-
ferent branches to different frequencies. In that case, the junction point will have a common im-
pedance node, i.e. a point where an impedance node occurs simultaneously at several different
frequencies, and a composite signal will split at the junction point so that each component will
predominantly flow through the branch tuned to that component (Figure 46e). Therefore, mutual
isolation between the RF channels is achieved using impedance nodes only.

Isolation using impedance nodes has two major advantages over the schemes based on RF
traps. First, a trap is typically designed to block entrance of a particular frequency into another
channel. Since mutual isolation for each pair of channels must be achieved, for n channels
n(n-1) unwanted pathways must be blocked. For example, for a triple resonance probe, there ex-
ist at least 3x(3-1)=6 unwanted electrical pathways. Furthermore, the fact that traps usually affect
tuning of all the channels makes it difficult to tune the circuit and establish isolation between the
channels at the same time. In contrast, an impedance node prevents leakage of a particular fre-
quency from its own channel to any other channels connected near that node. Thus, the number
of unwanted pathways to be blocked is equal to the number of channels and is substantially
fewer than in the trap-based design.

The second advantage is related to circuit performance. Due to its lossy nature as a resonator,
a trap usually reduces the performance of the channel to which it is tuned, compared to a single
resonance circuit. It also affects performance of any other signal flowing through it, although this
penalty may be smaller than that for the blocked channel. Even though impedance nodes may not
provide ideal isolation, the isolation is passive in the sense that it does not rely on additional
lossy resonators. Therefore, the performance penalty for a circuit utilizing impedance nodes is
smaller than the penalty for a trap-based circuit.

5.2.3. Back propagation of common impedance node

The overall strategy for building the circuit shown in Figure 45 involves "back propagation
of the common impedance node" with several priorities.

First, we would like to balance the sample coil on all channels. It is known [36,38] that a bal-
anced coil has an impedance node in the middle and vice versa. Therefore, if a common imped-
ance node is set in the middle of the coil, the coil will be simultaneously balanced at all frequen-
cies. In the present case, we balance the circuit by partially symmetrizing it as shown in Figure 2
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Second, we would like to use another common
impedance node for RF isolation, as discussed
above. Thus, if we connect all channels to a com-
mon junction point and tune a simultaneous im-
pedance node at that junction such that the node
points towards the sample coil, electrical isolation
between the channels will be achieved.

Finally, it follows from Figure 46 and Equation
(20), that any branches connected to a circuit near
an impedance node have only a small effect on the
behavior of the circuit at the frequency to which
the impedance node is tuned. In other words, in
accordance with Equation (20), the impedance at
the junction point is Z2 and is independent of Z1.
Accordingly, if a blue impedance node is set at the
junction point in the circuit, the blue branch can be
tuned with the red branch disconnected. Once the
blue branch is tuned and the blue impedance node
is set, the red branch can be connected to the blue
impedance node with little effect on the node. This
modularity is conveniently exploited in the "back
propagation of common impedance node" proce-
dure, as illustrated in Figure 47.

The RF signals enter the circuit through the RF
ports (Figure 45a). The desired electrical path then
goes through the sample coil and eventually ends
at a corresponding ground point on the right. These
target paths can be selected using the previously
mentioned property of an impedance node. In or-
der to achieve this goal, each of the three common
impedance nodes in Figure 45 should be tuned by
sections of the circuit that are further along the
path. Therefore, we shall start tuning the circuit
going from the end, i.e. from the ground points
where the RF signals leave the circuit (Figure 47a),
and traverse backward towards the RF input ports,
while serially adjusting the intervening circuit sec-
tions.

Figure 47a shows the initial state of the circuit
before tuning (in gray). The two rightmost sections
can be tuned individually (as discussed above) un-
til each presents an impedance node at its respec-
tive frequency. Then the two tuned sections can be
connected together to form the first common im-
pedance node on the balancing side (Figure 47b).

(a)

z=O

*(b)

t1
(c)

- -0
(d)

z ,W .
W*

*

Figure 47. Stepwise propagation of common im-
pedance nodes along the circuit.
Gray color indicates circuit blocks that have not
yet been tuned. Dots indicate locations of common
impedance nodes for two frequencies (red and
blue) and the ends of RF paths (green).
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(c)

C tuning grounding strap 1
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Figure 48. Implementation of 'H (500 MHz), "C (125 MHz) fully balanced, transmission line probe.
a) Photograph of the probe. b) 3D CAD cutaway view of a section of main coaxial transmission lines with (1) outer
conductors, Cu tube, 2.858 cm (1.125") O.D., (2) inner conductors, Cu, 0.953 cm (0.375") O.D. and OFHC Cu,
0.635 cm (0.25") O.D., (3) PTFE spacer, (4) large O.D. inner conductor ("sausage"), Cu, O.D. and length to be ad-
justed. c) Photograph of probe box with colored rectangles identifying parts corresponding to the colored blocks in
Figure 45b. d) 3D CAD view of a tuning / matching module showing (1) aluminum casing, (2) PTFE spacer,
(3) short coaxial transmission line, Cu tubes, 2.858 cm (1.125") O.D. and 0.953 cm (0.375") O.D., (4) variable tun-
ing capacitor (Polyflon), (5) variable matching capacitor (Polyflon), (6) RF port. Original design and construction by
Jianping Hu [36,39].
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The next section (i.e., the preceding sec- - -- _
tion along the RF pathway) is then con- 0mostly affects - 1H
nected to the previously tuned sections and f----to less extent - 1Ccan be adjusted until the next common im-
pedance node, at the midpoint of the sample affects -
coil, is tuned (Figure 47c). This process is ---- to less extent - 130
repeated to yield the state in Figure 47d. Fi-
nally, the remaining sections are connected
and adjusted until the circuit can be tuned Figure 49. Schematic indicating the function of the tuning

elements that form the common (black) blocks in Figure
and matched to standard impedance (50 Q) 45b.
as shown in Figure 47e. The same elements are used in both double and triple

resonance configurations.

5.2.4. Tuning elements

Each of the blocks in Figure 45b comprises several tuning elements. The symmetry of the
overall circuit is such that the two common blocks (black rectangles in Figure 45b) are structur-
ally identical (comprising the elements in Figure 49) and the four frequency specific blocks (col-
ored rectangles in Figure 45b) are structurally similar (comprising the elements in Figure 48d).

Starting on the balancing side, the first blocks are balancing modules similar to the ones
shown in Figure 48d, except that these balancing modules have a single variable capacitor con-
nected to ground. These blocks tune the first common impedance node. The nodes are first
roughly tuned by adjusting the length of the short transmission lines, and then fine-tuned by ad-
justing variable capacitors. As discussed below, short sections of transmission line may not
transform the 13C impedance efficiently. For this reason, the impedance of the 'H module may
not be sufficiently high at low frequencies and may need to be adjusted by adding chip capaci-
tors.

The second section (black right rectangle in Figure 45b) consists of a coaxial transmission
line, a parallel combination of an inductor and ATC chip capacitor in the probe box, and another
chip capacitor at the probe top. This section tunes the second common impedance node in the
middle of the coil ensuring that the coil is balanced. Since the impedance of this section must be
adjusted at multiple frequencies (here, 'H and 13C), multiple tuning elements are generally neces-
sary.

Commonly used tuning elements include lumped components, (i.e., capacitors and inductors)
and distributed components, such as transmission lines. The effectiveness of these components is
frequency dependent. Lumped elements are most efficient at low to medium frequencies, for
which the impedance of inductors is not too high and the impedance of capacitors is not too
small. At the same time, transmission lines are optimal impedance transformers when the wave-
length of the signal approaches the length of the line. As a result, the behaviors of lumped and
distributed circuit elements are largely complementary with respect to frequency, and their com-
bination can be used to control all the frequencies as indicated in Figure 49. Specifically, a vari-
able impedance transmission line is used to transform the 'H impedance (Figure 48b). At the
same time, the impedance Z of a parallel combination of an inductor L and a capacitor C is

Z= 0)2

where Wo is the resonant frequency. When frequency (co) is lower than the resonant frequency
(Wo), Z is positive, i.e. inductive, and when frequency is above the resonant frequency, Z is nega-
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tive, i.e. capacitive. Therefore, as long as Woo

is lower than the 13C frequency and higher
than the 15N frequency (in case of triple
resonance circuit), the 13C channel will be
more affected by the capacitor while the 15N
channel will be more affected by the induc-
tor.

Finally, tuning modules (Figure 48d and
colored blocks on the left in Figure 45b), in-
corporating short sections of coaxial trans-
mission lines and variable capacitors, trans-
form the small node impedance to the stan-
dard 50 Q real impedance. Further technical
details are out of the scope of this communi-
cation and can be found elsewhere [36].
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Figure 50. 1H and 13C nutation curves.

5.3. Experimental verification
The experimental implementation of the

procedures outlined above was divided into
several stages. The first stage was the fabri-
cation of a double resonance 'H and 13 C
static NMR probe, with careful optimization
of its circuit and static performance tests.
The second stage was conversion of the
static probe into a MAS probe with tests un-
der MAS conditions. At this point we did not
perform a full circuit optimization, since ad-
ditional modifications of the probe will be
necessary for future cryogenic experiments.
Here we report results from the fully opti-
mized static probe and initial MAS results.

5.3.1. Static optimized circuit

A custom double resonance 'H (500
MHz) and 13 C (125 MHz) NMR probe using
a 6-turn 3.2 mm solenoid coil and the novel
electrical circuit [36,39] schematically repre-
sented in Figure 45 was designed, fabricated
and tested on a custom 500 MHz ('H) NMR
spectrometer (courtesy Dr. David J. Ruben).
An ETFE tube (3.2 mm O.D.) was center
packed (20 p.L) with U- 3 C-glycerol (100%

3C). Figure 50 shows the results of nutation
experiments and yields 810'/90' ratios of
86% for 'H and 89% for 13C, indicating ex-
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Figure 51. 'H and 13C balance ball shift test.

Figure 52. 'H and 13C yB, dependence on input RF power
[36].
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cellent homogeneity on both channels. The high quality of balance on both channels was also
verified in profiles of the RF fields (Figure 51) obtained via a "ball shift test" [34,36,45-46]. This
test was performed by accurately positioning a small brass ball (1.6 mm (0.0625")) at different
positions along the coil axis and recording resonant frequency shifts. Figure 51 confirms that
both profiles are symmetric with a maximum at the center of the coil.

The probe demonstrated outstanding power performance. It generated yB1 = 100 kHz for H
and 13C with just 70 W and 180 W of RF input, respectively. The probe also generated yBi( 1H) =

360 kHz at 890 W and handled prolonged irradiation on both channels simultaneously without
arcing [36]. Figure 52 shows yB 1 vs. RF power dependences for both channels (the top two
traces). The data conform well to the theoretical dependence [47].

Figure 52 also illustrates the results of two RF tests. The top blue trace corresponds to the
best RF performance of the 1H channel obtained after carefully optimizing the circuit for good
balance (Figure 51) and ensuring that all components and connections had high mechanical and
electrical quality. The bottom blue trace shows the result of an intermediate test. While the latter
is comparable to performance of a commercial probe, the optimized circuit generates the same
yB1 (1H) using 4-fold less RF power. Although the efficiency of the 13C channel (data not shown)
was also better for the optimized circuit, the improvement was substantially smaller than for 1H

channel.

5.3.2. MAS tests
The initial performance of the probe equipped with a MAS stator was found to be compara-

ble to that of the static probe. The power levels decreased slightly, due to the fact that the sample
coil in the MAS stator is inclined at the magic angle with respect to the static field, as opposed to
900 in the case of a static probe. In order to evaluate the robustness and long-term stability of the
probe, we acquired 2D correlation spectra for a model microcrystalline peptide and a hydrated
protein.

The peptide, N-formyl-[U- 13 C,15N]-Met-Leu-Phe-OH (N-f-MLF-OH) was prepared as de-
scribed previously [48] and used for testing MAS stability and the performance of multi-pulse 1H
decoupling and 13C dipolar recoupling. Stable spinning at 12.5 kHz (±5 Hz) was maintained
throughout the experiments (six days). Figure 53a shows 2D 13C-13C correlation spectra of N-f-
MLF-OH using RFDR recoupling in a broadband fashion [49-52]. Recoupling times of 1.3 ms
and 9.3 ms were used for one-bond (red) and multi-bond (black) correlations, respectively. The
1 D cross polarization (CP) spectrum of MLF (data not shown) indicates a 13C linewidth of 24 Hz
for the methyl carbon of Met C6 at 14.0 ppm (referenced to TMS), suggesting efficient 1H TPPM
decoupling [53]. The one-bond correlation spectrum contains well-resolved cross peaks of di-
rectly bonded carbon spins, indicating the high efficiency of the RFDR mixing scheme. At a
longer mixing time of 9.3 ms, multi-bond intra- and inter-residue correlations appear, indicating
consistently efficient 1H decoupling.

To further test the probe performance for hydrated protein samples, a 2D one-bond RFDR
experiment (Fig. 53b) was carried out using a P13-SH3 fibril sample. 50% hydration (w/w) was
achieved by using a 60/40 (w/w) mixture of d5-glycerol and buffer (pH = 2.0). The line width is
0.5-0.8 ppm (62.5-100 Hz). The single set of chemical shifts and excellent linewidth reveal the
high degree of sample homogeneity. Overall, the spectrum compares favorably with our previous
studies of P13-SH3 [54], in terms of the number of cross peaks, resolution, intensities and
linewidths, suggesting efficient recoupling and strong circuit performance.
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Figure 53. Broadband RFDR spectra of uniformly 1
3 C and 5N labeled peptide and protein samples.

a) N-f-MLF and b) P13-SH3 fibrils. All spectra were acquired at co1/27r = 12.5 kHz MAS frequency and at room
temperature. A rotor-synchronized 33 kHz 3 C 7r-pulses were used during the RFDR [49-52] mixing period in all
experiments. The 'H TPPM [53] decoupling field of 100 kHz was applied during mixing and acquisition periods.

5.4. Conclusions and Outlook
We presented an efficient new strategy for designing fully balanced transmission line RF cir-

cuits for MAS probes based on back propagation of common impedance nodes. This strategy
was illustrated using a custom double resonance (1H, 13C) 3.2 mm NMR probe. With high quality
implementation, BPCIN yielded a RF circuit that demonstrated outstanding RF field characteris-
tics (8100/900 ratios of 86% for 1H and 89% for 13C; yBj = 100 kHz for 1H and 13C at 70 W and
180 W of RF input, respectively, and up to 360 kHz for 1H). 2D MAS correlation spectra con-
firmed the robust performance of the probe, which is critical for long-term signal averaging in
studies of biological samples. A triple resonance probe based on the same design is under con-
struction. Some additional theoretical aspects pertaining to the observed performance of the cir-
cuit will be discussed forthcoming publication (Markhasin et al., manuscript in preparation).
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6. Analysis of Probe RF Circuitry Using Analytical Expressions and SPICE-
like Simulators

Adapted from references [1].

Abstract

We revisit the basics of phasor approach to alternating current (AC) circuit analysis. Particu-
lar attention is given to the phenomenon of impedance waves and nodes in phasor domain, which
is distinct from the time domain voltage / current waves. We discuss probe circuitry and derive
analytical expressions useful for SPICE-like circuit simulations. Finally, several phenomena, in-
cluding coil leads effect, circuit efficiency limitation due to resistive power losses and efficiency
of transmission lines are illustrated using a combination of analytical relations and numerical
simulations.
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6.1. Introduction
Development of custom instrumentation for NMR has been one of the key research areas

over the last four decades [2-23]. Continuous progress in superconducting magnet technology,
electronics, and NMR probe technology combined with methodological advances made NMR a
versatile tool for a variety of systems and areas, such as structural biology [24-40]. As the field
of NMR expands and, therefore, demand increases, NMR instrumentation development gradu-
ally moves from academic to industrial and commercial laboratories, while the focus of academic
research shifts towards NMR methodology and applications. Nowadays, most of the research is
conducted using commercial instrumentation, which also progressively replaces old custom in-
struments.

Different components, however, have been developed at different pace. For example, the
state-of-the-art cryogenic magnet technology approaches its theoretical limits, because there are
only a few application specific parameters, such as sample size, important in production of com-
plex and expensive cryogenic magnets. At the same time, less expensive NMR probes are much
more diverse, as their design is usually tailored to specific classes of systems and applications
[7,12,20,41-63]. Certain areas, including solid state NMR (ssNMR) on both static and spinning
samples, biomolecular NMR [24,56], as well as experiments requiring harsh conditions, such as
cryogenic temperatures [19,64-72], are particularly demanding and impose stringent and fre-
quently conflicting requirements on probes. In such areas, probe technology is often one of the
major limiting factors. Although commercial vendors develop probes for demanding applica-
tions, academic research still makes important contribution in this area [19,21,58-59,65,73-77].
With few laboratories actively developing instrumentation, it is still instructive to become famil-
iar with the basics of instrumentation, in general, and probes, in particular. This knowledge is
useful for safe operation of complex instrumentation; for planning, setting and conducting ad-
vanced experiments; and as a part of general NMR training.

The focus of this article is on probe RF circuitry, arguably the most important subsystem of a
NMR probe, which is ultimately responsible for the overall probe performance. More specifi-
cally, we will revisit the basics of AC circuit analysis in a manner targeted at NMR spectro-
scopists, discuss impedance node phenomenon, which is particularly important at high magnetic
fields (high frequencies). We will also discuss certain aspects of SPICE-like [78] software and its
application to simulations of probe RF circuits. Finally, we will demonstrate utility of such simu-
lators as a learning tool and will use one such simulator, AWR APLAC@ [79], in combination
with analytical expressions to illustrate several phenomena affecting performance of the RF cir-
cuit.

6.2. Basics of RF Circuits
Nuclear magnetic resonance phenomenon involves resonant transitions between nuclear

magnetic energy levels. The frequencies of these transitions, which correspond to static magnetic
fields of modern NMR spectrometers, belong in the radio frequency range of the electromagnetic
spectrum. Thus, conventional excitation and detection of NMR spectra requires instrumentation
equipped with electrical AC circuits operating at those frequencies. Furthermore, most of the
modern NMR spectrometers operate in the pulsed mode employing short RF energy bursts, with
RF energy being distributed over certain spectral bands. In order to provide sufficient amount of
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energy in such short pulses to achieve efficient excitation, large RF powers provided by resonant
AC circuits are required.

Designing and fabricating circuits capable of efficient operation at several different frequen-
cies simultaneously for multiple resonance experiments is a challenging task, particularly at high
magnetic fields employed by contemporary NMR. Apparatus provided by AC circuit analysis
and circuit simulators is a useful tool, which help better understand these difficulties and provide
valuable guidance.

6.2.1. AC Circuit Analysis. Phasor Domain

Extensive literature on AC circuits in various forms and for various audiences is readily
available, including general electronics textbooks [80-89], textbooks for NMR spectroscopists
[90-91], articles in peer reviewed journals [13,20,92-96], encyclopedic articles [54,56,97], Ph.D.
dissertations [22] and introductory [98-99] and advanced [100] online sources. Here, we briefly
review one of the common approaches used to analyze electrical AC circuit, the method of com-
plex impedances in the phasor domain.

The goal of circuit analysis is to find potential differences across different elements and at
the output ports, as well as to find currents flowing through different elements. In the case of an
electrical DC circuit, the analysis largely relies on Kirchhoffs voltage law (Equation (21)),
Kirchhoff s current law (Equation (22)), Ohm's law (Equation (23)), and the linearity assumption
(Equation (24)):

Zv = 0, (21)
n

Y =0, (22)
n

iR R (23)
R

i(CIvI + C 2v2 )= Cli(v)+ C2 (v 2 ), (24)

where { v} is a set of potential differences and electromotive forces (EMF) along a closed loop
in the circuit, {in} is a set of currents flowing into a particular circuit node, VR is voltage that in-
duces current iR across resistor R, and C1 and C2 are constant numbers. According to Equation
(24), a circuit response to a composite driving signal can be represented as a linear combination
of circuit responses to the individual components with appropriate coefficients.

In the case of electrical AC circuits, currents and voltages become time dependent, and Equa-
tion (21)-(24) are still applicable to resistive networks, if all quantities are replaced by the corre-
sponding instantaneous values. For example, Equation (23) should be replaced with Equation
(25)

1 (5
iR(t) VR(t). (25)

R
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In contrast, reactive elements have the following well-known ideal volt-ampere characteristics
(Equation (26) and (27) for inductor and capacitor, respectively):

8iL(t)
vL(t)=L , (26)

at

at,

where L and C are electrical inductance and capacitance, respectively, and, in general, do not
obey Equation (23).

A common AC driving function is a sinusoid

v(t) = V"ax coS(Cot + ( , (28)

where co, (o and pax are angular frequency, initial phase and amplitude of the sinusoid, respec-
tively. It follows from Equation (25)-(28) that a response to a sinusoidal driving force is a sinu-
soid for both resistive and reactive elements with different phase and amplitude, but the same
frequency. Therefore, if all {fax, ( } and {i"ax, . } (where 9 is the full or relative phase) are
known, behavior of the circuit is completely described.

Since reactive elements do not obey the Ohm's law (compare Equation (25) with Equation
(26) and (27)), DC analysis cannot be directly extended to AC circuits. However, in the special
case, when

aiL(t) -iL(t) and vC W't W (29)
at at

the Ohm's law may also become applicable to reactive elements, thus, allowing extension of DC
analysis to AC circuits. The solution to the first order ordinary differential equations (29) is an
exponential. At the same time, the Euler's identity relates a linear combination of two sinusoids
to complex exponential

cos ()+ sin (v) = e'", (30)

where]2 -1. If equation (28) is replaced with equation (31)

V (t) = Vmax ej(wt+"b) = Vmax ejP ei"t, (31)

and equations (25)-(27) are replaced with equations (32)

IR (t) I max e1v ejwt,
R

IL I v nax e jo eiwt (32)

1C (t j Cvmax e1 R ej'c,

the new set of equations (31)-(32) representing sinusoidal functions with complex amplitudes
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V max max

max I vmax
R = V; " (33)

Z R

Imax I V max
L - L L '

Z L

and complex impedances

ZR =R,

Zc - (34)
jctC wCo

ZL = jwL,

obeys the Ohm's Law. As long as linearity assumption (Equation (24)) is valid, the phase factor
e 'e" common to all quantities in Equation (3l)-(32) can be dropped, and a set of time inde-
pendent equations (33)-(34) can be used instead. The transformation from Equation (25)-(27) to
Equation (33)-(34) does not affect phases or amplitudes. Therefore, a set of { 'ax, q } and {i'"ax

9 } found using Equation (33)-(34) is also a solution to the original problem. Note that this trans-
formation is valid for stationary conditions only. During transient periods, amplitudes are time
dependent and more general solutions to Equation (29) must be used.

Both the time dependent quantities in Equation (3l)-(32) and the time independent complex
amplitudes in Equation (33)-(34) can be referred to as phasors [101]. Here we will use "phasor"
term to refer to quantities in Equation (33)-(34). These set of quantities is said to belong in the
phasor domain as opposed to time dependent expressions containing real trigonometric functions
from the time domain.

In practice, the resulted system of equations in phasor domain is solved numerically using,
for example, SPICE-like simulators. The basic output of such simulations is a set of unknown
{ ax, p } and {imax, p }, as well as values for the tuning elements. This information is then used
to analyze the circuit.

In order to simplify further expressions, we will drop superscript "max" and assume that all
capitalized symbols for voltages, currents, impedances and admittances denote phasor quantities.
We will use subscripts to differentiate between different symbols and superscripts "r" and "i" to
denote real and imaginary parts, as in ri'.

6.2.2. Waves in Time and Phasor Domains. Impedance Waves and Nodes

There are three major contributions to the phase factor of voltages and currents. The first
contribution ultimately comes from the temporal modulation of the driving force, is common for
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the entire circuit and can be isolated by transforming expressions from the time domain (Equa-
tion (25)-(27)) to phasor domain (Equation (33)-(34)) as discussed above. The two other contri-
butions are responsible for spatial modulation of the phase factor, give rise to wave-like phe-
nomena in the time and phasor domains, and are discussed below.

Time domain. For simplicity, let us consider a circuit consisting of ideal conductors. When a
point driving force described by a sinusoid (Equation (28)) is applied to such a circuit, the oscil-
lating signal propagates through the circuit at the speed of light. Voltages at different points in
the circuit change in the same fashion with phase of the sinusoid varying along the electrical path
due to finiteness of the speed of light and resulting electrical delay td

v(t,td)= vcos 2c - 2z. t, (35)

where we expressed angular frequency w from Equation (28) in terms of the period of oscilla-
tions r

2;r

If electrical delay term in Equation (35) is negligible td << r, Equation (28) and (35) are equiva-
lent. Equation (35) describes a traveling wave [102]. An important characteristic of this wave is
its wavelength X

Z = c (36)
Co

where c is the speed of light. Switching to complex exponential form as before and dropping the
common phase factor containing t, we obtain

() T 2.(37)

Since td = x /c, where x is distance from the source and c is the speed of light, and rc = , Equa-
tion (37) can also be written in terms of the distance and the wavelength

V(x)= ve 2. (38)

If the size of the circuit, Xmax, is much smaller than the wavelength A of the operating signal
(which is equivalent to inequality td << r above), the phase factor in Equation (38) becomes prac-
tically constant for the entire circuit

-jx

mx. << =>~e , (39)

and the wave collapses, that is wave-like behavior in the time domain becomes insignificant.
Similarly, if Equation (39) only holds for some circuit components, those components behave
like lumped (discrete) elements, i.e. elements whose properties do not depend on their size. Oth-
erwise, distributed properties / wave-like behavior should be taken into account, as further dis-
cussed below.

Phasor domain. In addition to spatial modulation of voltages / currents caused by temporal
modulation of the source and electrical delays in time domain, there exists a different type of
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wave-like behavior in the phasor domain, which is caused by electrical impedance. Impedance is
in general a complex quantity, which can be represented in either the real-imaginary form as in
Equation (34) or in the magnitude-phase form, Z"a(o)eW)&A). The real part of impedance is of re-

sistive nature and can only be positive for a passive circuit. For an ideal resistor, impedance is
purely real. The imaginary part of impedance is of reactive nature. For an ideal inductor or ca-
pacitor, impedance is purely imaginary. It follows from Equation (34) that the reactive part of
impedance can be both positive, as in case of an inductor, and negative, as in case of a capacitor.
Impedance phase factor, e"), directly reflects the sign of the imaginary part and is the ultimate
source of wave-like behavior in the phasor domain introduced through Equation (32)-(34). The
imaginary part of impedance can vanish at certain frequencies, when frequency dependent con-
tributions from inductors and capacitors compensate each other, as illustrated below. This phe-
nomenon is the electrical resonance.

Consider a string of ideal capacitors and inductors shown in Figure 54(a). Black dots in the
figure denote circuit nodes (any point in a circuit), with circuit being open at node Q. Figure

(a) ZAC circuit nodes

A CG I ,-

(b)

50
impedance nodes

c ZAC
-50

-100 -+- Blue Freq

--- Red Freq
-150

A B C D E F G H I J K L M N O P Q

Node index

Figure 54. Illustration of impedance waves in the phasor domain.
a) Fragment of an AC circuit consisting of a series of inductors and capacitors. Circuit nodes (black dots)
are labeled with Latin letters, and components are assigned values of inductance and capacitance (not
shown). b) Diagram showing reactance of circuit sections between the grounded node A and other nodes at
two suitably selected frequencies. Impedance nodes are indicated with green dots. See also Question 1
about this figure.
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54(b) shows a diagram indicating reactance between ground node A and other circuit nodes (val-
ues of reactances and frequencies have been suitably chosen for this illustration). Since all the
elements are connected in series, reactance between the node A and any other node X is a sum of
reactances of all elements that belong in the section AX. The ground node A has impedance and
reactance of 0 Q irrespective of frequency. Non-ground nodes G, I, and Q in Figure 54(a) have 0
Q reactance at the chosen frequencies and are called impedance nodes.

In practice, all components are non-ideal. For example, inductors and conductors have finite
resistance, which affects performance of the circuit and should be taken into account. If small
resistance is assigned to each inductor in the circuit shown in Figure 54(a), impedance at differ-
ent nodes will be affected as illustrated in Figure 55. In specific, the real part of impedance can-
not be negative for passive components; therefore, it can never become 0 Q. This relation is il-
lustrated in Figure 55, where solid black dots indicate impedance magnitude incorporating real
(violet dashed trace) and imaginary (solid blue trace) components. In tuned circuits used for
NMR, the real part of impedance must be kept small compared to overall impedance (this re-
quirement is further discussed below). The consequence of this requirement is that the real part
of impedance does not make significant contribution to overall impedance, except at resonance,
as illustrated by the top trace in Figure 55. When resonance condition is fulfilled, large imagi-
nary part of impedance becomes negligible, and impedance is dominated by the real component.

Importantly, an impedance node resembles a grounding strip at and near the corresponding
frequency having a vanishing impedance (ideally, green dots in Figure 54(b)) or small real im-

- -- -100 *

0

50 00D

50
a
6
0

0 B C D E7FGHJKLMN P0

-Reactance
- Resistance
* Magnitude
*Resistive Contribution

-50
ABOCD E F G H I J K L M N O P Q

Node index

Figure 55. Typical contributions of the real and imaginary parts to impedance of high Q components used
in resonant circuits.
"Real" impedance nodes are indicated with green dots, and node index refers to Figure 54(a).

114



pedance (for real circuits, green dots in Figure 55) at and near that frequency, and large mostly
reactive impedance away from it. The concept of impedance nodes (both ideal and real) plays a
central role in the recently introduced novel probe RF circuit design [103].

6.3. RF Circuit Simulations
Designing RF circuit is an essential part of NMR probe development. Ideally, this process

involves a transformation starting from a desired goal, such as "triple resonance, triple port RF
circuit", to an actual detailed description of a specific circuit that can be readily implemented
based on this description. The core part of this transformation is modeling and simulation of the
electrical circuit with the purpose of finding accurate model of the physical design. If the behav-
ior of the model meets certain specifications, such as electrical isolation between the channels,
the model is accepted; otherwise, it is modified to improve the match between the model and ac-
tual circuit. In reality due to certain complications, some of which are briefly discussed below, it
may be difficult to achieve this ideal goal, particularly at high magnetic fields (RF frequencies).
Under such circumstances, additional circuit optimization at the fabrication stage may be re-
quired.

Even when accurate circuit model is attainable, it may not be economically viable. Academic
laboratories that develop instrumentation typically have limited oftentimes old electronic equip-
ment at their disposal. At the same time, usually one - two copies of the same probe are con-
structed. In contrast, commercial users of circuit simulation software, such as IC chip manufac-
tures, have modem expensive equipment; they can also afford to invest substantial resources into
refining their simulations, because serial manufacturing of simulated devices will justify the in-
vestments. For these reasons, attempts to obtain very accurate circuit model, especially in the
case of complex devices, such MAS DNP probes, may be impractical in the academic environ-
ment. At the same time, certain important electrical phenomena, such as a coil leads effect illus-
trated below, can be readily reproduced even in a rough simulation, helping anticipate and diag-
nose potential issues, as well as making the simulation software a useful learning tool.

Simulation workflow varies depending on particular goal, and in general, involves several
stages. Initially, it is necessary to

1) choose appropriate simulation approach and environment (software) for AC circuit simula-
tions;

2) create circuit model, including tuning elements;
3) perform initial simulation with the goal to determine the values of the tuning elements that

fulfill resonant condition.
We will limit our discussion to steps 1) and 3).

6.3.1. Simulation Approaches

An important criterion that largely dictates the choice of circuit simulation software is the ra-
tio of typical size of circuit components (D) to signal wavelength (X).

X >> D. Discrete regime. SPICE-like [78] simulators, such as AWR APLAC@ simulator
[79] used in our laboratory, can be used. In this regime, the circuit is modeled as a collection of
individual circuit components, which do not interact or interfere with each other except where
these interactions are explicitly modeled. Each modeled component is represented by a prede-
fined or user-defined mathematical model, and electrical delays are generally not taken into ac-
count.
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The SPICE-like simulation approach is the most efficient one. At the same time, it has cer-
tain limitations. First of all, this approach relies on mathematical models, which must be pro-
vided for all components. Furthermore, those models are only valid within a certain range of its
parameters. If a component does not have a library model or its model is expected to be inaccu-
rate, the mixed mode simulation approach can be used.

More serious limitations arise as the operating frequency increases. Ideally, the size of
lumped elements (e.g., the sample coil) should not matter. In practice, validity of this assumption
is frequency dependent. Specifically, for components having electrical path length 1, lumped
models are generally applicable as long as the wavelength A of the operating frequency fulfills
inequality [104]

1 0.1. (40)

See Question 2 for an example of application of this empirical rule.
Additionally, certain phenomena, such as the skin and proximity effects [81,105-106] or

parasitic admittances increase with frequency contributing to non-ideal behavior of standard
components. Some of these effects can be taken into account by more sophisticated models,
which may or may not be implemented in particular simulator; other effects are system specific,
depend on environment and may not be generalized for isolated components, thus, limiting the
applicability of predefined models.

X << D. Distributed regime. 3D full-wave simulators, such as Ansys HFSSTM [107], natu-
rally accounts for non-ideal behavior of different components. This type of simulators takes a
physical description of the circuit, including geometry and materials of different parts, as well as
basic electromagnetic properties of materials (or obtains those properties from an internal data-
base). Then the simulator solves Maxwell's equations for electromagnetic waves propagation.
This added flexibility comes at the expense of substantially increased computational time and
power limits.

Intermediate regime and mixed mode simulation. The two types of simulators can also be
used together in a mixed mode simulation, taking flexibility from one approach and computa-
tional efficiency from the other one. For example, when built-in models are not available or in-
accurate for some components, 3D full-wave simulator can be used to analyze such components
and produce numerical models, such as S-parameters [100] based description. Then, these nu-
merical models are used alongside built-in models available for standard components in a
SPICE-like simulator to analyze the entire circuit.

6.3.2. SPICE-like Circuit Simulations

A simplified model of a single resonance transmission line circuit is shown in Figure 56(a).
Usually, the first simulation step is to find the values of tuning (Ct) and matching (Cm) capaci-
tors, such that port impedance Z = 50 Q (admittance Y = 0.02 S). Although it is possible to di-
rectly simulate the tuning process, the same goal can be achieved much more efficiently using
analytical expressions.

In order to derive these expressions, it is convenient to consider a "black-box" model shown
in Figure 56(b), which is applicable to a multiple resonance circuit as well. If we know imped-
ance Z, of the black-box, we can set up a system of two equations in two variables, C, and C. In
order to determine Z, AC circuit analysis needs to be performed once with arbitrarily chosen
values for C, and C. Then expressions derived below can be used to calculate values of Cm and
Ct corresponding to Z = Zo.
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There are two approaches that can be used to solve this system for Cm and C,. The first ap-
proach involves straightforward but tedious derivations and is left as an exercise (see Question
4). The second approach involves careful control of intermediate steps, thus making the expres-
sions substantially simpler.

To simplify derivations, it is convenient to use shortcut vector notation for complex numbers,
with superscripts denoting real (r) and imaginary (i) parts,

A=Ar+ jAi = (Ar, Ai ), (41)

magnitude of a complex number,

JAI= (Ar) +(A') 2 =A

and basic algebraic operations (addition, multiplication and inversion) involving complex num-
bers (see Question 3).

When a circuit is tuned and matched to Z, it means that

Z=Zo,

where Z is the port impedance. To simplify the
ances Z to admittances Y,

(42)

derivations, we should also switch from imped-

__1Y = -
Z

(43)

variable
RF port matching

I capacitor

Cm

Ct

variable
tuning
capacitor

(a)

coaxial RF
transmission line sample coil

/

(b)

y

Cm

Ct Z Ip

7"- PIP

black-box
impedance

Figure 56. Single resonance transmission line circuit model.
a) Simplified representations. b) Black-box model. Tuning / matching network is highlighted with blue
color, RF ports and ground symbols - with green color, and the rest of the circuit - with light brown color.
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The standard admittance Y, and admittances for the three circuit components in Figure 56(b)
are denoted as follows:

Y =(Y, Y =(Yr,0),

= () 7n), (44)

,n = Ozn, Yi =(0, Y',)

Y (y, yr y=i(0, yi),

where we used the fact that the standard admittance is purely real, while that of an ideal capacitor
is purely imaginary. Using the rules for parallel and series combination of multiple impedances,
equation (42) can be expanded in terms of impedances of individual components,

Z, + Z, I ZP = Z,, (45)

where the second term denotes a parallel combination of elements. Equation (45) is a vector
equation equivalent to the following system of two scalar equations:

Re(ZM+Zt IZ,)=Re(Z),

Im(Zm + Z, Z,)= Im(Z). (46)

Equation (46) can now be transformed using Equation (43) and (44)

Re => I
Y, +Y Y

Im =I

P+ Y, Y.

Re -
S + , +y | 1

+Y 2

=m yr i yr t
Y+Y, 2 , j +Y ~

[Yp~ =- . .

Y' +Y'
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Y + y +Y Y ) ,

Y$ Y1

yY r

" Y p + Yr

Ypr Y(

Y + Y|

p

Denominator in the second equation must be negative (verify it), therefore,

Y + =-;; ;7r (Y) -( 
4),

" Yp + Y|

Y| = -Y - (Y; -Y;)

ot p

Y (47)
Y =*Y .

M 0Y -Y,;

Finally,

C, = CI -Y - Yr (Y-Y

I' y y pr(48)
CO Yor-1

It follows from Equation (48) that tuning is only possible, if all of the following conditions are
fulfilled:

Ypr <Y .

Conductance of the black-box must be smaller than that of the standard admittance.

C, > 0 -> Y < 0.

The black-box must be inductive.

YpI > Yp FY_ -) -
Susceptance of the black-box must be sufficiently large; conversely, assuming that reactance of
the black box is the dominating part of its impedance, the black box must not be too inductive.

6.4. Resonant Phenomena and Circuit Efficiency

We will now use RF circuit simulations as well as analytical expressions to discuss several
phenomena that may affect circuit efficiency.
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6.4.1. Coil Leads Effect

While building custom probes in our labo-
ratory, we have noticed that coil leads had a
significant effect on the RF circuit. Tuning of
the high frequency channel was particularly
affected. Here we use SPICE-like simulations
to verify this observation and demonstrate that
by changing the length of the coil leads within
a range of 2.5 cm (1") shifts the tuning range at
700 MHz (which is the 1H Larmor frequency,
for which one of the probes has been designed)
by as much as 13 MHz, thus possibly making it
necessary to adjust other components of the
circuit to compensate for this shift.

Figure 57 shows a model circuit used to in-
vestigate the sensitivity of the circuit with re-
spect to the length of coil leads. In order to in-
vestigate this effect, we modeled the leads as a
two-wire transmission line in air [108, pp.
5297, 5310]. The simulator that we use does
not have a built-in model for a two-wire trans-
mission line, so a mixed mode simulation was
used. In specific, we used a built-in generic

sample coil --------

.rcoil leads

CM C,
"' TL

Figure 57. Tuned circuit for coil leads effect modeling.
Circuit components: matching, tuning and fixed capaci-
tors C,,, C,, C1 = 33 pF, coaxial transmission line TL
(copper conductors, O.D. = 2.68 cm / 1.055", I.D. =
6.35 mm / 0.25" and length = 65 cm / 25.6") sample
coil (copper wire, 6 turns, wire O.D. = 0.635 mm /
0.025", coil diameter = 4.45 mm / 0.175", and pitch =

1.27 mm / 0.05"), and coil leads (modeled as a two-
wire transmission line [108, pp. 5297, 5310], spacing =
7.6 mm / 0.3", length = 5.1 mm / 0.2" - 25.4 mm / 1").

transmission line element, whose properties are defined in terms of linear resistance (R), conduc-
tance, capacitance (C), and inductance (L). For a two-wire transmission line this properties can
be readily evaluated using formulas found elsewhere [86,108, pp. 5297, 5310]:

R- -- IZ PP
ifad a gz

L= "0 In (d, (49)
r a

In (d / a)

where 6 is skin depth for the conductor material at cyclic frequency v, co is angular frequency, p
is specific electrical resistance of the conductor material, a is wire radius, ,ipo and ceo are mag-
netic permeability and electric permittivity of the conductor material.

Behavior of the circuit in Figure 57 was investigated as a function of coil leads length (1).
Specifically, simulations with the goal to find whether this circuit can be tuned at 700 MHz, that
is whether all the requirements outlined in the previous section are fulfilled, was performed for
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coil leads lengths in the range of
0.5 cm < I<2.5 cm. It has been found that for 1=
0.5 cm the circuit could be tuned, that is there
exist a meaningful solution for Equation (48). At
the other end, 1 = 2.5 cm, the circuit could no
longer be tuned due to a shift of the tuning range
by 13 MHz.

6.4.2. Efficiency Limit due to Power
Dissipation

1,V I Z,=R+jcoL

4L R

-- _--

Figure 58. Simplified model of a lossy single reso-
nance circuit.
Model includes ideal tuning / matching network and
solenoidal resonator L with finite resistance R.

The law of conservation of energy oftentimes
leads to elegant solutions to problems and highlights their essential features. Here, we apply this
method to illustration of the relationship between circuit efficiency and resistive losses. Consider
the circuit in Figure 58. When the circuit is tuned, the input impedance Z = Z, is purely real irre-
spective of details of the black-box impedance Z,. as illustrated in Figure 55. Therefore, given
the input voltage V = Vo, the input current I = Io = Vo / Zo does not depend on the details of the
black-box impedance Z,. Assuming that the input voltage Vo is purely real and taking into ac-
count that the standard impedance Z0 is also purely real, the input power phasor defined as [84]

VIt
So - " - P + jQ,0 2

where dagger symbol denotes complex conjugation, P is the average (ohmic) power, and Q is
reactive power (associated with stored energy), is purely real. In other words, Q = 0 and all en-
ergy supplied to the circuit at the resonant frequency in a steady state is completely dissipated in
the form of ohmic heating (radiation losses are neglected here). Ohmic power is proportional to
electrical resistivity and the square of current magnitude

110I 2 Zor I 2 Zr
P -= .
0 2 2

Neglecting power losses in capacitors, we conclude that

S2 2

Therefore,

P 2 Z 2 '2Z
2 2

(50)lip I = 1" = FL;Zr 
10

ZOFTpr

Equation (50) has three consequences. First, since the RF magnetic field in the coil is propor-
tional to current, B - I,1, and Q-factor of the circuit in Figure 58, is proportional to the Q-factor
of the coil,
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R

the well-known dependence B, ~ follows from Equation (50).
The second consequence can be illustrated by calculating electrical resistance of the coil and

transmission line in the circuit in Figure 57. Using Equation (49) and parameters from the cap-
tion of Figure 57, we find that

Rcoax = 0.11 
(,

RL =0.29 K2 (1.11 ),(51)

where the first value for RL is underestimated due to the proximity effect [81,105-106], while the
value in parentheses was obtained using APLAC simulator [79] based on a more detailed model
[109]. These numbers are small, and even small additional resistance coming, for example, from
electrical connections in the circuit of insufficient quality may produce significant contribution to
overall circuit resistance, lowering circuit efficiency.

Finally, it also follows from Equation (50) that an additional inductor does not necessarily
take energy away from the sample coil or lower overall performance of the circuit. If resistive
losses in that inductor are much smaller than losses in other elements of the circuit, such an in-
ductor will not affect circuit performance.

At the same time, resistive losses in an inductor can be substantial. For example, consider a
RF trap consisting of a parallel combination of inductor and capacitor. A trap is designed to
resonate at the target frequency, which means that large current develops in the inductor, and,
thus, substantial RF energy may be lost.

6.4.3. Power Transfer Efficiency in Transmission Line RF Circuit

We have recently reported a new balanced transmission line probe design [22,103,110-111]
that demonstrated outstanding performance. One factor, which contributed to this result, is the
overall high circuit quality (in the sense described in the previous section and illustrated by
Equation (50) and (51)). The other factor, which is relevant for transmission line probes, is dis-
cussed below.

The primary functions of the electric circuit of a NMR probe are matching the coil imped-
ance to that of transmitter and receiver at several RF frequencies, as well as ensuring efficient
performance of the circuit at those frequencies. As discussed earlier, the circuit may incorporate
lumped (such as inductors and chip capacitors) and distributed (transmission lines) elements.

Coaxial transmission lines have been commonly used in design of multiple resonance NMR
probes [10,15,55] and provide several advantages. They are often times less lossy compared to
lumped elements (Equation (51)), more robust and permit remote tuning, such that most of the
tuning elements can be moved away from the sample and, possibly, placed outside of the magnet
bore. The latter is important, for example, for cryogenic applications, where the sample chamber
is kept at cryogenic temperatures, while sensitive electronic components stay at ambient condi-
tions.

Transmission line is also an impedance transformer device that delivers power from the
"source" connected at one end of the line to the "load" connected at the other end [13,83,89]. A
fundamental characteristic of a transmission line is its power transfer efficiency, which depends
on impedances of source and load and characteristic impedance of the line. The optimum effi-
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ciency is achieved when impedances of both source and load match the characteristic impedance
of the line (Z), to which they are connected. Whenever these impedances do not match, a frac-
tion of power is reflected back away from the load towards the source in accordance with the
complex reflection coefficient p [89]

Z - Z
P z= L +Z, (52)

L o

where ZL is load (source) impedance and Zo. Full transmission (no reflection) takes place when
ZL = Zo- When the phase of the load phasor is fixed, minimum reflection occurs when JZL = 1oh
[89]; the larger mismatch the larger reflection.

Consider the circuit in Figure 56(a). During the excitation period, the coil acts as a load con-
nected to the transmission line. Using parameter from Figure 57, we find that reactance of the
coil at 700 MHz is 380 Q (calculated using APLAC simulator [79] based on the model described
elsewhere [109]) and the characteristic impedance of the coaxial transmission line can be calcu-
lated as follows (46)

ln(R/r) pu

where R and r are the inner radius of the outer conductor and the outer radius of the inner con-
ductor, respectively, and equals to 45 Q. Therefore, substantial reflection at this frequency
should occur. One way to reduce impedance mismatch would be by adding a capacitor in series
with the coil. However, this approach requires small capacitors, which present high impedance at
lower frequencies, such as 13C and 15N.

A more robust approach involves balancing the coil using additional transmission line as de-
scribed previously [22,103,110-111]. In this case, an impedance node is tuned at the middle of
the coil, reducing load reactance by a factor of two at the expanse of slight increase of the resis-
tive part of the load impedance. Overall, load impedance, which is mostly reactive, is, in turn,
decreased nearly by a factor of two, thereby reducing the amount of reflected power.

6.5. Conclusions
We reviewed the basics of phasor approach to AC circuit analysis and discussed the origins

of waves in time and phasor domain. While some oversimplified circuits can be treated analyti-
cally, usually it is necessary to use AC circuit simulators. SPICE-like simulators are efficient and
easily provide detailed information about all parts of the circuit; however, at high frequencies, it
becomes increasingly difficult to achieve a good match between a model and the real circuit. At
the same time, a combination of SPICE-like simulations with partial analytical analysis can be
beneficial for understanding underlying electrical phenomena.
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6.6. Questions and Answers

Question 1. Which frequency in Figure 54(b) is higher?
Question 2. Determine whether lumped model is applicable to a 5-turn coil having I.D. of

3.2 mm and 1 cm long leads at 700 MHz.
Question 3. Using shortcut in Equation (41) basic algebraic operations (addition, multiplica-

tion and inversion) involving complex numbers.
Question 4. Derive values of C, and Cm starting from admittance analog of equation (42)

("brute-force" derivation).

Answer 1. Observe that if wCI> 2 , Z'(w1 )> Z'(C 2) for both inductor (ZL=jOL) and capacitor
(Zc=-j/(wC)) and vice versa. Therefore, the blue trace corresponds to the high frequency, and the
red trace to the low one.

Answer 2. Electrical path length and signal wavelength

c 3*10m*s-1
0.12=0.1- , 4.3 cm

v 700 MAz*10

l~;r*I.D.*N+lead*2~3.14*3.2 mm*5+1 cm*2~7 cm

violate inequality (40), and lumped models for such a coil at this frequency may no longer be
accurate.

Answer 3.
A + B = (Ar , A')+(Br , B')= (A + Br, A'+ B'),

A * B = ( A')( Br ,B' ) = (ArBr - A'B' + j(ArB + A'Br = (ArBr - AB, B' + A'Br),

1 1 Ar - JA Ar jAi . A' _ A'

A Ar +jA' ( + jA)(Ar jAi) (Ar ) 2 +(A) 2 - A2 A 2  A2 2

Answer 4.

Y = Y,,

which can be expanded similarly to Equation (45)

YM + Y, |1 Y, = Y , (53)

which can be replaced by a system of scalar equations similarly to Equation (46)

Re (Y, + Y, IY)= Yr,

m(Y + Y, Y,)= 0.(54)

We can now expand admittance Y in terms of individual circuit components (Figure 56(b))
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(55)Y,, + Y, II Yp =

where all quantities in the denominator must be non-zero and, thus, the whole denominator must
be positive for Equation (53) to have a solution and for the circuit in Figure 56(b) to be tunable.
Substituting Equation (55) into the second Equation (54) we obtain

(Y +y|)(Y +Y|+Y' +(Y )=0,

which can be further rearranged as follows

yr Y +y| 'P P t

+ = "'r ,Y' +Y' Yr Y
(56)

where we took into account that all factors in the previous expression must be non-zero. Substi-
tuting Equation (55) and then (56) into the first Equation (54) we obtain

2

Y Y,
Yr

and Equation (54) can now be replaced with

2

___ __ 2 yr

1+ P
Y' + Y

Y YtY Y"

Y +Y' yr yrP t P yP

which can be rewritten as follows

F 2 yr

1+t2 yr

t+

(57)

(58)
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in terms of new variables

yr
t p

Y, + Y|
- (59)

M=

Yr
p

It follows from the second Equation (58) and (59) that

m > 0,
tO. (60)t < 0. (0

Multiplying equations (58) and substituting the result into the first equation (58), we obtain

t 2 +1I Y'r

t 2 1

t =-M.

Taking into account Equation (60), we obtain

Y|=- - (YF-; ),

Yr

which is identical to the expressions derived in the main text.
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7. Precision Calorimetry of Tripeptides Ala-Pro-Gly-H 20, N-formyl-Met-
Leu-Phe-OH, and N-formyl-Met-Leu-Phe-OMe

Adapted from references [1].

Abstract

Heat capacity of tripeptides Ala-Pro-Gly-H 20, N-formyl-Met-Leu-Phe-OH, and N-formyl-
Met-Leu-Phe-OMe was measured by precision adiabatic vacuum calorimetry over the tempera-
ture range T = (6 to 350) K. The tripeptides were stable over this temperature range. The first
tripeptide exhibited a first-order polymorphic phase transition, while no phase change, transfor-
mation, association, or thermal decomposition was observed for the other two tripeptides. The
sensitivity of low temperature dynamic scanning calorimetry is evaluated, and the phase transi-
tion was well reproduced on a sample as small as 4.7 mg. Calorimetric data is compared to the
information obtained from cryogenic magic angle spinning nuclear magnetic resonance and X-
ray experiments. The standard thermodynamic functions, molar heat capacity C, enthalpy

R'(T) - H(0), entropy S'(T), and Gibbs energy G'(T) - H(0), of peptides were calculated over
the range T = (0 to 350) K. The low-temperature (T < 50 K) heat capacity dependence was ana-
lyzed using the Debye's and multifractal theories. The standard entropies of formation of pep-
tides at T = 298.15 K were calculated.
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7.1. Introduction
Elucidating complete or, sometimes, partial atomic level structure of biological molecules,

such as peptides and proteins, is essential for subsequent investigation of their function and dis-
function, as well as for understanding biological processes in which these molecules participate.
Structural information at the atomic level is primarily provided by diffraction and magnetic reso-
nance techniques. Since both techniques can benefit from low temperatures, these experiments
are often performed at cryogenic temperatures. Furthermore, certain techniques, such as Dy-
namic Nuclear Polarization (DNP) in combination with cryogenic Magic Angle Spinning (MAS)
Nuclear Magnetic Resonance (NMR), provide valuable data, which may not be unavailable oth-
erwise. At the same time, it is the ambient temperature structure, which is of interest. Therefore,
an important question that must be addressed is how relevant the structural data obtained at low-
ered temperatures, and whether these data can be used for studying the role and function of bio-
logical molecules at their normal operating temperatures.

Several strategies can be used to address this question. For example, spectroscopic tech-
niques may be complemented by calorimetric experiment. Calorimetric techniques, such as Dy-
namic Scanning Calorimetry (DSC) or adiabatic calorimetry, are particularly suitable for probing
temperature dependent changes in structure [2-4]. Additionally, thermodynamic properties can
be used for analysis of processes and in thermodynamic databanks [5]. While thermodynamic
properties are available for most of the canonical amino acids [2,6-23], in present work, we se-
lected three tripeptides, exhibiting different temperature dependent behavior, that we use as
model samples for MAS NMR experiments.

7.2. Experimental Section

7.2.1. Samples

Tripeptides Ala-Pro-Gly (APG, lot 0513046), N-formyl-Met-Leu-Phe-OH (MLF-OH, lot
2500845) and N-formyl-Met-Leu-Phe-OMe (MLF-OMe, lot 1016424) were purchased from
Bachem (King of Prussia, PA). APG was recrystallized from water, while the other two were
used without further purification.

The crystal structure of the sample (space group P2 12 12 1, Z=4 [24]) was confirmed by single-
crystal X-ray diffraction (Siemens three-circle Platform diffractometer, results are included in the
supporting information) and by powder X-ray diffraction (PANalytical X'Pert Pro multipurpose
diffractometer equipped with Oxford Cryosystems PheniX cryostat).

7.2.2. Adiabatic Calorimeter

A precision automatic adiabatic calorimeter (BCT-3) was used to measure heat capacity over
the temperature range of 6 K < T 350 K. The design and operation of an adiabatic calorimeter
are described in detail elsewhere [25-26]. A calorimetric cell is a thin-walled cylindrical vessel
made from titanium with a volume of 1.5 10-6 m3 and mass (1.626 +0.005) g. A miniature iron-
rhodium resistance thermometer (nominal resistance 100 Q, calibrated on ITS-90 standard by
the Russian Metrology Research Institute, Moscow region, Russia) was used to measure the
temperature of the sample. Temperature difference between the ampule and an adiabatic shield
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was controlled by a four-junction copper-iron-chromel thermocouple. The sensitivity of the
thermometric circuit was 1-10-3 K and that of the analog-to-digital converter was 0.1 pV. The
speed of the computer-controlled measuring system was 10 points per second. The accuracy of
the calorimeter was verified using standard reference samples (K-2 benzoic acid and a-A120 3)
[27-28] prepared by the Institute of Metrology of the State Standard Committee of the Russian
Federation. It was established that the measurement error of heat capacity did not exceed ±2%,
±0.5%, and ±0.2% within temperature ranges T = (6 to 15) K, (15 and 40) K, and 40 < (T/K) <
350 respectively; and that measurement errors of phase transition temperature and its enthalpy
did not exceed ±0.01 K and ±0.2% respectively.

7.2.3. Heat Capacity Measurements

0.2438 g of N-f-MLF-OH (M= 437.56 g-mol", 0.557 mmol) or 0.2716 g of N-f-MLF-OMe
(M = 451.59 g-mol-1, 0.601 mmol) was placed in a calorimetric cell, and the ampule was then
filled with dry helium gas (4 kPa, room temperature) to facilitate the heat exchanging process.
Initially, the samples were cooled to the temperature of the measurement onset (~6 K) at a rate of
0.01 K s1. Then the samples were heated in 0.5 - 2 K increments at a rate of 0.01 K s- 1. Sample
temperature was recorded after an equilibration period (temperature drift < 0.01 K-s', approxi-
mately 10 min per point).

The experimental values of Cqm (156 and 187 points for N-f-MLF-OH and N-f-MLF-OMe,
respectively) were collected using liquid helium as a cryogen in the intervals 6 K < T < 88 / 96 K
(Series 1) and using liquid nitrogen in the intervals T = (83 to 349) / (90 to 343) K (Series 2) for
N-f-MLF-OH and N-f MLF-OMe, respectively.

The heat capacity of the samples was between 55 % and 83 % of the overall heat capacity of
the calorimetric ampule. The molar masses were calculated from the IUPAC table of atomic
weights [29].

7.3. Results and Discussion

7.3.1. Heat Capacity Measurements

Experimental data for the isobaric heat capacity of N-f-MLF-OH, N-f-MLF-OMe, and APG
over the range T = (6 to 350) K are presented in Table 3, 4, and 5 and Figure 59 and 60. The heat
capacity of the samples rises gradually with temperature. The tripeptides were stable over the
studied temperature range. No phase change, transformation, association, or thermal decomposi-
tion was observed for N-f-MLF-OH and N-f-MLF-OMe, while APG exhibited a first-order po-
lymorphic phase transition. The experimental data were smoothed using least squares polynomial
fits as follows:

7 T
L A,1In --- , = ±0.6%, 6K < T < 40K

C1- =O 30
CPOm= 6

1BL, , = ±0.3%, 40K<T<350K
i=O 30

137



0

700

600

500

400
300

200

100

0

N-f-MLF-OWe
- -.-..-..-. N-f-MLF-OH -'

0 50 100 150 200 250 300 350
T (K)

Figure 59. Experimental temperature dependence of heat
capacity of N-f-MLF-OH and N-f-MLF-OMe.

K
5

4

3

2
C

U)

1

0 50 100 150 200 250 300 359

T, K

Figure 60. Experimental temperature dependence of
heat capacity of APG.

where Ai and Bi are polynomial coefficients and 6 is relative deviation of experimental data from
the smoothing functions. The temperature dependencies of heat capacities of N-f-MLF-OH and
N-f-MLF-OMe are similar below 50 K. This tendency can be expected, since skeletal vibrations
provide the main contribution to heat capacity in this range.

Heat capacity of APG was also studied using dynamic scanning calorimetry to test the sensi-
tivity of the technique Figure 61. The observed phase transition was well reproduced with sam-
ples as small as 4.7 mg.

Low-temperature heat capacity data were also analyzed using the Debye theory [30] and the
fractal theory of heat capacity [31].

According to the fractal theory [31],

1
C, =3D(D+l)kNy(D+1)((D+l) TD

max
(61)

where D is the fractal dimension, N is the number of atoms in a molecular unit, k is the Boltz-
mann constant, y is the y-function, . is the Riemann .- function, and ®max is the characteristic
temperature. Equation (61) can be rewritten as follows:

In (C,) = A + D In (T),

which can be used to obtain D and Omax.
Since below 50 K C,~ C., experimental data

in the range 20 K < T < 50 K were used and
yielded D = 1.6 and 1.8 and Omax = 202.8 K and
183.0 K for N-f-MLF-OH and N-f-MLF-OMe,
respectively. The obtained parameters and Equa-
tion (61) reproduced the experimental data in the
same temperature range with a relative error of
+0.8 %.

According to the multifractal theory of heat
capacity [31], D = 1 corresponds to solids with a
chain structure, D = 2 corresponds to solids with a
layered structure, and D = 3 corresponds to solids

-0.1

E
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-0.4-
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Figure 61. DSC curves for small samples of APG.
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with a lattice characterized by comparable interactions in all three dimensions. Obtained values of D
for both tripeptides are indicative of the chain-layer structure.

Debye theory was used to fit the experimental data in the range 6 K < T < 12 K and extrapolate
it to 0 K [30]

Cm = nD (62)

where n is the number of degrees of freedom, D is the Debye function, and OD is the Debye
characteristic temperature. Using this equation, we obtained n = 4 and 6 and OD = 56.7 and 62.2
K for N-f-MLF-OH and N-f-MLF-OMe, respectively. The obtained parameters and eq. 3 repro-
duced the experimental data in the same temperature range with a relative error of ±1.3 %. In
subsequent calculations, we assumed that Equation (62) described heat capacity in the range 0 K
< T < 6 K with the same relative error.

7.3.2. Standard Thermodynamic Functions of Tripeptides

The calculations of H(T) - H(0) and S (T) were made by numerical integration of heat ca-
pacity with respect to T and InT, respectively, as described in detail elsewhere [32]. Gibbs energy
G'() - H(0) was calculated from enthalpy and entropy values. The zero entropy for all samples
was assumed to be zero. Calculated functions are presented in Table 6, 7, and 8 and have relative
errors ±2 %, ±0.6 %, and ±0.3 % in ranges T < 15 K, 15 K < T < 40 K, and 40 K < T < 350 K,
respectively.

Using the values of absolute entropies of studied tripeptides and of elemental substances, in-
cluding carbon,[33] hydrogen,[34] nitrogen,[33] oxygen,[34] and sulfur,[34] standard entropies
of formation

21C (gr) + 31/2H2 (g) + 3/2N 2 (g) + 5/202 (g) + S (cr) - C2 1H3 1N30 5S (cr)
22C (gr) + 33/2H2 (g) + 3/2N 2 (g) + 5/202 (g) + S (cr) - C22H33N305S (cr)

where gr, cr and g are graphite, crystal, and gas respectively, were calculated:

ASo (298.15, N - f - MLF - OH, cr) = -2348 ±21 J * K-' e mol-',

A 1 S (298.15, N - f - MLF - OMe, cr)= -2448 ±22 J e K-' .mol-1

7.4. Conclusions

This work reports heat capacity of crystalline tripeptides N-formyl-Met-Leu-Phe-OH, N-
formyl-Met-Leu-Phe-OMe, and Ala-Pro-Gly measured over the range T = (6 to 350) K by pre-
cise adiabatic vacuum calorimetry. The standard thermodynamic functions of N-f-MLF-OH and
N-f-MLF-OMe over the range T = (0 to 350) K were calculated.

The low-temperature (T < 50 K) heat capacity dependence was analyzed using the Debye's
and multifractal theories, and the chain-layer structures topology was established.
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Table 3. Experimental Molar Heat Capacity of Crystalline N-f-MLF-OH.

T CP,m T CP,m TT Cp ~ T Cp,m
(K) (J*mol 4 *K') (K) (J*mol-'*K-) (K) (J* mol*K-') (K) (J*mol'*K)

Series 1

6.07 3.03 9.27 8.3 16.23 26.48 44.97 118.8
6.2 3.36 9.44 9.17 16.73 28.13 47.45 124.6
6.39 3.61 9.62 9.38 17.24 29.68 49.34 129.9
6.58 3.95 9.8 9.82 17.76 31.41 50.8 134.7
6.77 4.09 9.98 10 18.29 32.48 54.2 143.5
6.95 4.46 10.26 10.5 18.81 34.25 56.9 149.6
7.13 4.64 10.67 11 19.34 36.24 59 154.9
7.31 5.02 11.08 11.5 19.87 38.47 61.1 159.7
7.49 5.4 11.52 12.5 21.37 44.43 64.2 166.3
7.66 5.64 11.95 13.4 23.57 51.73 67.25 173.7
7.84 5.84 12.39 15.2 25.84 59.41 69.89 180.6
8.02 6.22 12.85 16.5 28.14 67.29 72.43 186.4
8.19 6.56 13.31 17 30.47 75.15 75.35 193.1
8.37 6.65 13.78 18.1 32.83 82.65 77.93 197.9
8.55 7.15 14.29 19.5 35.21 90.33 80 202.2
8.72 7.42 14.76 21.3 37.62 97.96 83.2 207.8
8.92 7.63 15.24 23.4 40.05 105.2 85.77 213.1
9.1 7.8 15.73 24.77 42.5 112.5 87.5 215.7

Series 2

83.9 210 162.34 345.7 218.3 433.6 285.29 546.2
86.84 216 165.75 352.2 220.18 434.9 288.58 552.1
90.2 221.9 169.1 358.5 223.47 439.6 293.3 564
93.7 228.4 171.03 363.2 226.98 445.4 297.8 569.2
96.85 234 174.39 366.7 230.48 451.2 301.54 577.7
100.96 240.6 176.01 369 238.8 464.7 304.73 584.4
104.77 248.7 177.95 374.1 242.45 469.1 307.89 590.6

110 259 179.11 375.4 244.9 472.6 311.05 596
114.57 267 181.51 379.4 246.3 474.8 313.2 599.5
118.1 273.3 182.44 381.6 247.7 474.8 316 602.2

121.64 279 185.9 388.3 250 478.6 318.33 605.8
128.71 291.7 188.64 393.2 253.99 484.7 321.4 610.8
132.24 297.1 192.2 399.6 257.43 489.4 326.18 619.5
135.78 305.4 195.77 405 260.84 494.6 329.7 626.6
139.31 312.3 199.33 410.4 267.6 507.4 331.99 630.9
142.85 318.5 200.73 412.6 270.95 513.7 334.86 638.4
146.39 323.5 204.09 416.6 273.8 518.1 337.66 643.6
149.76 327.1 207.65 420.2 277.59 524.9 340.47 648.2
156.66 336.9 211.2 423.3 280.88 532.5 342.7 653.7
158.99 340.4 214.75 427.8 282.23 537.3 346.02 662.6

140



Table 4. Experimental Molar Heat Capacity of Crystalline N-f-MLF-OMe.

T Cp,m T Cp,m T Cp,m T C
(K) (J*mol-'*K 4 ) (K) (J*mol-'*K-l) (K) (J*mol-l*K() ( (J*mol-l*K-i)

Series 1

6.02 2.6 8.98 9.89 15.6 26.78 44.78 127.7
6.13 2.71 9.13 10.3 15.99 28 47.26 134.1
6.28 2.91 9.3 10.7 16.64 29.85 49.75 139.9
6.43 3.21 9.45 11 17.1 31.58 52.01 145.9
6.59 3.52 9.62 11.5 17.62 33.24 54.78 153.1
6.73 3.88 9.78 11.8 18.1 34.79 57.3 161.2
6.88 4.29 9.95 12.3 18.78 37.21 59.87 167.1
7.04 4.56 10.27 13.2 19.22 38.75 62.41 174.3
7.19 4.97 10.63 14.1 19.72 40.59 64.96 180.2
7.35 5.42 11.04 15 21.41 47.32 66.9 186.5
7.52 5.83 11.45 16 23.4 55.2 70.06 193.1
7.66 6.28 11.88 17.1 25.67 63.45 72.6 201
7.84 6.73 12.29 18 27.96 71.89 75.15 207.1
7.98 7.23 12.79 19.2 30.29 80.5 77.73 212.1
8.17 7.72 13.24 20.4 32.65 88.71 80.1 216.1
8.33 8.13 13.71 21.7 35.04 96.64 82.93 221.7
8.5 8.58 14.18 22.7 37.44 105 85.5 226.2
8.7 9.08 14.65 24.1 39.87 112.9 88.2 231.2

8.84 9.48 15.12 25.3 42.32 120.6 90.85 237.1
Series 2

90.6 238.4 163.28 361.6 210.28 436.5 252.78 509.6
93.51 243.4 296.39 591.6 212.77 442.5 254.83 514.5
96.19 248.8 298.4 596.2 215.23 446.4 257.07 518.7
98.88 253.3 300.24 601.4 217.6 450.8 259.3 523.3
101.58 258.9 302.09 606.6 220.02 455.6 261.5 528
104.28 264 304.77 614.7 222.4 463 263.68 532.6
106.98 269.4 307.42 624.6 224.71 467.6 265.84 537.8
109.69 274.9 309.83 631 227.02 471.4 267.99 543.3
112.38 279.5 312.19 630.9 229.33 476.7 270.16 546
115.08 284.3 314.41 635 231.66 479.9 272.34 549.8
117.78 289.3 165.92 365.7 234 481.3 274.5 552.1
120.47 293.3 168.56 368.7 316.68 638.7 276.67 557.8
123.16 297.5 171.19 373.7 318.91 645.4 277.1 557.8
125.85 302.5 174.6 377.8 321.09 652.2 279.97 561.2
128.53 306.7 176.09 381.9 323.22 661.1 282.11 564.9
131.22 310.6 179.5 385.9 325.19 665.5 284.23 568.8
133.99 316.2 182.11 390.6 327.12 669.6 286.34 571.5
136.67 319.1 184.71 394.8 329.13 677.2 288.8 578
139.35 323.5 187.31 400.2 330.96 681.9 290.49 581
142.02 328.1 189.9 403.2 332.75 688.8 292.53 584.6
144.68 332.5 192.49 408.7 236.36 484.2 294.54 587.8
147.35 336.5 195.07 410.5 238.72 488 334.5 691.9
150.01 340.6 197.64 414.8 241.09 490.9 335.18 698
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T Cp,m T Cp,m T Cpm T Cp,m
(K) (J*mol-l*K1 (K) (J*mo -l*K- K) ( (J*mol*K-') (K) (J*mol-*K 4

152.68 344.7 200.2 420 243.46 493.2 336.88 700.5
155.33 348.5 202.74 423.8 245.83 495.6 338.54 704.4
157.99 352.7 205.27 428.2 248.18 499.9 340.17 710.6
160.64 357.1 207.77 433.6 250.5 504.2 341.74 717

Table 5. Experimental Molar Heat Capacity of Crystalline APG-H20.

T Cp,m T Cp,m T Cp,m T Cp,m
(K) (J*mol-l*K-1) (K) (J*mol-'*K 1 ) (K) (J*mol '*K1 ) (K) (J* mol*K-)

Series 1
6.0946 0.8123 9.6 1.62 17.941 10.51 57.296 83.68
6.2949 0.8653 9.8098 1.706 18.46 11.22 59.858 88.96
6.4893 0.9093 9.9758 1.805 19.037 12.05 62.026 92.76
6.6831 0.9328 10.242 1.912 19.564 12.9 64.602 97.2
6.8661 0.9955 10.626 2.207 20.502 14.19 67.203 101.6
7.0477 1.019 11.019 2.442 21.76 16.7 70.024 106.8
7.2287 1.056 11.449 2.753 23.732 20.38 73.322 110.5
7.4064 1.084 11.864 3.048 25.95 24.39 75.533 116.3

7.67 1.092 12.28 3.344 28.206 28.76 78.829 120
7.7512 1.165 12.65 3.703 30.492 33.35 81.427 122.6
7.9617 1.165 13.26 4.353 32.811 38.1 84.039 125.4
8.1321 1.188 13.64 4.799 35.164 42.85 86.667 127.4
8.3001 1.265 14.049 5.17 37.548 47.73 89.308 130.4
8.467 1.278 14.515 5.67 39.954 52.71 91.963 133.8

8.6355 1.331 14.979 6.22 42.38 57.57 94.625 138.7
8.803 1.351 15.453 6.923 44.826 62.33 97.303 142.3

8.9735 1.364 15.935 7.499 47.291 67.03 99.995 144.4
9.1381 1.42 16.426 8.295 49.772 71.33 102.7 151.9
9.3054 1.51 17.016 9.093 52.268 75.01 105.39 155.8
9.4743 1.607 17.428 9.735 54.777 79.95

Series 2

80.01 122.9 141.89 199.3 203.47 274.5 265.43 336.5
82.71 125.9 144.59 202.4 206.43 276.6 268 339.7
85.33 129.6 147.28 205.4 209.79 281.6 270.55 342.9
87.97 133.3 149.97 208.6 212.45 285.3 273.09 346
90.61 137 152.66 213 215.11 288.9 275.61 350.1
93.27 140.8 155.35 217.9 217.76 292.4 278.12 362.3
95.94 144.3 158.03 221.3 220.42 295.9 280.59 387.7
98.63 148.1 160.72 224.8 223.08 300 283.07 369.8
101.32 151.6 163.4 227.8 225.73 304.8 285.57 364.6
104.02 154.6 166.17 231.3 228.38 311.2 288.03 365.3
106.72 157.8 168.85 233.9 231.01 316.5 290.38 367.1
109.41 161.3 171.53 237.1 233.63 325.6 292.79 370.2
112.11 164.4 174.21 239.8 236.25 334.6 295.19 372.7
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T Cp,m T Cp,m T Cp,m T Cp,m
(K) (J*mol~'*K-') (K) (J*mol-*K- ) (K) (J*mol~'*K') (K) (J*mol*K~')

114.81 167.7 176.88 243 238.87 333.3 297.56 375.8
117.51 171 179.56 245.9 241.5 330.2 299.89 379
120.2 174.7 182.22 249.2 244.12 336.1 302.43 381.5

123.01 178.1 184.89 252.2 246.72 341.7 305.53 386.2
125.71 180.9 187.55 255.5 249.35 348.5 308.63 393
128.41 184 190.21 258.3 251.95 355.5 309.48 392.8
131.11 187.2 192.87 261.6 254.53 370.5 313.26 401.3
133.8 190.3 195.52 264.4 256.94 593.5 316.03 407.6
136.5 193.5 198.17 267.4 258.95 1343 318.73 412.3
139.2 196.4 200.82 271 261.99 350.9 321.43 423.6
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Table 6. Smoothed Molar Heat Capacity and Thermodynamic Functions of Crystalline N-f-MLF-OH (M = 437.56
g/mol, p = 0.1 MPa).

T Cp,m H(T)-H(O) S(T) -(G(T)-H(O))
(K) (J*mol-'*K-1) (kJ*mol-') (J*mol-l*K-1) (kJ*mol-')

5 1.75 0.002 0.587 0.001
10 9.91 0.030 4.06 0.011
15 22.2 0.106 10.10 0.045
20 38.8 0.258 18.72 0.117
25 56.8 0.498 29.35 0.236
30 73.3 0.823 41.17 0.412
40 105.1 1.720 66.74 0.950
50 132.5 2.906 93.11 1.749
60 157.1 4.357 119.5 2.812
70 180.8 6.048 145.5 4.138
80 202.1 7.964 171.1 5.721
90 221.4 10.08 196.0 7.557
100 240.0 12.39 220.3 9.639
110 258.7 14.88 244.0 11.96
120 276.5 17.56 267.3 14.52
130 293.5 20.41 290.1 17.31
140 310.2 23.43 312.5 20.32
150 326.8 26.61 334.4 23.55
160 343.5 29.96 356.1 27.01
170 360.3 33.48 377.4 30.67
180 376.9 37.17 398.5 34.55
190 392.9 41.02 419.3 38.64
200 408.3 45.03 439.8 42.94
210 422.9 49.18 460.1 47.44
220 436.8 53.48 480.1 52.14
230 450.3 57.92 499.8 57.04
240 464.1 62.49 519.3 62.13
250 478.6 67.20 538.5 67.42
260 494.4 72.07 557.6 72.90
270 511.8 77.10 576.6 78.57
280 530.7 82.31 595.5 84.43
290 550.8 87.71 614.5 90.48

298.15 567.5 92.27 630.0 95.55
300 571.2 93.32 633.5 96.72
310 591.1 99.14 652.5 103.2
320 609.8 105.1 671.6 109.8
330 627.6 111.3 690.7 116.6
340 647.0 117.7 709.7 123.6
348 667.5 123.0 724.9 129.3
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Table 7. Smoothed Molar Heat Capacity and Thermodynamic Functions of Crystalline N-f-MLF-OMe (M= 451.59
g/mol, p = 0.1 MPa).

T Cp,m H(T)-H(O) S(T) -(G()-H(O))
(K) (J*mol-'*K-i) (kJ*mol-') (J*mol~'*KI) (kJ*molF')

5 1.99 0.002 0.664 0.001
10 12.50 0.034 4.630 0.012
15 25.10 0.130 12.00 0.053
20 41.76 0.292 21.37 0.135
25 61.13 0.550 32.77 0.270
30 79.28 0.902 45.54 0.465
40 113.3 1.867 73.10 1.057
50 140.8 3.146 101.5 1.930
60 167.6 4.683 129.5 3.086
70 194.3 6.496 157.4 4.520
80 216.1 8.558 184.8 6.231
90 236.3 10.81 211.4 8.213
100 256.4 13.27 237.3 10.46
110 275.6 15.94 262.7 12.96
120 292.9 18.78 287.4 15.71
130 309.1 21.79 311.5 18.70
140 324.7 24.96 335.0 21.94
150 340.1 28.29 357.9 25.40
160 355.6 31.77 380.4 29.09
170 371.3 35.40 402.4 33.01
180 387.3 39.19 424.1 37.14
190 403.7 43.15 445.5 41.49
200 420.3 47.27 466.6 46.05
210 437.2 51.6 487.5 50.82
220 454.3 56.03 508.2 55.79
230 471.6 60.64 528.8 60.98
240 489.0 65.41 549.2 66.37
250 506.5 70.42 569.6 71.97
260 524.3 75.61 589.8 77.76
270 542.4 80.9 609.9 83.76
280 561.1 86.43 630.0 89.96
290 580.7 92.13 650.0 96.36

298.15 597.6 96.94 666.3 101.7
300 601.6 98.05 670.0 103.0
310 624.4 104.2 690.1 109.8
320 649.7 110.5 710.3 116.8
330 678.4 117.2 730.8 123.9
340 711.3 124.1 751.5 131.4

344 726.0 127 759.9 134.4
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Table 8. Smoothed Molar Heat Capacity and Thermodynamic Functions of Crystalline APG-H 20 (M 261.28
g/mol, p0 0.1 MPa).

T Cp,m H(T)-H(O) S(T) -(G(7)-H(O))
(K) (J*mol~'*K-1 ) (kJ*mol-') (J*mol-'*K-4 ) (kJ*mol-1)

Crystal II
5 0.235 0.0003 0.078 0.0001
10 1.792 0.005 0.627 0.002
15 6.259 0.023 2.082 0.008
20 13.50 0.073 4.868 0.025
25 22.66 0.163 8.848 0.058
30 32.37 0.300 13.83 0.115
40 52.79 0.726 25.93 0.312
50 71.54 1.350 39.79 0.639
60 89.18 2.154 54.39 1.110
70 106.6 3.133 69.45 1.729
80 122.9 4.281 84.76 2.500
90 137.5 5.585 100.1 3.424
100 150.2 7.025 115.3 4.501
110 162.1 8.587 130.1 5.728
120 174.1 10.27 144.8 7.103
130 186.1 12.07 159.2 8.623
140 197.2 13.99 173.4 10.29
150 208.8 16.01 187.3 12.09
160 222.5 18.17 201.3 14.03
170 235.1 20.46 215.1 16.11
180 246.6 22.87 228.9 18.34
190 258.0 25.39 242.5 20.69
200 269.8 28.03 256.1 23.19
210 282.2 30.79 269.5 25.81
220 292.6 33.67 282.9 28.58
230 302.3 36.64 296.1 31.47
240 312.0 39.71 309.2 34.50
250 321.7 42.88 322.2 37.65
260 331.4 46.15 335.0 40.94
265 336.3 47.82 341.3 42.63

Crystal I
265 336.3 50.76 352.4 42.63
270 341.9 52.46 358.8 44.41
280 354.7 55.94 371.4 48.06
290 367.0 59.55 384.1 51.84

298.15 376.6 62.58 394.4 55.01
300 378.8 63.28 396.7 55.74
310 393.2 67.13 409.4 59.77
320 418.1 71.17 422.2 63.93
321 421.6 71.59 423.5 64.35
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