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Origins of hole traps in hydrogenated nanocrystalline and amorphous
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Genetic programming is used to identify the structural features most strongly associated with hole traps
in hydrogenated nanocrystalline silicon with very low crystalline volume fraction. The genetic programming
algorithm reveals that hole traps are most strongly associated with local structures within the amorphous region
in which a single hydrogen atom is bound to two silicon atoms (bridge bonds), near fivefold coordinated
silicon (floating bonds), or where there is a particularly dense cluster of many silicon atoms. Based on these
results, we propose a mechanism by which deep hole traps associated with bridge bonds may contribute to the
Staebler-Wronski effect.

DOI: 10.1103/PhysRevB.89.115202 PACS number(s): 81.05.Gc, 31.15.A−, 07.05.Mh

I. INTRODUCTION

Hydrogenated amorphous silicon (a-Si:H) is a leading
material for thin-film photovoltaics due to its low cost, low
toxicity, and greater optical absorption relative to crystalline
silicon [1–3]. However, its efficiency is hampered by low hole
mobility and the Staebler-Wronski effect [3,4], in which light-
induced defects trap carriers and lead to performance degrada-
tion over time. These problems can be mitigated through the
use of nanocrystalline (also known as microcrystalline) silicon
(nc-Si:H), which consists of small silicon crystals connected
by regions of hydrogenated amorphous silicon [5–9]. There
have been several theoretical studies on the nature of hole traps
in a-Si:H [10–17], but despite the technological importance
of nc-Si:H the nature of hole traps in this material remains
relatively poorly understood. We have used density functional
theory (DFT) [18,19] to identify the deepest hole traps in an
ensemble of 1045 nc-Si:H structures, and we have analyzed
these results using genetic programming [20] to determine
which structural features contribute most significantly to the
depth of hole traps. Our results reveal that holes are less
likely to be trapped near the crystalline region than in the
amorphous region. The genetic programming algorithm has
identified three structural features—each of which is found
in the amorphous region of the material—that most strongly
affect the depth of hole traps. One of these features, Si-H-Si
bridge bonds, has been predicted to become more prevalent
during light soaking [21–23] and hence we propose that it
may contribute to the Staebler-Wronski effect.

II. METHODS

A. Sample generation

The label nc-Si:H is broadly applied to materials that
range from nearly amorphous to polycrystalline. The degree
of crystallinity in the material can be tailored by adjusting
the amount of hydrogen dilution in the silane mixture used
during vapor deposition. As the concentration of hydrogen is
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increased, the material goes from being purely amorphous, to
a mix of crystalline and amorphous phases, to a polycrystalline
phase [24,25]. Experimental studies suggest that the material
with the best properties for use in solar cells is near the
transition from purely amorphous to mixed phases [26–28].
Such a material is nearly amorphous, but with a higher degree
of structural order than a purely amorphous material. We have
modeled materials with a very small crystalline volume about
0.6 nm wide, with crystalline volume fraction of about 4%, and
about 1.1 nm of amorphous material separating the crystalline
regions (Fig. 1). These materials enable us to explore, with
reasonable computational cost, how an incremental increase
in local crystalline order affects hole traps in hydrogenated
amorphous silicon.

To explore the variety of possible local environments in the
amorphous region of the material, we have generated a library
of 1045 different structures, in which each unit cell contains
216 silicon atoms and 20 hydrogen atoms. This concentration
of hydrogen is identical to the concentration used in our study
of amorphous silicon [10], allowing for direct comparison with
those results. The amorphous structures were generated using
the same validated Wooten-Winer-Weaire (WWW) method
[29] we previously used to generate the amorphous silicon
structures [10]. A Keating potential [30] was used to determine
the energy of the bond changes. Hydrogen was introduced to
the cell prior to annealing by replacing randomly selected
Si-Si bonds with pairs of Si-H bonds. The crystalline region
was created by freezing the positions of the ten silicon atoms
within 3 Å of the center of the cubic unit cell during the WWW
process. The resulting structures were analyzed to ensure that
they consisted of a small, 0.6-nm crystalline core surrounded
by hydrogenated amorphous silicon.

B. Hole trap depth calculation

Hole trap depths were calculated using density functional
theory (DFT) [18,19] as implemented in the SIESTA software
package [31] using a double-zeta polarized (DZP) basis and
the Perdew-Burke-Ernzerhof (PBE) [32] exchange correlation
functional. We have used the same approach described in
Ref. [10]. The hole trap depths were calculated by removing
a single electron per unit cell and calculating the energy
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FIG. 1. (Color online) A sample nc-Si:H structure. Blue spheres
represent amorphous Si, green represent crystalline Si, and white
represent H.

difference between the charged sample and a neutral sample.
This approach to calculating hole trap depths accounts for
self-trapping due to structural relaxation around the holes,
which increased the average hole trap depth in our samples
by 142 meV. To ensure that we were calculating the depths
of reversible hole traps, charge and discharge cycles were
repeated until the calculated trap depth converged. Spin-
polarized calculations were used for all charged samples. Non-
spin-polarized calculations were run on the neutral samples,
and we confirmed that this did not significantly affect the
results by recalculating the final neutral structures with spin
polarization allowed. All atomic positions, lattice parameters,
and cell shapes were fully relaxed. The Brillouin zone was
sampled at the � point.

The locations of the trapped holes were determined by
calculating the difference between the electronic charge
densities of the material in the neutral and charged states.
This approach captures both the positive shift in local charge
due to the presence of a hole and the effects of localized
displacements in atomic positions. We have previously showed
that such displacements are commonly observed for hole
traps, and are particularly large for deep hole traps [10]. One
detail to be considered when comparing the charge density
in the neutral and charged states is that there is usually a
slight difference in the Bravais lattices for these structures.
We compensated for the lattice change by applying a linear
transformation to each charged structure to align it with the
corresponding neutral structure. The difference in the lattice
between the neutral and charged structures was typically small;
the root-mean-square difference between the eigenvalues for
these linear transformations and the eigenvalues of the identity
matrix is less than 0.001.

C. Data analysis (genetic programming)

It can be difficult to manually determine how local structure
affects the depth of a hole trap. Previous computational
research on a-Si:H has examined the presence of undercoordi-
nated Si (dangling bonds) [10–12,15,17], overcoordinated Si
(floating bonds) [10], and strained silicon bonds [11,14,16,17].
It has become increasingly clear that a variety of local
structural environments can trap holes, and not all of these
are well understood. We have used a different approach
to identify the structural features that are most strongly
associated with hole traps. Rather than investigate a short
list of simple, intuitive structural features, we have calculated
the values of 242 structural descriptors for each sample in

our training set. These descriptors include simple values such
as unit cell volume to more complex values such as the
third-largest distance in the cell between a silicon atom and
its fourth-nearest silicon neighbor. A complete description
of the descriptors is provided in the Supplemental Material
[33]. When developing the list of descriptors, we have been
mindful of the fact that because the hole is trapped at the most
energetically favorable location in the material, it is important
to consider extreme values of local structural variables rather
than the average values.

To determine which descriptors are most strongly associ-
ated with hole traps, we have used genetic programming as
implemented in the EUREQA software package [34]. Genetic
programming is a machine learning method that has been
successfully used in a variety of fields [20], and here we
demonstrate how it can be used to identify atomic-scale
descriptors for materials. In our genetic programming ap-
proach, an evolutionary algorithm is used to identify the
functions that best predict hole trap depth. Using the set of 242
descriptors as variables, a population of functions is created
by combining basic mathematical operators and functions
(e.g., addition, subtraction, minimum value). The fitness of
these functions is evaluated by calculating the correlation
between the function output values and the DFT-calculated
hole trap depths. The least fit functions are discarded, and
from the remaining functions a new population of functions is
generated using both crossover operations, in which elements
of two existing functions are mixed to create new functions,
and mutation operations, in which an element of a function
is randomly changed (Fig. 2). The cycle is repeated for
many generations, resulting in a population of functions that
are able to predict trends in hole trap depths from atomic-
level structural information. In our genetic programming
calculations, no preprocessing or renormalization was done
for any of the descriptors used as input variables.

It is necessary to take care not to overfit the training data
when using genetic programming. Simple functions with few
degrees of freedom are less likely than complex functions
to overfit the data. However, accurate prediction of hole
trap depths may require the use of complex functions. To
balance this tradeoff, complexity values were assigned to
each “building block” used to construct the functions, where

FIG. 2. (Color online) Examples of possible crossover and mu-
tation steps in genetic programming.
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TABLE I. Allowed building blocks in the genetic programming
algorithm.

Building block Complexity value

Constant value 0
Input variable 1
Addition 1
Subtraction 1
Multiplication 1
Division 2
Negation 1
Exponential 4
Natural logarithm 4
Power 5
Square root 4
Logistic function 2
Minimum 0
Maximum 0
Absolute value 2

the building blocks are simple functions or operators. The
complexity of each generated function was calculated by
adding up the complexity values of the building blocks used to
construct the function. The list of allowed building blocks and
complexity values is provided in Table I. The “min” and “max”
functions were assigned complexity values of zero, due to the
likelihood that these building blocks would be instrumental
in identifying the deepest hole trap in each sample. The best
functions with respect to fitness and complexity were identified
as those that existed on the Pareto frontier [35], defined as the
set of functions for which no other function is both more fit
and less complex. The default algorithm in EUREQA was used
to split the samples randomly into a training set (used to search
for new functions), and a validation set (used to determine the
Pareto frontier).

III. RESULTS

Sixteen functions were identified on the Pareto frontier.
The simplest function, with a correlation coefficient of 0.38, is
the minimum of 1.62501 Å and the longest distance between
H and its nearest-neighbor Si. 1.62501 Å is approximately
the length that distinguishes bridge-bonded hydrogen from a
Si-H/dangling-bond pair [36–38], indicating that deep hole
traps are associated with bridge bonds. The next simplest
function, with a correlation coefficient of 0.57, is proportional
to a measure of the maximum coordination of a silicon
atom, indicating a floating bond. The maximum correlation
coefficient with the DFT-calculated trap depths was 0.65,
obtained using the following function (Fig. 3):

min(1.66355,a) max(5.37551,c) − f − bd

g

−h max(3.42929,e), (1)

where the variables are defined in Table II.
The equations discovered by the genetic programming

algorithm provide insight into what structural features are
most strongly associated with hole traps. The most relevant
descriptors, ranked by the number of times each variable

FIG. 3. (Color online) The DFT-calculated trap depths compared
to those predicted by the function discovered by genetic program-
ming. The black line indicates an ideal match.

appears on the Pareto frontier, are shown in Table II. These
descriptors fall into three general categories. The first set
of descriptors is associated with Si-H-Si bridge bonds, the
second set indicates overcoordinated silicon atoms (“floating
bonds”), and the third represents regions of densely packed
silicon. These features exist in the amorphous regions of the
material, providing additional evidence that holes are more
likely to be trapped in this region. To confirm this result
we ran the genetic programming algorithm on our previously
generated [10] library of 2700 a-Si:H structures. The most
common descriptors on the Pareto frontier fall into the same
three general categories as for the nc-Si:H samples (Table III),
providing further evidence that these three categories are
particularly relevant to hole trap depths in amorphous regions.
The two variables in bold in Table III are identical to variables
found on the Pareto frontier of the nc-Si:H samples, and
many of the others are similar to variables found for the
nc-Si:H samples. Descriptors that indicate the presence of
isolated dangling bonds show up on neither list, suggesting
that dangling bonds are not one of the features most strongly
associated with the deepest hole trap in each sample. This
result supports our previous results on a-Si:H, in which the
presence of dangling bonds was found to have little effect on
the distribution of hole trap depths [10].

The identification of floating bonds as significant con-
tributors to hole trap depths is consistent with our previous
analysis of a-Si:H [10]. Floating bonds, indicated by such
descriptors as the shortest distance to the fifth-nearest neighbor
silicon atom, are commonly found in structures with regions
of dense silicon, which are indicated by descriptors such
as the fourth-shortest distance between a silicon atom and
its eighth-nearest neighbor silicon. The importance of such
seemingly obscure descriptors is consistently identified by the
genetic programming algorithm. The identification of regions
of dense silicon as a predictor of hole trap depths is consistent
with previous studies identifying valence band-edge states
with local regions of short Si-Si bonds [12–14,16].
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TABLE II. The variables in the functions on the Pareto frontier for the nc-Si:H samples.

Variable Counta Symbolb BBc FBd DSe

The largest distance between a H atom and its nearest Si neighbor 13 a X
The shortest distance between a Si atom and its sixth-nearest Si neighbor 12 b X
The maximum bond valence sum on a Si atom 11 c X
The smallest value for the fifth-smallest relative bond length around a Si atom 10 d X
The fourth-shortest distance between a Si atom and its eighth-nearest neighbor 8 e X
The shortest distance between a Si atom and its fifth-nearest neighbor 6 X
The second-shortest distance between a Si atom and its fifth-nearest neighbor 6 f X X
The third-shortest distance between a Si atom and its sixth-nearest neighbor 3 g X
The H-Si nearest-neighbor distance for the hydrogen atom with the fourth-smallest 2 h X

difference between the distances to the two Si atoms nearest to a H atom
The fifth-shortest distance between a Si atom and its fifth-nearest neighbor 1 X X

aCount is the number of times the variable appears in a function on the Pareto frontier.
bSymbol is the symbol for the variable used in Eq. (1).
cBB indicates that the hole trap is associated with a bridge bond.
dFB indicates that the hole trap is associated with a floating bond.
eDS indicates that the hole trap is associated with a region of dense silicon.

The relevance of Si-H-Si bridge bonds is of particular
interest. Of the three categories of structural features associated
with hole trap depths, it is the only one that directly involves hy-
drogen, and we had not considered bridge bonds to be a likely
feature of hole traps prior to the machine learning results. The
effect of bridge bonds on the distribution of hole trap depths
is shown in Fig. 4. For this plot, bridge bonds were identified
using a descriptor discovered by the genetic programming
algorithm: a hydrogen atom in which the nearest silicon atom
is more than 1.625 Å away. The peak of the distribution of
structures containing bridge bonds is about 0.3 eV deeper than
for the distribution of all structures. The average hole trap in
structures containing bridge bonds is about 0.2 eV deeper than
that of structures containing no bridge bonds.

Although numerous descriptors are associated with bridge
bonds, the variable representing the longest distance in the
cell between a hydrogen atom and its nearest-neighbor silicon
atom is particularly relevant to predicting hole trap depth.
The structures with the eight deepest hole traps in our

1045-structure data set all have unusually high values for this
variable, within the top 55 structures. To determine the location
of the trapped holes in these structures, we calculated the
difference between the total charge densities of the materials in
the neutral and charged states. These comparisons confirm that
the holes in these structures are trapped around the bridge bond.
Two representative charge density plots can be found in Fig. 5.
A common feature for these deep hole traps is for the hole to
be spread over other nearby defects, such as overcoordinated
silicon. This observation, as well as functions such as Eq. (1),
suggest that interactions between multiple defects lead to par-
ticularly deep traps. We note that the extent of the delocaliza-
tion of the hole might be exaggerated due to the self-interaction
error in the generalized gradient approximation [39].

IV. DISCUSSION

Deep hole traps associated with bridge bonds may con-
tribute to the Staebler-Wronski effect. It has been proposed

TABLE III. The variables in the functions on the Pareto frontier for the a-Si:H samples.

Variable Counta BBb FBc DSd

The shortest distance between a silicon atom and the fifth-nearest silicon atom 15 X
The fourth-shortest distance between a silicon atom and the fifth-nearest silicon atom 11 X X
The longest distance between a hydrogen atom and the nearest silicon atom 10 X
The second-shortest distance between a silicon atom and the eighth-nearest silicon atom 8 X
The second-shortest distance between a silicon atom and the sixth-nearest silicon atom 8 X
The second-highest valence sum for any silicon atom 7 X X
The second-smallest difference between the distances from a H atom 6 X

to its first- and second-nearest neighbor Si atoms
The root-mean-square deviation between the bond valence sums for hydrogen atoms and 1 3 X
The smallest value for the shortest relative bond length around a silicon atom 1 X
The fourth-longest distance between a silicon atom and the seventh-nearest silicon atom 1 X
The root-mean-square difference between the bond valence sums for silicon atoms and 4 1 X X

aCount is the number of times the variable appears in a function on the Pareto frontier.
bBB indicates that the hole trap is associated with a bridge bond.
cFB indicates that the hole trap is associated with a floating bond.
dDS indicates that the hole trap is associated with a region of dense silicon.
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FIG. 4. (Color online) The distribution of hole trap depths for
all samples, only samples with no bridge bonds and only samples
containing bridge bonds. The trap depths are calculated relative to the
peak of the distribution for all samples, with more positive numbers
indicating deeper traps.

that the creation of dangling bonds upon light soaking may
be accompanied by the creation of bridge bonds through a
reaction in which hydrogen is inserted into a weakened Si-Si
bond, leaving behind a dangling bond [40]. The hydrogen is
then expected to become relatively mobile, moving through
a series of metastable Si-H-Si configurations [38,41–43],
consistent with the experimentally observed increase in the
diffusivity of H upon exposure to light [44]. Kinetic models

FIG. 5. (Color online) The (a) first- and (b) fifth-deepest hole
traps in the sample. Blue spheres represent silicon, white spheres rep-
resent hydrogen, and red spheres represent bridge-bonded hydrogen.
Yellow contours mark regions in which the electron charge density
decreases in the presence of a hole, and blue contours mark regions
in which it increases. The green spheres represent (a) a silicon atom
with only three silicon neighbors, and (b) a silicon atom that has two
silicon neighbors within 2.5 Å and eight silicon neighbors within 3 Å.

FIG. 6. (Color online) The normalized distributions of holes,
silicon atoms, and hydrogen atoms measured from the center of the
crystalline region. A value of 1 represents the average value for the
material.

predict that the concentration of Si-H-Si configurations should
increase rapidly upon light soaking [21–23]. If bridge bonds
are associated with deep hole traps as we predict, an increase
in the bridge-bond concentration due to light soaking would
likely result in the degradation of device performance.

A similar theory has been put forth by Morigaki [45], in
which the Si-H-Si structures are described as hydrogen-related
dangling bonds in which the hydrogen atom is preferentially
bound to one silicon atom. This model has been challenged by
electron-spin-resonance studies indicating that there are no hy-
drogen atoms within 3 Å of dangling bonds in a-Si:H [46,47],
but more recent studies have called this conclusion into ques-
tion [48–50]. About 2% of the structures in our sample, and
three of the eight deepest hole traps, contain bridge bonds in
which the difference between the two H-Si bond lengths is less
than 0.05 Å. This suggests that the hydrogen is nearly equally
shared between the two silicon atoms, and it may be more
appropriate to think of such configurations as overcoordinated
hydrogen than as hydrogen-related dangling bonds.

Biswas et al. have previously proposed that a positively
charged bond-centered hydrogen might contribute to the
Staebler-Wronski effect by converting to Si-H and a dangling
bond upon electron capture during light soaking [23,36]. Some
evidence for the reverse process can be seen in the structure
shown in Fig. 5(a) in which the Si-H bond lengths in the
positively charged sample (1.69 and 1.77 Å) are more evenly
matched than the bond lengths in the neutral sample (1.67 and
1.84 Å). However, in the structures with the eight deepest hole
traps in our sample, we see little change (�0.01 Å) in the aver-
age H-Si bond lengths in bridge bonds upon switching between
neutral and positively charged states, indicating that any sig-
nificant bonding rearrangement would be thermally activated.

The results from the genetic algorithm suggest that holes
are unlikely to be trapped near the crystalline region of
the material. This is confirmed by plotting the normalized
average absolute value of the charge difference as a function
of the distance to the center of the crystalline region (Fig. 6).
The hole density is lowest in the center of the crystalline
volume and greatest in the regions farthest from the crystalline
region. The slight dip in density observed near the transition
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from the crystalline to amorphous region is likely related to
the dip in the radial distribution function for silicon. However,
at no point in or near the crystalline region does the hole
density fluctuate above the average value for the material. A
comparison with our previous results on purely amorphous
silicon [10] reveals that the average trap depth is 16 meV
lower in the nc-Si:H samples, a difference that is statistically
significant with 99.7% certainty.

V. CONCLUSION

The complexity of a-Si:H and nc-Si:H is made apparent
by the fact that the best functions found by the genetic
programming algorithm were only able to account for about
half of the variance in the hole trap depths. It is appealing
to ascribe the electronic states in amorphous materials to
simple features such as dangling bonds, floating bonds, and
bridge bonds, but such simple features were not found to
be universally predictive of hole trap depths. This is perhaps
not surprising considering theoretical studies, including this
one, which show that holes are often trapped in states that

extend over many atoms [10–14,17]. Despite this complexity,
the genetic programming algorithm was able to successfully
identify two structural features that previous computational
studies had associated with hole traps, as well as one additional
feature. The descriptors identified by the genetic programming
algorithm have enabled us to identify a possible mechanism
for the widely studied Staebler-Wronski effect. These results
demonstrate that genetic programming is a powerful tool for
the identification of structural descriptors in materials and
can facilitate a qualitative understanding of complex physical
processes.
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