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Abstract

In this thesis, I describe investigations into the evolution of splicing in mammals. I first investigate a small class of alternative splicing events, tandem splice sites, and show how they are used to introduce and remove coding sequence in a species-specific manner. I then describe the generation and analysis of a large RNA-seq dataset from 9 matched tissues in 5 species, with the aim to investigate the evolution of splicing in mammals. I first investigate the evolution of exons that predate the most ancient divergence of species studied, finding that their splicing is frequently poorly conserved. For a subset of these exons, I identify unique regulatory properties and provide evidence linking alternative splicing to phosphorylation potential of proteins. I then consider sources of novel exons, in these species. I use these and other published data to identify one way in which splicing of novel exons impacts the biology of the cell. I also present evidence implicating genomic indels in exon creation and splicing variation.
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Chapter 1

Introduction

mRNA splicing was discovered more than three decades ago in viruses (8, 20) and later found to be ubiquitous in eukaryotes (12, 93, 58, 84). Despite its near universal presence in eukaryotic organisms (89, 98, 74) and involvement in many areas of biology and disease (22, 31), the conservation of splicing patterns remained unclear (16, 76, 113). DNA microarrays have been applied successfully to investigate the evolution of gene expression patterns (17, 117, 16, 91), but are not as suitable to investigating splicing due in part to technical reasons (108). The application of high-throughput sequencing to splicing studies has led to a revolution in the field and enabled global investigations into the evolution of splicing and alternative splicing in mammals that I will describe in this thesis.

1.1 mRNA splicing

Genes in virtually all eukaryotes are found in discontinuous segments in the genome. The process of removing the intervening sequences (“introns”) from the sequences encoding the final gene product (“exons”) following transcription by RNA polymerase II is known as pre-mRNA splicing (9, 88, 70, 19, 72). After the completion of splicing, capping, cleavage and polyadenylation, and in some cases other RNA modifications,
the processed mRNA is exported from the nucleus to the cytoplasm (72). Splicing consists of a two-step reaction catalyzed by the spliceosome, a large ribonucleoprotein machine consisting of 5 core RNA and protein complexes (short nuclear ribonucleoprotein complexes, or snRNPs) and a variety of accessory proteins present in stoichiometric, substoichiometric, and superstoichiometric amounts to the core machinery (82, 119, 9). At least 200 individual gene products are thought to generally be involved in the splicing of a single intron (82, 119, 99). Components of the spliceosome recognize a sequence at the 5’ splice site at the 5’ end of the intron, the 3’ splice site and poly-pyrimidine tract at the 3’ end of the intron, and the branch point sequence that is usually located near the 3’ splice site (9). Interactions between spliceosome snRNPs and other factors generally bound near alternative exons can regulate splicing of an exon in a process known as alternative splicing (105).

1.1.1 Mechanism of mRNA splicing

Splicing consists of two trans-esterification reactions and proceeds through a concerted series of macromolecular ATP-dependent rearrangements (Fig. 1-1) (9, 88, 70, 19, 72). First, U1 snRNP binds to the 5’ splice site. The 5’ end of U1 snRNA pairs with a stretch of sequence that includes the last few nucleotides within the exon and the first few nucleotides of the intron. There is some degeneracy at most of the bases, but the first two bases of the intron are 5’-GU-3’ in more than 99% of introns, which is a perfect reverse complement to that region in the U1 snRNA. A mutation at either position severely disrupts and often ablates splicing, frequently leading to loss of function alleles (21).

Following binding of U1 snRNP, two proteins that associate with U2 snRNP bind at the 3’ splice site: U2AF35 recognizes and binds to the 3’ splice site located at the end of the intron and the first few nucleotides of the exon while U2AF65 recognizes the poly-pyrimidine tract. U1 and the U2AF complex interact (mediated by the binding of other proteins) either across the exon or across the intron. In humans, where introns
Figure 1-1: Splicing consists of two reactions and is mediated by the spliceosomal snRNPs. Adapted from (78).
are generally much longer than exons, the U1-U2AF interactions usually occur across the body of each exon in a process known as "exon definition," while in organisms with small introns, such as many yeasts, the U1-U2AF interactions occur across the intron in a process known as "intron definition"(7). Organisms such as fly with a wider variety of intron lengths are thought to use both exon definition and intron definition (92).

Once U1 and U2AF bridging interactions occur, U2 binds to the branch point. The branch point in spliceosomal introns is thought to almost always be an “A.” In humans and mammals, the branch point has a very weak, degenerate consensus sequence while in yeast such as Saccharomyces cerevisiae, the consensus is much stronger, with as much information content in the branch point as in the 5' or 3' splice sites (66). U5/U4-U6 tri-snRNP then binds, with U5 and U6 binding at the 5' splice site, displacing U1, and U6 interacting with U2. U6 replaces U5 at the 5' splice site, and U6/U2 catalyzes the first splicing reaction, a nucleophilic attack on the 5' splice site by the 2'OH of the branch point A. This frees the 3'OH of the 5' splice site and produces a 2'-5' linkage between the 5' end of the intron and the branch point nucleotide. The closed loop with the unique 2'-5' linkage is known as a lariat. The 3'OH of the 5' splice site then attacks the 3' splice site in the second reaction of splicing, effecting the joining of the two exons together and the release of the lariat RNA species.

1.1.2 Alternative splicing

Transcripts derived from a single locus can be joined in various combinations to produce multiple unique transcripts in a process known as alternative splicing (101, 77). Entire exons can be included or skipped (cassette or skipped exons), or a choice can be made between multiple splice sites that are generally relatively close in location (alternative 3' or 5' splice sites). Other less common classes of alternative splicing include mutually exclusive exons (where exactly one of a set of exons is included in
each mRNA), exon cassettes (distinct from cassette exons, adjacent exons that are included or excluded as a group or set), and retained introns (where an entire intron is included in the final transcript). The splicing level, generally measured as the proportion of gene’s transcripts that contain that splice isoform, is often apparently regulated and can vary by the tissue or cell line of origin as well as in response to changing conditions or extracellular signaling. Alternative splicing is generally regulated by the binding of trans-factors to cis-elements located within the exon and the surrounding intron (105), and the final decision to include or exclude an exon can be thought as the sum of the positive and negative interactions between splicing regulators and the spliceosomal snRNPs.

1.1.3 Timing of mRNA splicing

mRNA splicing often occurs co-transcriptionally (79, 51, 94, 54). After RNA polymerase II transcribes an exon or even part of an exon, the splicing machinery begins recognizing the core splicing elements described previously, as well as other elements located within and around the exon. Cross-exon or cross-intron interactions occur and lead to the completion of splicing for most exons often before the completion of gene transcription. Alternative exons, which tend to have suboptimal splice sites, are more frequently spliced later or post-transcriptionally than constitutive exons (79).

The transcription rate has been hypothesized to alter exon recognition and splicing regulation (26, 41). This hypothesis is supported by observations wherein mutations that slow polymerase elongation are associated with higher levels of exon inclusion. If the decision to include or exclude an exon is considered an extreme case of alternative splice site selection between the 3' splice sites of the cassette exon and the subsequent exon, then the slower elongation rate would yield a longer interval during which only the 3' splice site of the cassette exon has been transcribed. During this period where the cassette exon’s 3’ splice site is the only 3’ splice site available, splicing factors located in the nucleoplasm or associated with RNA polymerase can
bind to the pre-mRNA, begin the process of exon recognition, and possibly commit to splicing the cassette exon to the upstream exon before the downstream exon is even transcribed.

1.1.4 Role of trans-factors in splicing regulation

Splicing is frequently regulated in trans, where a factor, generally a protein binds to an RNA motif and promotes or inhibits splicing (Fig. 1-2). A single exon can be regulated by the presence/absence of binding of many factors. The complexity is further increased by the fact that the location of binding can determine the effect a protein has on splicing, for instance binding in the exon may promote splicing while binding nearby in the intron inhibits it. Some proteins, such as those in the SR family (114, 32) and the hnRNP class (90, 5, 39, 40) families, are often broadly expressed, while others are more tissue-specific in their expression (and thus regulation), such as the RBFox (96, 33, 34), Nova (14, 43), and Muscleblind (80, 100) families of proteins. Splicing regulators will generally have multiple domains, some that govern RNA binding, such as RNA recognition motif (RRM) or hnRNPK homology (KH) domains, and domains that mediate interactions with other proteins, splicing factors, or the spliceosome. The RNA binding activity is separable from the effect upon splicing, such that the domains can be swapped or artificially tethered to pre-mRNA with predictable effects upon the chimeric protein’s activity (36). Furthermore, by using an RNA binding domain whose target sequence can be modified in conjunction with one or more regulatory domains, splicing factors targeting new or custom motifs can be produced (102).

SR proteins comprise a class of splicing factors that generally bind ESE motifs and promote exon inclusion (114, 32, 105). They contain one or more RNA recognition motif (RRM) domains generally located near the N-terminus and an RS domain, consisting of many RS amino acid repeats near the C-terminus. The RS domain is typically heavily phosphorylated by SR protein kinases (SRPKs) (35) and other ki-
Splicing factors recognize short sequence motifs located in the target exon and surrounding introns to regulate the exon's splicing. Enhancing elements located in the exon (exonic splicing enhancers, or ESEs) or intron (intronic splicing enhancers, or ISEs) are often bound by SR proteins, a family of splicing factors that tend to promote exon inclusion. Silencing elements located in the exon (exonic splicing silencers, or ESSs) or intron (intronic splicing silencers, or ISSs) are often bound by hnRNPs, a large class of generally repressive splicing factors. After binding, the splicing factors can promote or inhibit the binding of snRNPs, or block progression through the splicing reactions.

They are thought to often be a general splicing factor and have been found to affect the splicing of both alternative and constitutive exons (67). Recent work has found many diverse roles for SR proteins, including genome stability through creation of RNA:DNA hybrid structures (63) and promoter-proximal pause release through interactions with the 7SK RNA complex (44). At least one SR protein has been found to be a proto-oncogene and have transformative potential (49).

The hnRNPs family comprise another common class of splicing factors. They generally act to suppress splicing upon binding (90, 39, 40). One such protein, the polypyrimidine tract binding protein (PTB), can bind to some polypyrimidine tract and interfere with U2AF binding, thus acting to repress splicing (86).

1.1.5 Role of cis-elements in splicing regulation

Splicing regulatory motifs can have different effects depending upon the factors that targets them (105). Motifs are generally classified into 4 categories based on their location and effect upon splicing: intronic splicing enhancers (ISEs) (103), intronic splicing silencers (ISSs) (104), exonic splicing enhancers (ESEs) (30), and exonic
splicing silencers (ESSs) (Fig. 1-2) (106). These sets of motifs are frequently related: a motif that promotes exon inclusion when located in an exon often promotes skipping of the same exon when located nearby in an adjacent intron and vice versa (ISEs tend to overlap with ESSs, ISSs tend to overlap with ESEs, etc)(104).

Global approaches to identify the relevant sequences that govern splicing regulation have fallen into a few general areas. Some groups have used libraries of splicing reporter constructs, where each member of the library is largely the same and varies in a small, well-defined region, generally in an alternative exon or surrounding intron (106, 103, 104). These libraries are screened for constructs that have higher or lower levels of splicing. This approach has been successful in identifying sets of $k$-mers, where $k$ ranges anywhere from 5 to 10, that can promote or inhibit splicing when located within or near alternative exons, but it generally cannot be used to predict differences in inclusion across conditions. Other groups have attempted to learn a "splicing code" by training a machine learning algorithm on splicing levels across different conditions and allowing it to identify the relevant and informative features (4, 111). This approach has recently been successful at predicting relative differences in splicing levels between broadly defined conditions (such as "muscle" grouping together "skeletal muscle" and "cardiac muscle"), but these algorithms are only able to make predictions in a conditions upon which they have been trained. A third approach is to analyze variation in splicing levels across individuals and try to associate particular genetic variants with higher or lower levels of splicing (splicing quantitative trait loci, or sQTLs)(81, 59). This approach has identified thousands of genetic variants correlated with splicing levels, but proving causality is often difficult. Targeted in-vivo approaches, such as CLIP-Seq/HiTS-CLIP (64) and its variants (37, 107, 55) or in-vitro approaches such as HT-SELEX (46) or Bind-N-Seq (57), give information on the in vivo direct targets of splicing factors, but alone cannot be used to infer direction of regulation (109, 112, 115). No one approach has been shown to be optimal, and thus this is an area of active, ongoing work.
1.1.6 Effects of alternative splicing

Regulated alternative splicing has been implicated in many biological processes, including mRNA or protein localization (25, 27, 83, 100), cellular homeostasis (60), differentiation (38), apoptosis (10), and immunity (69). It can impact these processes in a number of different ways. One is by altering the localization of the resulting protein (Fig. 1-3). It is vital that the antibody-producing b-cells must be activated by the same antigen that its antibodies recognize or else it will produce antibodies targeting a different antigen, possibly leading to an auto-immune response and failing to target the intended antigen. This precise correspondence between the target recognized by the cell and that bound by the antibodies produced is mediated by alternative splicing (25, 27, 83). The cell surface receptor that leads to the b-cell’s activation and the antibody that the b-cell would ultimately produce are coded for by the same sets of genes. The transcripts coding for the receptor contain a different 3’ end (and thus C-terminus at the protein level) than that of the antibody-coding transcripts. The difference between the transcripts is mediated by alternative mRNA processing and leads to the receptor protein being membrane-bound while the protein lacking the C-terminal trans-membrane domain is secreted from the cell.

Alternative splicing is also a highly conserved mechanism for maintaining homeostatic levels of splicing factors (Fig. 1-4) (60). Genes coding for proteins in the SR family of splicing factors frequently contain exons that encode a premature termination codon (PTC). These exons, termed poison cassette exons, can then be utilized in the regulation of the protein’s expression through the induction of nonsense mediated mRNA decay (NMD) (3), a quality control and regulatory process that degrades transcripts containing a PTC or overly long 3’ UTR. Thus, a splicing factor can auto-regulate its own expression through regulation of these poison cassette exons, leading to an equilibrium between the protein level of the splicing factor and the inclusion level of the poison cassette exon. If the protein level becomes high enough such that it promotes the inclusion of a poison exon, then the transcripts produced will not lead to significant protein accumulation until overall splicing factor concentrations drop.
Figure 1-3: Alternative mRNA processing of IgM transcripts leads to protein isoforms with the same binding affinities but different localizations.

The pre-mRNA of the IgM gene is processed into two isoforms containing a common set of exons (in blue and grey) but differing in their 3' end (shaded in green). These green exons code for a trans-membrane domain. Signals in the mRNA lead to the localization of the nascent peptide to the golgi, where it is processed and assembled. Upon completion, vesicles containing the protein are exocytosed. If the green exons are included in the protein, then when the vesicle membrane fuses with the cell's plasma membrane, the protein will remain in the membrane and it will act as a receptor specific to the antigen it recognizes. However, if the green exons are not included, then the soluble antibody will be secreted (25, 27, 83).
below a level such that inclusion of the poison exon is reduced.

Another role for alternative splicing that is becoming increasingly well defined is in animal development. Here, for instance, muscleblind proteins, which are generally more tissue-specific splicing factors, are required for proper splicing of hundreds of cassette exons in differentiated cells (100, 38). Disrupting their expression in differentiated cells leads to reversion of exon inclusion of many targets to levels that more closely resemble those observed in embryonic stem cells. Similarly, their overexpression in embryonic stem cells has the opposite effect, leading to patterns of splicing that resemble differentiated tissues. This splicing switch is further driven by another family of splicing factors, the CUG-BP and ETR-3-like factors (CELF) family, which often opposes the effects of muscleblinds and promotes a more embryonic splicing pattern. This antagonistic regulatory relationship between CELF (higher expression in embryonic cells/tissues) and muscleblind (higher in differentiated cells/tissues) proteins effects coordinated changes in splicing during differentiation (48). Furthermore, in line with a reversion to an embryonic splicing phenotype upon their knockdown, disrupting muscleblind proteins leads to enhanced reprogramming of differentiated cells to induced pluripotent stem cells (38).

While it has been possible to interrogate such splicing changes in various biological systems for a decade or more through the use of splicing microarrays and (more recently) RNA-seq, a global and general effect (if one exists) for these splicing changes has remained elusive. A few recent studies employing RNA-seq, perhaps aided by the improved power to detect such changes compared to earlier technologies, have identified a number of global changes in the proteome brought about by alternative splicing. Recently, it was shown that brain-regulated isoforms tend to have different protein-protein interaction profiles relative to other isoforms of the same proteins, suggesting a role for alternative splicing regulation in rewiring protein-protein interactions between tissues (29). Other studies have suggested links between phosphorylation and alternative splicing. Darnell and colleagues found that exons regulated by Nova, a neuronal splicing factor, are enriched for phosphorylation sites (115), a finding later
Figure 1-4: Splicing factors can regulate gene expression through regulation of exons that lead to transcript degradation.

The purple exon in the diagram contains a premature stop codon induces nonsense-mediated decay (NMD) when it is included. When the protein levels of the splicing factor are low, the exon is not included, leading to a stable final transcript product that yields protein when translated. When the protein level reaches a sufficiently high level, the splicing factor binds to its own pre-mRNA transcript and promotes the inclusion of the NMD-inducing exon, destabilizing the transcript. This exon is then included in the gene's transcripts until protein levels decrease such that the levels are not sufficient to promote the exon's inclusion, leading to an equilibrium between the NMD-inducing exon and the splicing factor's protein level (60).
generalized to exons differentially spliced between brain and liver (15). In this thesis, I present work showing that this phenomenon extends beyond brain, and that this connection to phosphorylation is a conserved feature of alternatively spliced exons.

1.2 Gene expression evolution

A goal of evolutionary biology is to understand the changes driving the differences between species. Decades ago, it was appreciated that there were relatively few coding sequence changes between closely related species such as human and chimp (53). It was therefore hypothesized that evolution of gene regulation, rather than protein sequence, would play a dominant role in driving evolutionary changes (13). The evolution of gene expression levels has been investigated globally and found to largely be under stabilizing selection, with many other changes evolving neutrally (11). Investigations into the evolution of splicing and alternative splicing, ubiquitous in mammalian gene expression, have been complicated by their more involved nature and hampered by technological limitations (42). Recent technological advancements, however, have made global and less biased investigations into splicing evolution possible (108).

1.2.1 Evolution of overall levels of gene expression

The first global studies examining the evolution of gene expression employed DNA microarrays to compare gene expression levels between species (17, 117, 16, 91). These studies sought to differentiate between different models for gene expression evolution (Fig. 1-5) and have yielded a number of important insights into the evolution of gene expression levels. They generally look for deviations from a null model and may require the specification of an alternative model and parameters. Neutral evolution is often used as this null model and predicts that most observed changes are effectively neutral and caused by random genetic drift (52). The observation of less variation
between species than expected is suggestive of stabilizing selection, which acts to maintain particular levels of a trait (here, expression) (18) and may be indicative of negative selective pressure. Similarly, observing a trait with low variation between most species and a large change in a specific lineage or species suggests either positive/directional selection or a lineage-specific relaxation of stabilizing selection (24).

Microarray studies (and later RNA-seq work) comparing the expression profiles in different species and tissues have found that most genes evolve under purifying selection (17, 117, 16, 91, 11). When comparing the divergence rates of different tissues, defined as a measure of how rapidly expression patterns change within that tissue, expression in neural tissues (such as the brain and brain stem) has generally been found to have the slowest rate of change (17, 11). One interpretation for this observation is pressure to maintain core gene expression relating to, for instance, synaptic function, in these tissues. The low rate of expression divergence in neural tissues stands in stark contrast with a reproductive tissue like testes, which has been found to have the highest rate of divergence (11).

1.2.2 Evolution of alternative splicing and isoform levels

The evolution of splicing can be queried at different levels (42), but in general has been more difficult to investigate than gene expression. At the most basic level is the binary question—is an exon present in a genome? This can be made more precise by querying the specific splice sites. Beyond the position of the exon, the splicing status (e.g. relating to the skipping of the exon) can be interrogated. Finally, the most involved (and most difficult) questions to ask pertain to the actual pattern of splicing across tissues or conditions, similar to investigations into the patterns of gene expression across species described above.

A few recent studies have approached the first question posed above and looked at patterns of presence or absence at the exon level across species, primarily using two
Figure 1-5: Different evolutionary pressures lead to unique predictions regarding gene expression comparisons between species

(a) There is little variance in gene expression between or within species. This pattern is suggestive of stabilizing selection, where there would be selection against changes in the trait (here: gene expression) across evolution.

(b) There is little variance in gene expression between or within most species while the levels are very different in one species. This pattern is suggestive of stabilizing selection in the majority of species and possibly positive selection in the species or lineage with different expression levels.

(c) When analyzed globally via a clustering analysis, one way stabilizing selection will present itself is in samples clustering by the tissue of origin.

(d) When analyzed globally via a similar clustering analysis, frequent positive selection may present itself as samples clustering by the species of origin. Note that this is not the only interpretation, and further analyses are necessary to conclude that positive selection has acted upon the expression of the genes considered.
approaches. One approach is to take the set of exons annotated in a query species (for instance, human), and look at the the aligned regions in a second species. An exon can be inferred to be spliced in that species if the “GT” and “AG” are conserved in that species. A caveat to this approach is that changes in exon boundaries between species will lead to exons being detected as lost or missing in some species, leading to patterns that are difficult to interpret, or biased towards younger ages. Nevertheless, careful application of this approach by Lee and colleagues found that novel exons are typically less included in EST databases (2). Further, they found that exon age tended to correlate with overall levels of inclusion in EST databases. In Chapter 2 of this thesis, I take this approach in a new direction by focusing not on cases where the splice sites have been only maintained or lost, but instead studying cases where the exon boundaries have moved. In investigating the evolution of alternative tandem 3' splice sites, I found that 3' splice sites are “hotspots” for changes in coding sequence between species.

An alternative to this approach is to use libraries of expressed sequence tags (ESTs), consisting of shotgun sequencing of cloned cDNA fragments, or full length cDNA sequences to compare exons between species (1). This approach would be less sensitive to splice site turnover, but being undetected in EST libraries does not mean that the exon does not exist in that species, since EST libraries are often low coverage and likely miss lowly included (and even some moderately or highly included) exons. This approach was used to compare exons and their splicing between mouse and human. Blencowe and colleagues found that only 10% of exons were alternatively spliced in both mouse and human, while nearly half of the alternative exons considered are unique to one species (76). Earlier work from Modrek and Lee found that exons lowly included in EST databases are frequently specific to mouse, rat, or human (71). Further, Zhang and Chasin, employing an EST approach rather than the genomic approach used by Lee, found that species-specific exons identified by comparing ESTs between species are lowly included in EST databases and frequently repeat-associated (116). These results suggest the frequent occurrence
of species-specific exons at low inclusion levels and a general low level of splicing conservation, though this observation can be complicated by tissue-specific splicing impacting detection. In Chapter 4 of this thesis, I consider causes and effects of exon creation utilizing whole genome alignments in conjunction with RNA-seq data.

While gene expression estimates from microarrays have the potential to be robust to changes in splice site usage provided that care is taken in probe sequence choice, estimates of alternative splicing could be very biased by changes in the specific exon boundaries probed in microarrays. Splicing microarray analyses are further complicated by smaller informative regions than for analysis of gene expression, cross-hybridization between related regions, and other issues common to microarrays. They can nevertheless be used for inferring splicing levels of exons, even using the ability to cross-hybridize related sequences to apply a microarray from one species to a closely related species. This approach was employed to probe the expression and splicing profiles in RNA extracted from heart and brain of human, chimpanzee, and mouse (16). The authors found that the similarity in splicing between species was comparable to that of gene expression, which is generally well conserved and under stabilizing selection. In chapter 3 of this thesis, I use RNA-seq to ask similar questions, which avoids some of the problems inherent in microarrays and (importantly) allows for the discovery of species-specific splicing patterns.

1.3 Relevant technology

The advent of high-throughput sequencing of DNA fragments has led to a revolution in computational approaches to biological problems (75). The cost per nucleotide in recent years has been decreasing at rates that far surpass an exponential rate of improvement (47). In addition to sequencing fragments of genomic DNA, alternate sample preparation protocols can be used to generate data representing many other sources of information (75). One such protocol, ChIP-seq, uses crosslinking followed by immunoprecipitation of a target protein to enrich for and sequence regions of
DNA that are bound to the protein (45). Similarly, RNA can be reverse-transcribed into cDNA and then sequenced (RNA-seq, Fig. 1-6), yielding information about gene expression and alternative splicing (105, 73). Many other protocols have been developed, providing information on transcription kinetics (23), nucleosome positioning (97), chromosomal conformation (65), and many others. I will focus on Illumina sequencing technology here as it is the technology I used, though other approaches exist (28, 85, 87).

1.3.1 High-throughput sequencing of DNA fragments by Illumina sequencing

High-throughput sequencing of DNA fragments is now a widely used technique. The DNA of interest is ligated to adapter sequences that serve two purposes. First, they are used for PCR amplification of the library after ligation. Following amplification, the adapter is then used for generating clusters on a glass flowcell. The flowcell has short oligos covalently linked that are complementary to the adapter sequence. The DNA fragment hybridizes via the adapter, after which DNA polymerase extends the flowcell’s oligo to the fragment’s end. The other adapter then hybridizes to complementary oligo (again covalently attached to the flowcell) and is similarly elongated. This process, termed “bridge amplification” is repeated many times to generate clusters of identical oligos covalently attached to the flowcell. These clusters are then sequenced using DNA polymerase incorporation of reversibly terminated nucleotides with base-specific fluorophores. Only a single nucleotide can be incorporated at a time because of the unique chemistry of the nucleotides used, so imaging after each fluorophore-conjugated nucleotide is individually excited allows for the deciphering of the oligo’s sequence. Sequencing starting from both oligos (individually) can be used to generate a pair of reads for a given starting fragment (6).
Figure 1-6: Application of high-throughput sequencing to probe mRNA transcript levels.
Total RNA is poly-A selected to isolate processed mRNA. The RNA is reverse-transcribed using an oligo dT primer or fragmented and reverse-transcribed using random hexamer priming. The cDNA fragments are ligated to adapters and sequenced using a next-generation sequencing technology (such as Illumina, Abi SOLiD, Ion Torrent, or others). The sequences are aligned to the genome or transcriptome and used to infer gene expression levels, splicing levels, or other information.
1.3.2 Applications of high-throughput sequencing to RNA

Reverse-transcribed RNA (cDNA) can be used in place of DNA in the above sequencing protocol. This can be used to measure global gene expression (often measured in FPKM: Fragments per Kilobase of interval Per Million mapped reads (73) or TPM: Transcripts Per Million (61)) by starting with poly-A-selected or ribosome-subtracted RNA in a manner similar to microarrays, though with a number of advantages over the preceding technology. These expression estimates can be scaled with the use of spike-in oligos to control for different efficiencies in library preparation and input amounts and convert relative expression values to absolute amounts (68). It can also be used to interrogate alternative splicing. Perhaps the simplest measure of alternative splicing compares reads that overlap splice junctions that support inclusion of an exon to those that support its exclusion (105). However, a number of more rigorous approaches have been developed, using more sophisticated statistical models to incorporate additional information or control for sequencing biases, leading to improved splicing estimates (95, 50, 62). The presence of splice junction reads can be used to construct a splice graph (similar to what was done with ESTs) to construct transcript models inferred from the data (95, 62) and discover novel isoforms not found in annotations.
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Chapter 2

Widespread Regulated Alternative Splicing of Single Codons Accelerates Proteome Evolution
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Text sections “NAGNAGs accelerate protein evolution at exon-exon boundaries” and “NAGNAG-accelerated protein evolution is highly biased”, relevant methods, Figure 5, and Figures S9-S11.
2.1 Abstract

Thousands of human genes contain introns ending in NAGNAG (N any nucleotide), where both NAGs can function as 3' splice sites, yielding isoforms that differ by inclusion/exclusion of three bases. However, few models exist for how such splicing might be regulated, and some studies have concluded that NAGNAG splicing is purely stochastic and nonfunctional. Here, we used deep RNA-Seq data from sixteen human and eight mouse tissues to analyze the regulation and evolution of NAGNAG splicing. Using both biological and technical replicates to estimate false discovery rates, we estimate that at least 25% of alternatively spliced NAGNAGs undergo tissue-specific regulation in mammals, and alternative splicing of strongly tissue-specific NAGNAGs was ten times as likely to be conserved between species as was splicing of non-tissue-specific events, implying selective maintenance. Preferential use of the distal NAG was associated with distinct sequence features, including a more distal location of the branch point and presence of a pyrimidine immediately before the first NAG, and alteration of these features in a splicing reporter shifted splicing away from the distal site. Strikingly, alignments of orthologous exons revealed a ~15-fold increase in the frequency of 3 base pair gaps at 3' splice sites relative to nearby exon positions in both mammals and in Drosophila. Alternative splicing of NAGNAGs in human was associated with dramatically increased frequency of exon length changes at orthologous exon boundaries in rodents, and a model involving point mutations that create, destroy or alter NAGNAGs can explain both the increased frequency and biased codon composition of gained/lost sequence observed at the beginnings of exons. This study shows that NAGNAG alternative splicing generates widespread differences between the proteomes of mammalian tissues, and suggests that the evolutionary trajectories of mammalian proteins are strongly biased by the locations and phases of the introns that interrupt coding sequences.
2.2 Introduction

The split structure of eukaryotic genes impacts gene expression and evolution in diverse ways. Most directly, the presence of introns enables multiple distinct mRNA and protein products to be produced from the same gene locus through alternative splicing, which is often regulated between tissues or developmental stages (1, 2). Alternative inclusion or exclusion of exons — "exon skipping" — can generate protein isoforms with distinct subcellular localization, enzymatic activity or allosteric regulation, and differing, even opposing, biological function (3-5). Splicing is often regulated by enhancer or silencer motifs in the pre-mRNA that are bound by splicing regulatory proteins that interact with each other or with the core splicing machinery to promote or inhibit splicing at nearby splice sites (6). Such enhancer and silencer motifs are common throughout constitutive as well as alternative exons and their flanking introns (7-9). In turn, the presence of splicing regulatory motifs in exons, and their higher frequency near splice junctions, impacts protein evolution. For example, the frequencies of single nucleotide polymorphisms (SNPs) and amino acid substitutions are both reduced near exon-exon junctions relative to the centers of exons as a result of selection on exonic splicing enhancer motifs (10, 11). Thus, a genes exon-intron structure and its evolution are intimately linked.

Alternative 3' and 5' splice site use, in which longer or shorter versions of an exon are included in the mRNA, are among the most common types of alternative splicing in mammals (1) and can generate protein isoforms with subtly or dramatically differing function. For example, production of the pro-apoptotic Bcl-xS or the anti-apoptotic Bcl-xL protein isoforms is controlled through regulated alternative splice site usage (12). Binding of splicing regulatory factors between the alternative splice sites or immediately adjacent to one site or the other can shift splicing toward the (intron-) proximal or distal splice site (6, 13, 14), providing a means to confer cell type-specific regulation. The distance between the alternative splice sites can vary over a wide range, from hundreds of bases to as few as 3 bases in the case of NAGNAG.
alternative 3' splice sites.

NAGNAG alternative splicing (Fig. 2-1a) has been observed in vertebrates, insects, and plants, and is known to be very common. Bioinformatic analyses of expressed sequence tag (EST) databases have identified thousands of examples (15-18). However, most of the mechanisms known to regulate other alternative 3' splice site pairs, particularly those that involve binding of regulatory factors between the sites, or much closer to one site than the other, cannot apply to NAGNAGs because of the extreme proximity of the two sites. Thus, regulation of NAGNAGs is more difficult to envisage. Furthermore, analyses of select genes using PCR and capillary electrophoresis approaches reached differing conclusions about NAGNAG tissue specificity (15, 19, 20), and several authors have argued that NAGNAG splicing is purely stochastic, is not evolutionarily conserved, and is not physiologically relevant (21, 22). However, analyses of NAGNAG splicing at a genome-wide scale have been hampered by the impracticality of distinguishing such similar isoforms by microarray hybridization and the insufficient depth of EST databases for assessment of tissue specificity.

In order to assess the abundance and potential regulation of NAGNAG splicing events genome-wide, we analyzed polyA-selected RNA-Seq data generated using the Illumina HiSeq platform from sixteen human tissues at depths of ~8 Gbp per tissue, similarly deep RNA-Seq data that we generated from eight mouse tissues, and data generated by the modENCODE consortium across a developmental time course in Drosophila. NAGNAG isoforms can be uniquely distinguished by short reads that overlap the splice junction, and the quantity of data available from each tissue in human and mouse typically represented at least 80-fold mean coverage of the transcriptome, a depth sufficient to detect potential tissue-specific differences in many cases. Sequence features were identified which can shift splicing toward the proximal or distal NAG, providing clues to regulation. We also analyzed the impact of NAG-NAGs on exon evolution, obtaining evidence that NAGNAGs dramatically accelerate addition and deletion of sequence at the beginnings of exons.
2.3 Results and Discussion

2.3.1 Many human NAGNAGs are regulated across tissues

Our initial analyses used the Illumina Body Map 2.0 dataset of polyA-selected RNA-Seq data from sixteen human tissues (adipose, adrenal, brain, breast, colon, heart, kidney, liver, lung, lymph node, ovary, prostate, skeletal muscle, testes, thyroid, and white blood cells) sequenced at depths of ~80 million paired-end 2 x 50 bp reads per tissue. This sequencing depth generates ~8 Gbp of data, representing >80-fold coverage of the human protein-coding transcriptome. Enumerating all possible NAGNAG splicing events, we mapped both ends of each read against NAGNAG splice junctions (Fig. 2-1a). Isoform ratios were estimated across all tissues as “percent spliced in” (PSI or \( \psi \)) values (Fig. 2-1b), representing the fraction of mRNAs that use the intron-proximal splice site, thereby including the second NAG in the mRNA. The reliability of such RNA-Seq-based estimates of isoform abundance has been established previously (23).

Using a conservative approach that has comparable power to detect each of the major types of alternative splicing events, we estimated that NAGNAGs comprise slightly more than twenty percent of reading frame-preserving alternative splicing events in coding regions, making NAGNAGs the most common form of protein producing alternative splicing after exon skipping (Fig. 2-1c). In all, more than two thousand NAGNAG events were detected in protein-coding regions of human genes where both isoforms were expressed at 5% in at least one tissue. Strikingly, 73% of these NAGNAGs showed evidence of tissue-specific regulation (p < 0.01 by multinomial test). Furthermore, approximately 42% were “strongly regulated”, with changes in \( \psi \) of at least 25% between tissues. For example, a NAGNAG in the gene encoding FUBP1, a transcriptional regulator of MYC, undergoes dramatically different splicing between kidney and lymph node (Fig. 2-1b). Here, we report absolute rather than relative differences in splicing levels, e.g., a change from 10% to 35% between tissues.
Figure 2-1:

(a) Short reads were aligned to the intron-proximal and intron-distal splice junctions of NAGNAG splicing events in order to estimate isoform ratios.

(b) Estimated proximal isoform usage psi for a NAGNAG which inserts/deletes a predicted phosphorylation site in far upstream element binding protein 1 (FUBP1). Phosphorylation site and corresponding kinase were predicted by Scansite (Scansite z-score -3.02-84) (55). Error bars indicate the 95% binomial confidence interval.

(c) Number of reading frame-preserving alternative splicing events in protein-coding regions, with both isoforms expressed at ≥5 in at least one tissue.

(d) A NAGNAG which inserts/deletes an arginine in RNA recognition motif 4 (RRM4) of the splicing factor PTBP2 is deeply conserved. Alignment of orthologous 3' splice site sequences shown below the NMR structure (PDB accession 2ADC, displayed with PyMOL) of the highly homologous PTBP1 protein (green) complexed with RNA (red) (33). Boxed is K489 of PTBP1, which is homologous to the arginine shown in PTBP2, and hydrogen bonds to the RNA backbone (dotted yellow line). Putative branch point based on location of the first upstream AG, the sequence motif identified in (56), and the pattern of sequence conservation.

(e) Conservation of alternative splicing between orthologous human and mouse NAGNAGs increases with tissue specificity. NAGNAGs that were alternatively spliced in human (left) and mouse (right) were grouped by switch score — defined as the maximum psi difference between tissues — as indicated by colors, and the fraction of orthologs which were alternatively spliced in the other species is shown. Error bars indicate 95% binomial confidence intervals.
is considered an increase of 25%, not 250%, and the largest difference in $\psi$ between tissues is defined as the “switch score” (1). Other genes containing NAGNAGs with switch scores of 50% or more included HOXD8, CAMK2B, ATRX, CAPRIN2, and MLLT4. Technical replicates — sequencing of the same RNA-Seq libraries with 75 bp single-end reads at depths of ~50 million reads per tissue — yielded similar estimates of NAGNAG abundance and regulation.

2.3.2 Regulated NAGNAGs are selectively conserved between primates and rodents

Regulation that contributes to fitness is expected to be evolutionarily conserved. A previous study reported the existence of selection against alternatively spliced NAGNAGs in coding sequences (24). Nevertheless, some NAGNAGs are quite deeply conserved, e.g., a NAGNAG that generates an arginine insertion/deletion in a RNA-binding domain of the splicing factor PTBP2 (also known as nPTB or brPTB). Both isoforms of this NAGNAG event are observed in ESTs from human, mouse and chicken, and the potential for alternative splicing is conserved at the sequence level to lizard (Fig. 2-1d). Consistent with this example, a previous analysis of EST databases suggested that a subset of alternatively spliced NAGNAGs are under purifying selection in vertebrates (25). We systematically assessed the global conservation of NAGNAG isoform levels using RNA-Seq data generated from eight mouse tissues (brain, colon, kidney, liver, lung, skeletal muscle, spleen, and testes). Restricting to the set of NAGNAGs which were alternatively spliced in human (both isoforms expressed at $\geq 5\%$ in at least one tissue), we found that NAGNAGs which were strongly regulated were approximately ten times more likely than unregulated NAGNAGs to exhibit alternative splicing in their mouse orthologs, and vice versa (Fig. 1e). This large and consistent increase in conservation of alternative splicing with increasing switch score suggests that regulated NAGNAGs are much more likely to contribute to organismal fitness, and therefore to be selectively maintained, than are alternatively
spliced events which do not exhibit tissue specificity. If NAGNAG alternative splicing were selectively neutral, then we would not expect to see a correlation between the observed degree of tissue specificity in one species and conservation of alternative splicing in the other species.

NAGNAG isoform levels were very well correlated between biological replicates, consisting of individual mice of strains C57BL/6J and DBA/2J, whose genomes differ to an extent similar to that of unrelated humans ($r = 0.96$, Fig. 2-2a), demonstrating the robustness and reproducibility of these RNA-Seq-based estimates of NAGNAG $\psi$ values. Similar numbers of alternatively spliced NAGNAGs were detected in mouse as in human, with 28% of alternatively spliced NAGNAGs in mouse exhibiting evidence of tissue-specific regulation and 8% being strongly regulated across the eight tissues studied. Many orthologous NAGNAGs in human and mouse exhibited tissue-specific regulation in both species, e.g. NAGNAGs in FUBP1, CAMK2B, CAPRIN2, and ATRX. The higher fraction of regulated NAGNAGs detected in the human data probably results from a combination of factors, including the greater number of tissues sampled (Supplementary Fig. 2-3), the diverse genetic backgrounds of the human samples, and intrinsically higher read coverage variability in the human RNA-Seq data used. Comparing technical replicates of human tissues, which capture variability in sequencing, we estimated false discovery rates (FDRs) for discovering strongly regulated NAGNAGs ranging from ~0.8% to ~13.3%, with a mean FDR of 4.4% (Supplementary Fig. 2-4). In contrast, comparing biological replicates of mouse tissues, which capture all major sources of variability (tissue collection, library preparation, sequencing, and individual-specific splicing differences), we estimated FDRs ranging from 0.6% to 1.9%, with a mean of 1.1% (Supplementary Fig. 3). Using these estimated FDRs, and extrapolating the mouse data to 16 tissues (Supplementary Fig. 2-3), we estimated that between 12% and 37% of NAGNAGs are strongly regulated across tissues in mammals, making strong regulation a fairly common occurrence — though somewhat less common than for other types of splicing events. The relatively small differences between samples of the same tissue from mice whose
Figure 2-2:

(a) NAGNAG $\psi$ estimates are highly consistent in brain RNA-Seq data from the mouse strains DBA/2J and C57BL/6J. Only NAGNAGs with both isoforms expressed at $\geq 5\%$ in either strain are shown. The 75th percentile of the deviation from the line $y = x$ is shown in gray.

(b) NAGNAG $\psi$ estimates are quantitatively conserved between human and mouse brain. Only NAGNAGs with both isoforms expressed at $\geq 5\%$ in either species and satisfying proximal 3' splice site score - distal 3' splice site score $\leq 0.5$ bits are plotted (splice sites scored by MaxEnt model (36)). Deviation from $y = x$ shown as in (a).

(c) Sequence conservation of human NAGNAGs, where all NAGNAGs are aligned by their 3' splice site junctions and grouped by switch score. Mean (solid line) and standard error of the mean (shaded area about solid line) of phastCons score (50) shown by position (averaged over a 2 nt sliding window) for each switch score category. Analysis restricted to human NAGNAGs for which the two AGs were conserved at the sequence level in mouse.

(d) As in (c), but grouped by switch score in mouse and restricted to mouse NAGNAGs for which the two AGs were conserved at the sequence level in human.

(e) As in (d), but for NAGNAGs in Drosophila melanogaster, with switch score defined across developmental stages rather than between tissues. Analysis restricted to D. melanogaster NAGNAGs for which the two AGs were conserved at the sequence level in D. yakuba.
Figure 2-3:

(a) Human

(b) Mouse
Figure 2-4: Single-end (75 bp) and paired-end (250 bp) sequencing of the same human libraries captures sequencing variability.
Figure 2-5:
Sequencing of mouse libraries created from two different individuals captures all major sources of variability, including library preparation (2x36 bp versus 2x80 bp), sequencing, sample collection, and individual-specific splicing (C57BL/6J versus DBA/2J).
genomes differed to an extent comparable to that of unrelated humans (Fig. 2-2a) suggested that inter-individual variation contributed less than other sources of variation (e.g., tissue-specific differences) to the variations observed between the human libraries.

Orthologous human and mouse NAGNAGs exhibited high quantitative conservation of isoform levels. This was particularly true when the difference between the proximal and distal 3’ splice site scores — using a method that scores the strength of the polypyrimidine tract and AG region — was conserved (Spearmans $\rho = 0.67$, Fig. 2-2b). The correlation decreased somewhat in cases where the differences in 3’ splice site scores were less conserved ($\rho = 0.54$, $p = 0.013$ for test of equality of correlation using the Fisher transformation; Supplementary Fig. 2-6), suggesting that changes in relative 3’ splice site strength may contribute to species-specific differences in NAGNAG splicing. Notably, many NAGNAGs with diverged splice site scores were alternatively spliced in one species but constitutively spliced in the other, suggesting relatively rapid evolution of 3’ splice site positions.

2.3.3 Regulated NAGNAGs have conserved upstream intronic sequence

To better understand how NAGNAG splicing is regulated, and which sequence regions might be involved, we examined sequence conservation of flanking intronic and exonic regions for NAGNAGs grouped by switch score using alignments of the genomes of placental mammals. Tissue-specific NAGNAGs exhibited markedly increased sequence conservation in the upstream intron (Fig. 2c-d), with little or no increase in other analyzed regions. The consistent increase in conservation in the upstream intron with increasing switch score provides further evidence that these regulated NAGNAGs contribute to organismal fitness, and is consistent with previous observations that alternatively spliced NAGNAGs have higher upstream sequence conservation than constitutive 3’ splice sites (26). Enumerating NAGNAGs in introns of the fly
human versus mouse (splice site difference diverged)

$r = 0.65$, $\rho = 0.54$

$N = 349$

Figure 2-6:
As Figure 2B, but for NAGNAGs with $|\text{proximalsplicesitescore} - \text{distalsplicesitescore}| > 0.5$. 
Drosophila melanogaster, and comparing isoform usage across thirty developmental time points (embryo to adult) using RNA-Seq data from the modENCODE consortium (2), we identified over five hundred NAGNAGs in coding regions of Drosophila genes where both isoforms were expressed at $\geq 5\%$ in at least one developmental time point. Of these, 14% were developmentally regulated, with 5% being strongly regulated as defined above. As in mammals, more highly regulated fly NAGNAGs were associated with increased sequence conservation within and upstream of the 3' splice site (Fig. 2-2e). The consistent location of the sequence conservation signal for regulated NAGNAGs in mammalian and insect genomes (Fig. 2-2c-e) suggested that the region $\sim 50$ bp upstream of the NAGNAG motif, encompassing the competing 3' splice sites themselves, may contain most of the regulatory information that governs NAGNAG alternative splicing. The extensive tissue-specific regulation observed in mammals and developmental regulation seen in flies may indicate that regulated NAGNAG alternative splicing is widespread in metazoans.

2.3.4 Splice site score difference explains mean NAGNAG isoform expression

The increased divergence in isoform usage observed for NAGNAGs that had undergone divergence in 3' splice site score difference (Fig. 2-2b, Supplementary Fig. 2-6) suggested that relative splice site strength is a major determinant of NAGNAG quantitative isoform usage. Supporting this hypothesis, previous EST-based analyses have demonstrated that splice site strength impacts whether or not a NAGNAG will be alternatively spliced (21, 27). To explore the relationship between splice site strength and quantitative isoform levels, rather than simply the presence or absence of alternative splicing, we created a biophysical model wherein the probabilities of using the proximal and distal splice sites are proportional to $Q \cdot e^{B_1(proximal\text{score})}$ and $e^{B_1(proximal\text{score})}$, respectively, where the parameter $Q$ determines the inherent preference for using the intron-proximal splice site and $B$ is a scaling factor for the splice
site scores. This simple model, containing just two free parameters, accurately predicted mean isoform usage across human tissues (Fig. 2-8a), suggesting that relative 3’ splice site strength is the primary determinant of basal NAGNAG isoform levels. The fitted value $Q = 0.55$ provides a quantitative measurement of preference for the proximal splice site in NAGNAG 3’ splice site recognition, predicting that the distal splice site of a NAGNAG must typically be $-\log(Q)/B = -\log(0.55)/0.58 = 1$ bit stronger than the proximal splice site in order to be spliced with equal efficiency. Analysis of mouse NAGNAGs yielded similar values of the Q and B parameters (Supplementary Fig. 2-7), supporting the robustness of these estimates. This preference for the proximal site was obvious even after controlling for the identity of the -3 bases (the Ns of the NAGNAG) (Fig. 2-8b), which are known to be important determinants of NAGNAG isoform choice (18, 26, 27). Preference for the proximal splice site is consistent with models of 3’ splice site recognition that involve scanning or diffusion from an upstream branch point (28, 29).

While the mean $\psi$ value was accurately predicted by our model, the variability around the mean was substantially higher than expected based on measurement noise (Fig. 2-8a). This observation is consistent with the concept that splice site strength determines the basal levels of the two NAGNAG isoforms, but the presence of regulatory sequence elements not captured by the 3’ splice site score, and variation in the levels of associated trans-acting factors, modulates the isoform ratios that occur in different tissues.

2.3.5 Specific sequence features associated with basal and regulated NAGNAG splicing

The observed regulation of NAGNAGs implies that features outside of splice site strength and the -3 base must also be involved in determining isoform usage. For example, the NAGNAG in the splicing factor PTBP2 (Fig. 2-1d) represents an exception to the pattern observed above: the -3 bases (CAGAAG) predict predominant
Figure 2-7:

(a) Human (identical to Figure 2-8a)

(b) Mouse
Figure 2-8:

(a) A simple biophysical model of NAGNAG splicing accurately models mean isoform usage across tissues as a function of difference in 3' splice site score. Each point represents a single human NAGNAG, and the solid and dashed black lines show the mean \( \psi \) (across values for individual NAGNAGs with similar splice site score difference, with sliding window of 3.25 bits) and the standard deviation about the mean. The solid red line shows the prediction based on the model for parameters \( Q = 0.55 \) and \( B = 0.58 \), and the dashed red line indicates the standard deviation about the model mean expected from measurement error. The horizontal and vertical dashed lines indicate the splice site score difference (approximately 1 bit) at \( \psi = 50\% \).

(b) The -3 bases largely determine whether a NAGNAG is alternatively spliced. We grouped NAGNAGs in the human genome according to their -3 bases and computed the fraction of each group which expressed the proximal (black) or distal (blue) isoform at \( > 5\% \) in at least one tissue.

(c) Constitutive 3' splice sites (top, YAG), YAGYAGs which express the proximal isoform at \( > 75\% \) in all tissues (middle, YAGYAG proximal major), YAGYAGs which express the distal isoform at \( > 75\% \) in all tissues (middle, YAGYAG distal major), and strongly regulated YAGYAGs (bottom, YAGYAG strongly regulated) all exhibit distinct upstream sequence preferences. The x-axis shows the position relative to the 3' splice site (YAG) or proximal 3' splice site (YAGYAG), and arrows indicate the 3' splice site that is predominantly used. Figure was created with WebLogo (53). Human and mouse YAGYAGs were grouped together to increase the statistical signal for (c-f).

(d) Distal major YAGYAGs have shorter polypyrimidine tracts (\( p < 0.001 \) relative to proximal major class, Kolmogorov-Smirnov test). Plot shows median length of the polypyrimidine tract, estimated as the first stretch of \( > 5 \) consecutive pyrimidines upstream of the -3 position. Error bars indicate the standard deviation of the median, estimated by bootstrapping (the error bars for CJ were too small to be visible).

(e) Distal major YAGYAGs have higher CT and TC dinucleotide content (\( p < 0.005 \) relative to proximal major class, Kolmogorov-Smirnov test). Median CT and TC dinucleotide content of the polypyrimidine tract, computed as the fraction of the polypyrimidine tract composed of CT dinucleotides, with an optional T at the beginning or C at the end. Error bars indicate the standard deviation of the median, estimated by bootstrapping.

(f) The AG exclusion zone (57) is more distally located in distal major YAGYAGs (\( p < 0.001 \) relative to proximal major class, Kolmogorov-Smirnov test). Position of the first AG dinucleotide upstream of the 3' position is
proximal splice site usage, since C is strongly favored over A and is also proximal, but roughly equal proportions of both isoforms are expressed across all tissues studied (Supplementary Fig. 2-9). This observation led us to wonder whether other aspects of this 3' splice site, e.g., the relatively short and distally located polypyrimidine tract and the relatively distal location of the putative branch point (Fig. 2-1d) might favor use of the distal NAG in this and other cases.

While many analyses support the importance of the -3 base combination in NAG-NAG alternative splicing (18, 26, 27), there is less consensus in the literature about the relevance of other major elements of the 3' splice site, including the polypyrimidine tract and branch site. Molecular genetics experiments demonstrated that mutating sequences near the polypyrimidine tract and branch site influenced alternative splicing of specific NAGNAGs (30, 31), but two computational studies that used machine-learning approaches (27, 32) concluded that neither of these elements significantly influenced NAGNAG splicing globally. Notably, the experimental studies (30, 31) measured quantitative isoform ratios, as we do in this study, while the machine-learning studies (27, 32) simply classified NAGNAGs as constitutively or alternatively spliced.

In order to dissect features that impact NAGNAG isoform choice, controlling for the effect of the -3 bases, we considered the large class of NAGNAGs with favored (C or T) nucleotides at both -3 bases (YAGYAGs). We found that exons that predominantly used the proximal splice site (“proximal major” YAGYAGs) had substantially distinct nucleotide preferences from those that predominantly used the distal site (“distal major” YAGYAGs) (Fig. 2-8c), consistent with the experimental results of Tsai et al. (30, 31), who found that modifying the sequence upstream of the 3' splice site influenced NAGNAG splicing. For example, distal major YAGYAGs tended to have shorter, more distal, polypyrimidine tracts than proximal major YAGYAGs (Fig. 2-8d), implicating polypyrimidine tract length and location in control of NAGNAG splicing. The proportion of CT/TC dinucleotides in the polypyrimidine tract was ~25% higher for distal major YAGYAGs (Fig. 2-8e), suggesting the possible in-
Figure 2-9:
Isoform usage of the NAGNAG in the PTBP2 gene illustrated in Figure 1D.

(a) Human

(b) Mouse
volvement of CU/UC-binding factors such as those of the PTB family (33) — some of which are tissue-specifically expressed — in promoting use of distal NAGs. The location of the first upstream AG was also shifted several bases downstream in distal major YAGYAGs compared to other 3' splice sites (Fig. 2-8f), suggesting that the branch site is located further downstream in this class and that use of a distally located branch site favors use of the distal YAG, perhaps because the distance to the 3' splice site is more optimal.

Strongly regulated YAGYAGs had features that were intermediate between the extremes found for proximal major and distal major YAGYAGs, such as polypyrimidine tracts of intermediate length (Fig. 2-8d), suggesting that the presence of intermediate features facilitates regulation. Increased regulation was also associated with reduced 3' splice site strength and greater similarity in strength between the competing sites (Supplementary Fig. 2-10), consistent with previous studies of other types of alternative splicing (34).

The -42 base, four nucleotides upstream of the 3' splice site, is not generally considered to be important in splicing (with rare exceptions (35)). This position contains little or no information in alignments of constitutive 3' splice sites (36), although a previous machine-learning analysis of features distinguishing between constitutively and alternatively spliced NAGNAGs included the -4 base in their classifier (27). Our quantitative analysis strongly supported a special role in NAGNAG regulation for this canonically unimportant position. For distal major YAGYAGs, the -4 position (here referring to the position four nucleotides upstream of the intron-proximal splice site) had the highest information content of any position upstream of the YAGYAG (Fig. 2-8c); furthermore, the -4 base was more conserved in distal major and strongly regulated YAGYAGs than for other classes of 3' splice sites (Supplementary Fig. 2-11).

Of the observations in Figure 3, the two that seemed most compelling were the preference for pyrimidines at the -4 position and the more distal positioning of branch
Figure 2-10:

(a) The splice site scores of regulated NAGNAG 3 splice sites tended to be far more similar to one another than those of unregulated events, suggesting that regulation is easier to achieve when the intrinsic strengths of the sites are evenly matched.

(b) This trend was much weaker for more distant alternative 3 splice site events.

(c) As in (B), but with a longer distance

(d) The 3 splice site scores of tissue-regulated NAGNAGs also tended to be somewhat weaker than for unregulated NAGNAGs or constitutive 3 splice sites. This observation suggested that weaker splice sites are more easily regulated, consistent with previous studies of other types of alternative splicing.

(e) This trend for regulated events to be associated with weaker splice site scores was observed to a much lesser extent for alternative 3 splice sites separated by longer distances, suggesting that splicing regulatory elements may more readily exert differential effects on more widely spaced 3 splice sites, making matching of splice site scores less critical for achieving regulation for this class than it is for NAGNAGs. For example, we have previously shown that most exonic splicing silencer (ESS) elements inhibit the intron-proximal site when situated between competing 3 splice sites, an arrangement that requires separation of the competing sites by sufficient space to accommodate the ESS, and so does not apply to NAGNAGs. “v. low” indicates “very low,” and “CJ” indicates the 3 splice sites of constitutive junctions.

(f) As in (E), but a longer distance
Figure 2-11:
Plot shows median relative conservation at the -4 position, computed as (phastCons score at -4 position/phastCons score at -3 position). "CJ" indicates the 3 splice sites of constitutive junctions. Error bars indicate the standard error of the median, estimated by bootstrapping.
points in YAGYAGs that favored the distal splice site. To test the predicted role of
the -4 base in regulation of NAGNAG splicing, we used a minigene reporter based
on the NAGNAG in PTBP2, whose splicing alters an exon coding for the RRM4
RNA binding domain (Fig. 2-1d, 4a). As predicted based on the data in Fig. 2-8c,
mutation of the -4 base (T in the wildtype) to A or G resulted in a substantial shift in
splicing toward use of the proximal NAG, while mutation to C had no effect (Fig. 2-
12b). These observations confirm that presence of a pyrimidine at the -4 position
favors use of the distal NAG, even though no sequence preference was observed at
this position in constitutive splice sites (Fig. 2-8c). Presence of a pyrimidine at the
-4 position of a NAGNAG might function to shift the location of binding of U2AF65
downstream by a base or more from its normal position, which might then result
in preferential binding of U2AF35 to the downstream NAG, though this will require
further study. We also tested the role of the branch point in NAGNAG splicing by
manipulating the branch site to 3’ splice site distance in this reporter, either in a
context in which the inferred native branch point sequence (BPS) was intact or in a
context in which the native BPS had been replaced by the previously mapped BPS
of IGF2BP1 intron 11 (Fig. 2-12a). With the native BPS present, an increase of just
4 bases in the BPS-3’ splice site distance was sufficient to cause a substantial shift in
splicing towards the proximal NAG, with little or no additional shift resulting from
addition of 3 more bases (Fig. 2-12c). In the context of the exogenous IGF2BP1 BPS,
a somewhat higher basal level of proximal splice site usage was reduced by deletion
of 6 bases, with deletion of 3 bases producing a modest change (Fig. 2-12d). These
data indicate that the BPS plays a significant role in NAGNAG splicing, and confirm
that shorter BPS-3’ splice site distances can shift splicing toward the proximal NAG.
Figure 2-12:

(a) Illustration of NAGNAG minigene constructs, designed to test the roles of the branch point to 3' splice site distance and of the -4 base in NAGNAG splicing. A short segment of intronic sequence spanning the branch point to the 3' splice site of the PTBP2 NAGNAG was cloned upstream of the IGF2BP1 exon. To confirm the importance of a pyrimidine at the -4 position for distal NAG use, the effects of all four nucleotides at the -4 position were tested. The branch point to 3' splice site distance was varied by introducing nucleotides (underlined in orange) in constructs containing the PTBP2 branch point sequence, or by removing nucleotides (indicated by green dots) in constructs containing the IGF2BP1 branch point sequence. Locations of RT-PCR primers are indicated by arrows.

(b) Proximal isoform expression increased dramatically after the introduction of a purine at the -4 position. Splicing was monitored after minigene transfection into HEK293T cells by RT-PCR. Mean and standard deviation of at least 3 independent transfections are shown. A representative gel is shown below (top and bottom bands represent proximal and distal isoforms, respectively).

(c) as in (b), but varying the branch point to 3' splice site distance in the context of the native nPTB branch point sequence. The distance was increased by insertion of 4 or 7 nucleotides of sequence of varying purine/pyrimidine composition as shown in (a).

(d) as in (c), but decreasing the branch point to 3' splice site distance in the context of the exogenous IGF2BP1 BPS by deletion of 3 or 6 bases as shown in (a).
2.3.6 NAGNAGs accelerate protein evolution at exon-exon boundaries

Together, our analyses of proximal/distal major splicing suggested that NAGNAG 3’ splice sites afford broad scope for evolutionary tuning of isoform ratios, even in cases where the sequence of the second NAG is constrained by selection on the encoded amino acid. For example, mutations affecting the upstream -3 and -4 bases, the polypyrimidine tract, or the location of the branch site could all potentially modulate the ratio of the two isoforms across a range from predominantly proximal to predominantly distal isoform usage, which might facilitate evolutionary addition and deletion of single codons at 3’ splice junctions. A previous study observed reduced frequencies of amino acid substitutions near exon-exon junctions relative to the centers of exons, presumably resulting from purifying selection acting on exonic splicing enhancer motifs (10, 11). By contrast, when we examined exon length changes in alignments of orthologous human and mouse coding exons (Fig. 2-13a), we observed a striking 18.5-fold enrichment for gain/loss of exonic sequence at 3’ splice sites relative to flanking positions (Fig. 2-13b; assignment of gaps is illustrated in example alignments in Supplementary Fig. 2-14). No particular enrichment for gain/loss of exonic sequence was observed at the 5’ splice site, suggesting that increased addition/deletion of exonic sequence is associated with properties of the 3’ splice site itself, rather than being a generic feature of exon boundaries. This pattern was not changed when restricting to constitutive splice junctions (Supplementary Fig. 2-15).

A majority of the changes plotted in Fig. 2-13b involved gain/loss of precisely 3 bases, and restricting to changes of exactly this size yielded a similar degree of enrichment at the 3’ splice site (Fig. 2-13c).

While gain/loss of exonic sequence is normally attributed to insertions or deletions (‘indels’) in the genome, the increased frequency of changes at the 3’ splice site suggested a prominent role for an alternative mechanism involving genomic substitutions that give rise to 3 base shifts in exon boundaries without insertion or deletion.
Figure 2-13:

(a) Alignment of portions of exons 10 and 11 of TRIM28 gene from 3 mammals, illustrating a shift in the upstream boundary of exon 11 between human and rodents. Exonic sequence shown in capitals; intronic sequence in lower case.

(b) Gain/loss of exonic sequence between human and mouse occurs preferentially at 3' splice sites (p <10^{-6}, permutation test). The fraction of aligned orthologous human and mouse exons with gaps at each position is shown; the background level (mean fraction across the indicated region excluding the 3' splice site) is shown by the dotted yellow line; the right-hand axis shows enrichment relative to this background.

(c) As in (b), but restricted to gaps of length 3 bp. Preferential occurrence at 3' splice sites was highly significant (p <10^{-6}, permutation test).

(d) Similar to (c), but based on alignments of orthologous D. melanogaster and D. yakuba exons. Preferential occurrence at 3' splice sites was highly significant (p <10^{-6}, permutation test).

(e) Similar to (c), but based on alignments of orthologous C. elegans and C. briggsae exons. Preferential occurrence at 3' splice sites was highly significant (p <10^{-6}, permutation test).

(f) Residual NAG motif at exons whose boundaries changed in the rodent lineage. Orthologous mouse and rat exons were classified as unchanged (top), expanded by 3 nt (middle), or contracted by 3 nt (bottom) based on comparison to an outgroup (human, cow, chicken, or Xenopus laevis), aligned to the inferred location of the ancestral 3' splice site (dotted line). Information content of each position is shown relative to a uniform background composition.

(g) Exons whose 3' splice site boundaries differ by 3 nt between rat and mouse are 7.5 times as likely to have a NAGNAG in the human ortholog as exons whose boundaries did not change (p-value for difference <10^{-24} by Fishers exact test). Error bars indicate the 95% binomial confidence interval.

(h) Rodent exons orthologous to alternatively spliced human NAGNAG exons (left) are much more likely to exhibit 3 bp exon boundary changes than those orthologous to constitutively spliced human NAGNAGs (right) (p-value for difference <10^{-10} by Fishers exact test). Blue and gray bars in (h) represent subsets of blue and gray bars in (g), respectively. Error bars indicate the 95% confidence interval.

(i) Frequency of encoded amino acids that occur opposite gaps at the 3' splice site in alignments of human and mouse exons is plotted above, overall (pink) and separately by the phase of the upstream intron (i.e. the number of bases, if any, in the last incomplete codon of the upstream exon); amino acid frequency at background positions (4 codons downstream of the 3' splice site) are shown below. The Shannon entropy (a measure of randomness) of each amino acid frequency distribution is also shown.
Figure 2-14:
Examples shown in the figure illustrate the numbering system used for assessing gap positions relative to the 5' and 3' splice sites. The splice sites are numbered 0, and gap position is numbered relative to the nearest splice site. Gaps that could not be unambiguously assigned to one splice site were very rare and their inclusion or exclusion did not affect our conclusions.
Figure 2-15:
We restricted our analysis in Figure 5B to exons containing NAGNAGs which were constitutively spliced ($\psi <5\%$ or $\psi >95\%$ across all tissues) in both human and mouse. We observed qualitatively similar patterns of specific enrichment of gaps at the 3 splice site, suggesting that the signal observed in Figure 5B was not due to unannotated alternative splicing of NAGNAGs.
of genomic DNA. For example, creation of a NAG motif immediately upstream of a 3’ splice site NAG by mutation would be expected to commonly shift splicing upstream by 3 bases (resulting in exonization of 3 bases of intron) or generate an alternatively spliced NAGNAG that could subsequently lose splicing at the downstream NAG through mutation. Alternatively, a mutation creating an immediately downstream NAG — or a mutation that weakened the upstream NAG relative to a pre-existing downstream NAG — could result in either alternative splicing or loss of 3 bases of exonic sequence. Both of these scenarios could arise frequently by single base substitutions, which occur at a rate that is an order of magnitude higher than the rate of genomic indels (37).

Consistent with this substitution/exaptation model and the finding that many NAGNAGs are alternatively spliced in the _Drosophila_ lineage, we observed similar enrichment for gain/loss of 3 bp of exonic sequence at the 3’ splice site when comparing orthologous _D. melanogaster_ and _D. yakuba_ coding exons (Fig. 2-13d). Notably, the enrichment of 3 base gaps at the 3’ splice site was three-fold weaker in comparisons of _Caenorhabditis elegans_ and _C. briggsae_ exons (Fig. 2-13e). NAGNAG alternative splicing is reported to occur rarely in nematodes due to a highly constrained 3’ splice site motif (15). We confirmed the rarity of NAGNAG alternative splicing in _C. elegans_ using RNA-Seq data from 14 developmental time points and conditions generated by the modENCODE consortium. Enumerating NAGNAGs in introns of _C. elegans_ coding genes, we detected alternative splicing (both isoforms expressed at 5% in at least one developmental time point) for only 18% of NAGNAGs with favorable pyrimidine bases at both -3 positions based on RNA-Seq read depths slightly below those used in human. By contrast, 50-85% of human, mouse, and _Drosophila_ YAGYAGs were detected as alternatively spliced, suggesting that NAGNAG alternative splicing is substantially rarer in worms than in other metazoans. This decrease in abundance mirrors the three-fold weaker enrichment of 3 base gaps at 3’ splice sites observed in worms (Fig. 5e).

Sequence motif analyses further implicated NAGNAG splicing in the exon length
changes observed at exon boundaries. Classifying the borders of orthologous mouse and rat exons as unchanged, expanded, or contracted (comparing to human, cow, chicken, and/or *Xenopus laevis* as outgroups), we observed evidence of residual NAG-NAG motifs in exons with altered boundaries (Fig. 2-13f). Specifically, exons expanded in mouse or rat exhibited a consensus NAG at exonic positions +1 to +3, and contracted exons exhibited a consensus NAG at intronic positions -6 to -4. The presence of this residual sequence motif provides further evidence that a substantial portion of exon length changes observed between orthologous mammalian exons derive from splicing-mediated shifts in exon boundaries rather than genomic indels. Likely because of subsequent selection to optimize the polypyrimidine tract, the residual NAG signal was weaker for contracted than for expanded exons.

Consistent with these findings, we observed a strong association between gain/loss of 3 bases in the rodent lineage and presence of a NAGNAG in orthologous human exons. Exons that expanded or contracted in rodents were 7.5-fold more likely to have a NAGNAG in the orthologous human exon than were exons with unchanged boundaries (Fig. 2-13g). Further subdividing these exons according to the splicing pattern of the NAGNAG in human, we observed that rodent exons orthologous to alternatively spliced human NAGNAGs were ~9 times more likely to have gained/lost exonic sequence than those orthologous to constitutively spliced human NAGNAGs (Fig. 2-13h). These analyses implicate NAGNAG alternative splicing as a very common evolutionary intermediate in the gain and loss of single codons from exons.

This model, where frequent alternative splicing at the 3' splice site leads to gain/loss of exonic sequence, is expected to play out very differently at 5' splice sites. Competing 5' splice sites are most frequently 4 bp apart (22), resulting in a frame-shift which is likely to render one of the protein products non-functional and potentially target the mRNA for nonsense-mediated decay. Although common, competing 5' splice sites separated by 4 bp are therefore unlikely to lead to accelerated exon length changes and we observed no significant increase in exon length changes at the 5' splice site (Fig. 2-13a).
2.3.7 NAGNAG-accelerated protein evolution is highly biased

Most three base changes to mRNAs minimally affect RNA-level properties such as message stability. However, insertion/deletion of a single amino acid residue can have a profound impact on protein function. For example, deletion of a single codon can alter protein degradation, subcellular localization, DNA binding affinity or other protein properties (38, 39), can cause diseases including cystic fibrosis and Tay-Sachs disease (40, 41), and can even rescue a disease-related phenotype (42). Insertion or deletion of a codon in a protein structural motif with a periodic hydrogen bonded structure such as a beta sheet or coiled coil domain might have a disproportionate effect on protein structure by altering the hydrogen bonding of a large number of downstream residues. Considering the spectrum of codons that occurred opposite 3 base gaps at the beginnings of exons (corresponding to the peak in Fig. 2-13c), we observed a highly non-random distribution that strongly favored glutamine, alanine, glutamate and serine and disfavored most other residues including cysteine, phenylalanine and histidine relative to the background. Distinct and far stronger biases were observed when grouping introns by “phase” (position relative to the reading frame) (15). These biases occurred in a pattern consistent with frequent origin via exaptation of NAGNAGs (Fig. 2-13i), whose codon-level effects are largely determined by intron phase. For example, glutamine (mostly coded by CAG) was the most commonly added residue at the end of “phase 0” introns, for which the first 3 bases of the downstream exon form a codon. Serine (mostly AGY) and arginine (mostly AGR) were the most commonly added residues at the boundaries of phase 2 introns, for which the AG of an added NAG would form the first two bases of a codon. These biases contributed to a strong enrichment observed for gain/loss of predicted phosphorylation sites at 3’ splice sites (Supplementary Fig. 2-16). Together, the analyses in Fig. 2-13 demonstrate that gain and loss of residues along proteins occurs in a strongly biased manner, with a highly accelerated rate and biased codon spectrum at the beginnings of exons that is likely driven by genomic substitutions that alter
NAGNAG motifs or their splicing patterns. These observations suggest that the evolutionary trajectories of proteins in metazoans are shaped to a surprising extent by the specific locations and phases of introns that interrupt their coding sequences.
Figure 2-16:
The distribution of alignment gaps containing one or more predicted phosphorylation sites is shown for

(a) all gaps

(b) gaps of three bases
2.4 Methods

2.4.1 Accession codes

Mapped sequence reads from the human and mouse RNA-Seq experiments are located in NCBI's GEO database (accession number GSE30017). The complete Body Map 2.0 sequence data are in the ENA archive with accession number ERP000546 (available at http://www.ebi.ac.uk/ena/data/view/ERP000546). These data are also accessible from ArrayExpress (ArrayExpress accession: E-MTAB-513). The Body Map 2.0 data were generated by the Expression Applications R&D group at Illumina using the standard (polyA-selected) Illumina RNA-Seq protocol from total RNA obtained commercially (Ambion) using the HiSeq 2000 system. We downloaded D. melanogaster (Developmental Stage Timecourse Transcriptional Profiling with RNA-Seq) and C. elegans (Global Identification of Transcribed Regions of the C. elegans Genome) RNA-Seq data from the modMINE (http://intermine.modencode.org/) website of the modENCODE consortium. For the C. elegans data, we restricted to 36 bp reads for consistency with other analyses.

2.4.2 Splicing events

We used the set of splicing events from (1) to identify skipped exons, alternative 3' splice sites (>3 nt apart), alternative 5' splice sites, and mutually exclusive exons in the human (GRCh37, or hg19) and mouse (NCBIM37, or mm9) genomes (Fig. 2-1c). We enumerated all possible NAGNAGs in the human genome by finding all 3' splice sites in these alternative splicing events and the Ensembl (43) and UCSC (44) annotation databases and then searching for NAGNAG motifs. We classified splice junctions as constitutive if they did not overlap any alternative splicing event present in the databases described above.
2.4.3 Mouse tissues and RNA-Seq library preparation

Mouse tissues from a 10-week-old male were extracted immediately after death and stored in RNAlater per the manufacturers instructions (Ambion). Tissue was lysed in Trizol and RNA was extracted with Qiagen miRNeasy mini columns. Using 5 ug of total RNA, we performed polyA selection and prepared strand-specific libraries for Illumina sequencing following the strand-specific dUTP protocol (45) and using the SPRIworks Fragment library system (Beckman Coulter). We obtained final insert sizes of approximately 160 bp. We sequenced these libraries using the Illumina HiSeq 2000 and the GAIIx machines.

2.4.4 RNA-Seq read analysis

For each NAGNAG, we extracted the sequence flanking the proximal and distal 3' splice sites and used Bowtie (46) version 0.12.7 to map reads to these two sequences. We required that short reads have at least 6 nt on either side of the splice junction (an overhang of 6 nt), and furthermore that there be no mismatches within the overhang region. In order to eliminate errors in read mapping due to non-unique splice junctions, we restricted the set of NAGNAGs enumerated across the genome to the subset of NAGNAGs for which all 36-mers mapping to either splice site did not map to the genome or any other splice junction (we used 36-mers because they were the shortest reads analyzed in our experiments). We then computed $\psi$ values as (number of reads mapping to the proximal splice junction) / (number of reads mapping to either the proximal or distal splice junction). For all bioinformatics analyses, we only analyzed the subset of tissues for which a particular NAGNAG had a total of at least 10 reads in order to control for variation in junction coverage due to gene expression differences. We experimented with requiring different levels of junction coverage (10-100 reads per NAGNAG) and confirmed that our conclusions were insensitive to the chosen cutoff. We identified alternatively spliced events as those for which both isoforms were expressed at $\geq 5\%$ in at least one sample (restricting to tissues for which
a particular NAGNAG had $\geq 10$ reads), and identified regulated events as those with $p \leq 0.01$ by the proportion or z-test (prop.test in R [http://www.R-project.org/]). As described in the text, when computing the fraction of regulated NAGNAGs, we only considered NAGNAGs which were alternative spliced by these criteria (both isoforms expressed at $\geq 5\%$ in at least one sample).

For Fig. 2-1c, we re-mapped the reads using TopHat (47) version 1.1.4 and restricted to uniquely mapping reads with an overhang of 6 nt and no mismatches in the overhang region. Using only reads mapping to the two 3' (skipped exons, NAGNAGs, alternative 3' splice sites, and mutually exclusive exons) or 5' (alternative 5' splice sites) splice sites of each event, we computed $\psi$ values and identified alternative spliced and regulated events as described above.

### 2.4.5 False discovery rates

We estimated false-discovery rates as the fraction of events which were differentially expressed between technical (human) or biological (mouse) replicates identified using the procedure described above for regulated events. Briefly, for each tissue and pair of replicates, we restricted to the set of NAGNAGs which were alternatively spliced in at least one of the replicates and computed the fraction of these NAGNAGs which were differentially expressed with $p \leq 0.01$ between the replicates. We estimated mean FDRs for human (4.4%) and mouse (1.1%) by taking a weighted average over tissues, where we weighted the FDR computed for each tissue by the number of alternatively spliced NAGNAGs analyzed for that tissue. The fraction of strongly regulated NAGNAGs increased essentially linearly with the number of tissues considered for both human and mouse (Supplementary Fig. 2-3). We expect this trend to continue as the number of mouse tissues increases, as it does for the human data. Accordingly extrapolating the mouse data to 16 tissues with a linear fit and subtracting the mean FDR of 1.1%, we estimated that at least 12% of alternatively spliced mouse NAGNAGs are strongly regulated, providing a lower bound on the fraction of strongly regulated
NAGNAGs in mammals. We used the human data to compute a corresponding upper bound of 37% by subtracting the mean FDR of 4.4% from the observed fraction of strongly regulated NAGNAGs (Supplementary Fig. 2-3).

2.4.6 Boltzmann model

For each NAGNAG event, the probabilities of using the proximal and distal splice sites are proportional to \( Q \cdot e^{Bi(s_p)} \) and \( e^{Bi(s_d)} \), where \( s_p \) and \( s_d \) are the proximal and distal splice site scores. The probability of using the proximal splice site is therefore \( [1 + Q \cdot e^{-B(s_p-s_d)}]^{-1} \). We fit the parameters \( Q \) and \( B \) as follows: For each NAGNAG, we computed the mean \( \psi \) (averaging over tissues). We then binned NAGNAGs according their splice site score differences, using a bin size of 3.25 bits and a bin increment of 0.5 bits, and computed the median \( \psi \) for each bin. We fit a straight line to the six bins flanking the point where \( \psi = 50\% \) and estimated the parameters as \( Q = 0.55 \) and \( B = 0.58 \) based on a first-order Taylor expansion.

2.4.7 Ortholog identification and sequence conservation analysis

We performed a whole-genome alignment of human and mouse using Mercator:

http://www.biostat.wisc.edu/cdewey/mercator/

and FSA (48), and identified orthologous NAGNAGs as those for which both the 5’ splice site and competing 3’ splice sites were orthologous according to the corresponding sequence alignment. For the Drosophila analysis, we used a previously described \( D. \) melanogaster-\( D. \) yakuba whole-genome alignment (49). For all sequence conservation analyses, we downloaded phastCons scores (50) from the UCSC annotation databases (44). We used phastCons46 (placental mammals) for human, phastCons30way (placental mammals) for mouse, and phastCons15way for
2.4.8 Minigene assays

Segments of PTBP2 intronic sequence containing the NAGNAG were cloned into a modular splicing reporter (51) upstream of the IGF2BP1 exon using SacI and XhoI restriction enzyme sites. Forward and reverse oligonucleotides (below) were mixed in equimolar ratios, annealed, and double-digested with SacI and XhoI, or in some cases the oligonucleotides were ordered with desired restriction site overhangs, and ligated into the pGM4G9 minigene. For constructs analyzing the effects of distance to the native PTBP2 branch point, the vector (IGF2BP1) branch point sequence was first mutated by site-directed mutagenesis (TCATTGA was deleted, immediately upstream from the SacI restriction site) prior to insertion of the PTBP2 3' splice site. All minigene reporters (0.5 ug) were transfected into HEK293T cells using Lipofectamine 2000 (Invitrogen). RNA was isolated 18-24 hours post-transfection with RNasy Mini Kits (Qiagen). RT-PCR was performed with a fluorescent primer (NAG-NAG_Forward: 5' 6FAM- TCTTCAAGTCCCGCCATGC and NAGNAG_reverse: 5' AGTCAGGTGTTCGGGTGGT-GCAATCTTctgaaacaaaattataaaattagacactgagct). The proximal (63 nucleotides) and distal (60 nucleotides) isoforms were resolved on a 10TBE gel and detected with a Typhoon 9000 scanner (GE Healthcare). Proximal and distal isoforms were quantified with ImageJ software.

Primers:

PTB2_For: cagtgtctaattttataaatttttctctcagAAGATTGCACCACCCCGAAACACCT-GACTCCAAAGTTCTATGTTTc

PTB2_Rev: tcgagAACCATACGAACTTTGGAIGTCAGGTGTTCGGGTGGT-GCAATCTTctgaaacaaaattataaaattagacactgagct

BPS+4_For: cagtgtctaattttataaatttttctctcagAAGATTGCACCACCCCGAAACAC-CTGACTCCAAAGTTCTATGTTTc
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BPS+4_Rev: tcgAACCATACGAACCTTTGGAGTCAGGTGTTCGGGTGCTTCAATCTTc
tgaaacaaaattttataaaaattagacactgagct

BPS+7a_For: cagtgcctaatatatatatatatatttatttcagAAGATTGCAACCACCCGAACACCTGACTCCAAAGTGATTCGTATGGTTc

BPS+7a_Rev: tcgAACCATACGAACCTTTGGAGTCAGGTGTTCGGGTGCTTCAATCTTc
tgaaacaaaattttataaaaattagacactgagct

BPS+7b_For: cagtgtctaatatatatatatatattttgtttcagAAGATTGCAACCACCCGAACACCTGACTCCAAAGTGATTCGTATGGTTc

BPS+7b_Rev: TcgAACCATACGAACCTTTGGAGTCAGGTGTTCGGGTGCTTCAATCTTc
tgaaacaaaattttataaaaattagacactgagct

-4A_For: cagtgtctaatatatatatatatatttttatttcagAAGATTGCAACCACCCGAACACCTGACTCCAAAGTGATTCGTATGGTTc

-4A_Rev: tcgAACCATACGAACCTTTGGAGTCAGGTGTTCGGGTGCTTCAATCTTc
tgaaacaaaattttataaaaattagacactgagct

-4G_For: cagtgtctaatatatatatatatatttttatttcagAAGATTGCAACCACCCGAACACCTGACTCCAAAGTGATTCGTATGGTTc

-4G_Rev: tcgAACCATACGAACCTTTGGAGTCAGGTGTTCGGGTGCTTCAATCTTc
tgaaacaaaattttataaaaattagacactgagct

-4C_For: cagtgtctaatatatatatatatatttttatttcagAAGATTGCAACCACCCGAACACCTGACTCCAAAGTGATTCGTATGGTTc

-4C_Rev: tcgAACCATACGAACCTTTGGAGTCAGGTGTTCGGGTGCTTCAATCTTc
tgaaacaaaattttataaaaattagacactgagct

IGF2BP1BPS_For: gcgagctcttataaatatatgttcagAAGATTGCAACCACCCGAACACCTGACTCCAAAGTGATTCGTATGGTTc
tcgagcgg

88
IGF2BP1BPS_Rev: cgctcggagAACCATACGAACTTTGGAGTCAGGTGGTTTGGGTG-
GTGCAATCTTTctgaaacaaaattataagctcgc

BPS-3_For: gcgagctctaatttttgcttctagAAGATTGCAACCACCACACCTGACTC-
CAAAAGTTGTATGGTTctcgc

BPS-3_Rev: cgctcggagAACCATACGAACTTTGGAGTCAGGTGGTTTGGGTG-
GTGCAATCTTTctgaaacaaaattagagctcgc

BPS-6_For: gcgagctctttttgcttctagAAAGATTGCAACCACCCAGAACACCTGACTC-
CAAAAGTTGTATGGTTctcgc

BPS-6_Rev: cgctcggagAACCATACGAACTTTGGAGTCAGGTGGTTTGGGTG-
GTGCAATCTTTctgaaacaaaagagctcgc

2.4.9 Evolutionary analysis

We restricted all analyses to “singleton orthologs,” genes without paralogs and with
unambiguous orthology assignments in all species considered for each analysis, anno-
tated in Ensembl (43) and queried with PyCogent (52). For each gene, we required
that the longest annotated coding sequence have the same number of exons in all
species, and performed all subsequent analyses using this longest coding sequence.
For each longest coding sequence, we extracted pairs of consecutive exons, concate-
nated them, and then aligned them to their corresponding orthologous sequences
using FSA (48). In order to control for alignment error, we required that align-
ment sequence identity be greater than 70% and that the total inserted sequence be
no longer than 20% of the length of the shortest exon. Furthermore, if gaps in an
alignment could be moved to lie at exon-exon boundaries rather than within exonic
sequence while preserving the alignment quality (number of exact matches), then we
modified the alignment accordingly, as FSA is unaware of exon structures. This mod-
dification affected only a small fraction of alignments, and our results in Fig. 2-13 are
unchanged without this modification.
We classified orthologous mouse and rat exons as unchanged, expanded, or contracted based on comparison with an outgroup (human, cow, chicken, *Xenopus laevis*, or *Danio rerio*, in that order, until an informative comparison was found). For each exon in each class, we extracted the corresponding intronic sequence and created a sequence logo using WebLogo (Fig. 2-13f-h) (53).

For analyses of amino acid sequences in Fig. 2-13i, we compared the amino acids gained or lost in alignments with 3 nt gaps at the 3' splice site. If the next gain/loss was a single amino acid (for example, if the human peptide was SR and the mouse peptide was R), then we counted only the single amino acid which was inserted (S); if the gain/loss was two amino acids (for example, if the human peptide was SR and the mouse peptide was K), then we counted both amino acids which were inserted (SR).

For Supplementary Fig. 2-16, we used a BioPerl module (54) to query Scansite (55) to predict phosphorylation sites (medium stringency) in the translated longest annotated coding sequence, and plotted the location of predicted phosphorylation sites which were gained/lost in human and mouse.

Unless otherwise described, all plots in Fig. 2-13 were created with matplotlib (http://matplotlib.sourceforge.net/).
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3.1 Abstract

Most mammalian genes produce multiple distinct mRNAs through alternative splicing, but the extent of splicing conservation is not clear. To assess tissue-specific transcriptome variation across mammals, we sequenced cDNA from 9 tissues from 4 mammals and one bird in biological triplicate, at unprecedented depth. We find that while tissue-specific gene expression programs are largely conserved, alternative splicing is well conserved in only a subset of tissues and is frequently lineage-specific. Thousands of novel, lineage-specific and conserved alternative exons were identified; widely conserved alternative exons had signatures of binding by MBNL, PTB, RBFOX, STAR and TIA family splicing factors, implicating them as ancestral mammalian splicing regulators. Our data also indicate that alternative splicing often alters protein phosphorylatability, delimiting the scope of kinase signaling.

3.2 Results and Discussion

Alternative pre-mRNA processing can result in mRNA isoforms that encode distinct protein products, or may differ exclusively in untranslated regions, potentially affecting mRNA stability, localization or translation (1). It can also produce nonfunctional mRNAs that are targets of nonsense-mediated mRNA decay (NMD), serving to control gene expression (2). Most human alternative splicing is tissue-regulated (3, 4), but the extent to which tissue-specific splicing patterns are conserved across mammalian species has not yet been comprehensively studied.

To address outstanding questions about the conservation and functional significance of tissue-specific splicing, we conducted transcriptome sequencing (RNASeq) analysis of 9 tissues from 5 vertebrates, consisting of 4 mammals and one bird. The species, chosen based on the quality of their genomes (all high coverage finished or draft genomes) and their evolutionary relationships, include the rodents mouse and rat, the rhesus macaque, a non-rodent/non-primate boroeutherian, cow, and chicken.
as an outgroup. These relationships allow for the evaluation of transcriptome changes between species with divergence times ranging from <30 million years to >300 million years (Fig. 3-2A). Our sequencing strategy used paired-end short or long read sequencing of polyA-selected RNA. In total, we generated over 16 billion reads (>8 billion read pairs) totaling over 1 trillion bases (3, 5). The data were mapped to the relevant genomes using software that can identify novel splice junctions and isoforms (6).

To assess coverage of genes, these de novo annotations were compared with existing Ensembl annotations. We detected over 211,000 (97%) of the ~217,000 annotated exons in mouse, and similarly high fractions in most other species, including more than 99% of exons in chicken. We estimated that nearly all multi-exonic genes in the species studied are alternatively spliced (Fig. 3-1) (3).

### 3.2.1 All tissues have conserved expression signatures

To explore the expression relationships between the samples, we used hierarchical clustering based on Jensen-Shannon divergence (JSD) distances between the expression of orthologous genes. A clear pattern emerged in the resulting dendrogram (Fig. 3-2A). Samples of the same tissue from different individuals of the same species were invariably the most similar, followed by samples from the same tissue from other species, with few exceptions. This tissue-dominated clustering pattern indicates that most tissues possess a conserved gene expression signature and suggests that conserved gene expression differences underlie tissue identity in mammals (5, 7). Since gene expression varies by cell type, some observed differences could reflect changes in cell type composition. The most notable exceptions to tissue dominance were that some chicken muscle samples clustered with chicken heart rather than mammalian muscle, and that chicken lung, colon and spleen samples clustered with each other rather than with their mammalian counterparts. These exceptions suggest that species-specific divergence in expression begins to exceed conserved tissue-specific differences
Figure 3-1:
Genes are binned by average expression across tissues and the fraction of genes in each bin that are alternatively spliced ± binomial standard deviation are plotted. The AS fraction is determined as in (3), with a stricter requirement of 5 unique reads supporting both junctions.

(a) AS fraction in mouse.
(b) AS fraction in rat.
(c) AS fraction in rhesus.
(d) AS fraction in cow.
(e) AS fraction in chicken.
at a phylogenetic distance of 300 MY, corresponding to the split between birds and mammals.

3.2.2 Some tissues have conserved splicing signatures

To understand the splicing relationships between the samples, we performed an analogous clustering analysis using the percent spliced in (PSI or $\psi$) values of the exons that were alternatively spliced in all species containing them. PSI values, the fraction of a gene's mRNAs that contain the exon, were calculated from transcript abundance measurements (8) (Fig. 3-4), and were clustered using the same metric (Fig. 3-2B). Samples of the same tissue from individuals of the same species almost invariably clustered together. However, at larger distances a more complex pattern emerged. Tissue-dominated clustering was observed for brain and for the combination of heart and muscle, indicating that these tissues have strong splicing signatures conserved between mammals and chicken, and the rodent testis samples also clustered together. By contrast, samples from the remaining tissues (colon, kidney, liver, lung, spleen) exhibited species-dominated clustering, forming distinct clusters by species rather than by tissue. This trend suggests that alternative splicing patterns specific to this latter group of tissues are less pronounced or less conserved than those of brain, testis, heart and muscle (Fig. 3-5). The greater prominence of species-dominated clustering of PSI values suggests that exon splicing is more often affected by lineage-specific changes in cis-regulatory elements (9) and/or trans-acting factors than is gene expression (6). Lineage-specific changes in splicing factor expression may have contributed to the tendency of splicing patterns to cluster by species more often than by tissue (Fig. 3-6).
Figure 3-2:

(a) Clustering of samples based on expression values (FPKM) of singleton orthologous genes present in all 5 species (n=7713). Average linkage hierarchical clustering was used with distance between samples measured by the square root of the Jensen-Shannon Divergence (JSD) between the vectors of expression values.

(b) Clustering of samples based on PSI values of exons in singleton orthologous genes conserved to chicken, with alternative splicing detected in all individuals analyzed (n=489). Clustered as in (A). When the set of genes used in this analysis was clustered by gene expression rather than PSI values, tissue-dominated clustering was observed, as in (A) (fig. S15).
Figure 3-3:
Hierarchical clustering by JSD of gene expression (FPKM) of all genes containing an exon analyzed in Fig. 3-2B. To determine if the species-dominated clustering of skipped exon PSI values was due to changes in the expression of the subset of genes containing exons that are alternative in all species, we repeated the analysis in Fig. 3-2A, restricting to the set of genes containing an exon that was alternative in all species.
Figure 3-4:
PSI values were calculated by Cufflinks, MISO, and compared to each other and to qRT-PCR measurements from a recent study (19). The estimates from each method were compared as follows:

(a) Cufflinks compared with qRT-PCR
(b) MISO compared with qRT-PCR
(c) Cufflinks compared with MISO.
Figure 3-5:
Hierarchical clustering of all samples by skipped exon PSI values is shown, as in Fig. 3-2B. Here, the minimum expression cutoff required of each event to be considered was raised to

(a) 10 FPKM, or

(b) 15 FPKM
Figure 3-6:
Hierarchical clustering of samples by JSD based on FPKM for gene expression of transcription factors (top) or splicing factors (middle). As in Figure 3-2A, only singleton orthologs in mouse-rat-rhesus were used in the analysis. The species analyzed here were restricted to mouse-rat-rhesus in order to minimize the number of duplication and thus increase the number of singleton orthologs in each category. To explore the potential contributions to these patterns of variation in the expression of trans-acting factors, we performed clustering of the expression values of genes encoding transcription factors and splicing factors. While both types of regulatory factors tended to cluster primarily by tissue at small distances, at greater distances splicing factors were somewhat more likely to cluster by species, at least for the set of singleton orthologous genes studied, independent of whether the transcription factor genes were subsampled to match the number of splicing factor genes or not (bottom). This observation suggests that lineage-specific changes in splicing factor expression may have contributed to the tendency of splicing patterns to cluster by species more often than by tissue. Taken together, the clustering analyses above are consistent with a model in which gene expression differences often drive conserved differences in morphology and physiology between tissues, while splicing differences are more often species-specific, potentially contributing more frequently to phenotypic differences between species.
Figure 3-7:

(a) Above: PSI values for eef1d exon 3 across tissues and species analyzed. Below: Eef1d gene expression values. (Mean ± SD of 3 biological replicates). PSI values were calculated only for tissues with FPKM ≥ 5. Inset: exon structure of 5' end of eef1d gene (ENSMUSG00000055762).

(b) Below: Number of internal exons binned by the age of the inferred alternative splicing based on occurrence in ≥ 2 individuals. Above: The fraction of exons with length divisible by 3 and the mean and SEM of the tissue-specificity.

(c) Top: mean ± SEM of PSI values of exons binned by the phylogenetic extent of alternative splicing as in (B). Middle: mean ± SEM of 3' splice site scores of exons in each bin. Bottom: mean ± SEM of 5' splice site scores. Splice sites were scored using the MaxEnt model (31). *Indicates t-test p-value <0.05. **Indicates P <0.001.

(d) Fraction of regulatory 5mers in the downstream intron that differed between mouse and rat in exons binned by the phylogenetic extent of alternative splicing as in (B) (Mean ± SEM). *Indicates t-test P <0.05 (t-test). **P <0.001.
3.2.3 Features of conserved, tissue-specific alternative exons

A subset of several hundred alternative exons exhibited highly conserved tissue-specific splicing patterns. The gene for eukaryotic translation elongation factor 1 delta (EEF1δ) (Fig. 3-7A) and many other examples in our data demonstrate that highly tissue-specific patterns of splicing can be conserved for hundreds of millions of years (9).

To assess the phylogenetic distribution of alternative splicing events across mammals, we grouped exons by the inferred age of alternative splicing, defined as PSI <97%. Out of ~48,000 internal exons with clear orthologs in chicken and at least two mammals, we identified exons alternatively spliced in a species- or rodent-specific manner as well as ~500 broadly alternative exons with alternative splicing observed in all mammals studied (Fig. 3-7B). Conversely, we identified exons that were constitutively spliced in a lineage-specific manner (and alternatively spliced elsewhere), representing losses of alternative splicing. Using data from the Illumina human Body Map 2.0 dataset, rhesus-specific alternative exons were twice as likely to be detected as alternatively spliced in human as were exons with exon skipping detected only in a single rodent (Fig. 3-8), consistent with the closer phylogenetic relationship of human to rhesus than to mouse or rat. In addition, more than 500 exons were identified whose phylogenetic splicing patterns imply multiple changes between constitutive and alternative splicing during mammalian evolution, suggesting frequent inter-conversion between constitutive and alternative splicing (10).

We observed a monotonic increase in tissue specificity within mouse as the phylogenetic breadth of alternative splicing increased from 1 to 4 mammals (Fig. 3-7B,C). The fraction of exons that preserved reading frame in both inclusion and exclusion isoforms also increased from ~40% to ~70% with increasing phylogenetic breadth of alternative splicing. These patterns suggest that more broadly occurring (ancient) alternative splicing events function primarily to generate distinct protein isoforms, which are often tissue-specific (11). On the other hand, while more lineage-restricted
Figure 3-8:
The fraction of alternative exons that were detected alternatively spliced in either mouse/rat or rhesus that was detected as alternatively spliced in publicly available human data (Illumina human Body Map 2) are shown ± binomial standard deviation. * indicates $p < 0.01$ by binomial proportion test.
(recently evolved) alternative splicing events contribute more often to regulation involving reading frame disruption, which may yield truncated or nonfunctional mRNAs or proteins or serve to down-regulate expression, usually in a less tissue-specific manner.

3.2.4 Splice site changes may convert alternative to constitutive splicing

Exons that recently converted from constitutive to alternative splicing had significantly weaker 3' and 5' splice sites in the alternative splicing species than in their constitutively spliced orthologs (Fig. 3-7C) (10). However, recent conversion from alternative to constitutive splicing was not associated with significant changes in 5' or 3' splice site strength, suggesting involvement of other events such as loss of negative-acting cis-regulatory elements. Constitutive exons that converted to alternative splicing in other species tended to have weaker splice sites than maintained constitutive exons (P < 0.01, rank-sum test), suggesting that exons with weaker splice sites may be predisposed to convert to alternative splicing. We found that exons with nearby G-runs (often bound by hnRNP H family proteins) were 25-60% more likely to have converted from constitutive to alternative splicing (Fig. 3-9) (12).

Exons alternatively spliced in all mammals tended to have the weakest 5' and 3' splice sites, approximately 1 bit weaker than maintained constitutively spliced exons (Fig. 3-7C) (13). These exons had mean PSI values that were closer to 50% than other exon groups (Fig. 3-7C), suggesting that weaker splice sites may have evolved in these exons to enable a broader range of exon inclusion levels.

Splicing cis-regulatory elements located adjacent to (or within) alternative exons often confer regulation through interaction with cell type- or condition-specific protein factors (14). Using a large set of intronic splicing regulatory elements (ISRE) motifs recognized by both tissue-specific and broadly expressed splicing factors derived from
Figure 3-9:
The fraction of exons that are constitutive in rhesus with indicated numbers of Gs in G-runs in the
(a) upstream, or
(b) downstream
intron that are alternatively-spliced in mouse are shown ± the binomial standard deviation. * indicates p < 0.05 by binomial proportion test in both panels.
(15, 16), reduced motif turnover was observed in exons alternatively spliced in multiple species relative to constitutive or recently converted alternative exons (Fig. 3-7D) (11, 17). Exons that converted from alternative to constitutive splicing in one or both rodents showed substantially increased turnover of ISREs than mammalian-wide alternative exons (Fig. 3-7D), suggesting that mutations affecting ISREs may contribute to these conversions.

3.2.5 **Tissue-specific regulatory motifs accumulate in broadly alternative exons**

Using vertebrate whole-genome alignments, strong sequence conservation of only the exon and core splice site motifs was observed in broadly constitutive exons and exons that recently acquired alternative splicing. However, increased sequence conservation both within the exon and extending at least 70 bases into the intron on either side was observed with increasing phylogenetic breadth of alternative splicing (Fig. 3-10A), suggesting the occurrence of purifying selection on adjacent ISREs and providing support for the reliability of these exon classifications.

To assess the nature of potential regulatory elements present in introns adjacent to alternative exons, we ranked pentanucleotides (5mers) based on their relative frequency of occurrence in introns downstream of broadly alternative exons relative to constitutive exons using an information criterion (6). Among the top ten 5mers in this ranking were perfect or near-perfect matches to consensus motifs for tissue-specific splicing regulatory factors, including those of the MBNL, PTB, RBFOX, STAR and TIA families of splicing factors (18) (Fig. 3-10B). Presence of motifs associated with almost all of these splicing factor families was conserved downstream of broadly alternative exons more than two standard deviations more often than control motifs (Fig. 3-10C), implying strong selection to maintain their presence. Pronounced enrichment of these motifs was restricted primarily to exons with broad alternative splicing (≥ 4 species), with only modest enrichment downstream of rodent-specific
Figure 3-10:

(a) Mean ± SEM of Phastcons scores (using the placental mammals alignment, with mouse coordinates) in exons and flanking introns grouped by phylogenetic pattern of alternative splicing. Splicing pattern indicated by letters adjacent to colored bars, as in Fig. 3-7B.

(b) Top ten 5mers in broadly alternative exons relative to constitutive exons ranked by discrimination information (6).

(c) The conservation of all 5mers (6) compared with their discrimination information. All 5mers with discrimination information ≥ 0.001 bits are highlighted. UUUUU was an outlier in enrichment (0.011 bits) and is not shown.

(d) Fold enrichment (log2) relative to constitutive exons in downstream region was plotted for 5mers with discrimination information ≥ 0.001 bits for exons grouped by phylogenetic breadth of alternative splicing. 5mers associated with known splicing regulators are shown in color, with mean of all 5mers in black.

(e) The fraction of introns containing MBNL1 CLIP-Seq clusters (19) was assessed in introns adjacent to exons with different phylogenetic patterns splicing, as in (A).

(f) As in (E), but grouped by presence/absence of a MBNL1 motif. The mean fraction ± SEM of 1000 bootstrap samples is shown. *P < 0.01 (binomial test).

(g) As in (E), but with exons sampled from each set to match the MBNL motif counts in the CQRM set. Mean ± SD of 1000 samplings is shown for the first 3 groups; observed mean is shown for the CQRM set. *P < 0.05, **P < 0.001.
alternative exons and little to no enrichment near mouse-specific alternative exons (Fig. 3-10D, Fig. 3-11). These observations suggested that exons with more ancient alternative splicing — which are more often tissue-specific (Fig. 3-7B) — are more reliant for their regulation on a distinct subset of ISRE motifs corresponding to the tissue-specific factors listed above (MBNL, RBFOX, etc.).

To explore this hypothesis, we analyzed cross-linking / immunoprecipitation sequencing (CLIP-Seq) data to assess the transcriptome-wide binding of the mouse splicing factor muscleblind-like 1 (MBNL1) (19). Greater phylogenetic breadth of alternative splicing was associated with ~3-fold increased frequency of in vivo MBNL1 binding (Fig. 3-10E). Presence of a MBNL motif was associated with increased binding near alternative but not constitutive exons (Fig. 3-10F), suggesting that motif presence is necessary but not sufficient for strong binding in vivo. As a group, broadly alternative exons have somewhat higher density of MBNL motifs (Fig. 3-10B), but increased frequency of MBNL binding was observed even when comparing to subsets of constitutive or more narrowly alternative exons with identical MBNL motif counts (Fig. 3-10G). These observations suggest that broadly alternative exons have evolved features beyond motif abundance (such as favorable RNA structural features) to enhance binding of MBNL family splicing regulators. This phenomenon may extend to other factors (Fig. 3-12).

### 3.2.6 Alternative splicing alters phosphorylation potential

Exons whose presence was widely conserved (at least 4 out of 5 species) were classified based on the tissue specificity and evolutionary conservation of their splicing patterns using JSD-based metrics (6) into constitutive exons and four groups of alternative exons grouped by the degree of tissue-specificity and evolutionary conservation of their splicing patterns. Functional analysis of species-specific alternative exons yielded few significant biases. However, analysis of the tissue-specific conserved group using DAVID (20, 21) identified a number of significantly enriched keywords and Gene
Figure 3-11:
Discrimination information content (bits) of 5mers in
(a) mouse-specific alternative exons, or
(b) rodent-specific alternative exons
are plotted against broadly alternative exons. All densities are calculated using only mouse introns. 5mers highlighted match those highlighted in Fig. 3-10C.
Figure 3-12:
 Preferential binding of TIA family splicing factors to broadly alternative exons. CLIP-Seq data for TIA-1 and TIAL1 was from (25); RBFOX2 CLIP-Seq data was from (26). The CLIP-Seq data analyzed in this figure were from human rather than from an organism analyzed in this study, so the most relevant sets of exons for comparison were exons that were either constitutive across mammals or alternatively spliced in all mammals.

(a) Frequency of TIA-1 CLIP-Seq clusters in introns with and without a TIA-1 motif. P-value calculated by test of binomial proportions (mean ± binomial SD shown).

(b) Frequency of TIA-1 CLIP-Seq clusters in introns near constitutive exons resampled to match the distribution of motif counts near mammalian alternative exons. P-value calculated by bootstrap sampling (mean ± 1 SD of 1000 samplings with replacement is shown).

(c) As in A, but shows frequency of TIAL1 CLIP-Seq clusters in introns with and without a TIAL1 motif.

(d) As in B, but shows frequency of TIAL1 CLIPSeq clusters in introns near constitutive exons resampled to match the distribution of motif counts near mammalian alternative exons.

(e) As in A, but shows frequency of RBFOX2 CLIP-Seq clusters in introns with and without an RBFOX2 motif.

(f) As in B, but shows frequency of RBFOX2 CLIP-Seq clusters in introns near constitutive exons resampled to match the distribution of motif counts near mammalian alternative exons.
Figure 3-13:

(a) GO analysis of genes containing tissue-regulated exons whose splicing is conserved.

(b) Density of Phosphosite phosphorylation sites (top) or Scansite predicted phosphorylation sites (bottom) in exons grouped by alternative splicing status, tissue-specificity and splicing pattern conservation (6). Mean ± SEM is shown.

(c) Mean Scansite predicted phosphorylation site density in exons grouped by phylogenetic breadth of splicing.

(d) TJP1 exon 20 splicing has a higher switch score in tissues where Erk1 is expressed above median levels (shaded blue) than where it is expressed below median (shaded pink); KSI is defined as the difference between these switch scores. PSI value not calculated if TJP1 expression fell below a cutoff (e.g., cow spleen).

(e) Mean KSI values for kinase-exon pairs involving the sets of exons as in (B). Mean ± SEM is shown. Observed values (obs) were compared with controls in which PSI values in different tissues were randomly permuted (ctl). Comparisons marked (*) were significant by Mann-Whitney U test (P <0.005).
Ontology categories, including several related to cell-cell junctions and cytoskeleton (Fig. 3-13A), suggesting that these splicing events may contribute to differences in cell structure, cell motility and tissue architecture (22). The most enriched keyword, alternative splicing, reflects simply the abundant alternative splicing of this set of genes; the next most significantly enriched keyword was phosphoprotein.

To explore this connection to phosphorylation, we used Scansite (23) to predict phosphorylation sites in peptides encoded by different subsets of exons. Tissue-specific alternatively spliced exons, including both the conserved and non-conserved subsets, contained about 40% more predicted phosphorylation sites than other classes of exons (Fig. 3-13B and Fig. 3-14). A comparable degree of enrichment for phosphorylation sites was observed in these exons using the curated Phosphosite database (24) of experimentally determined phosphorylation sites (Fig. 3-13B). Phosphorylation site density in exons was correlated with phylogenetic breadth of alternative splicing, (Fig. 3-13C, Fig. 3-15). These observations suggest that tissue-specific alternative splicing is often used to alter the potential for protein phosphorylation, which can alter protein stability, enzymatic activity, subcellular localization and other properties.

Exon 20 of the mouse tight junction protein 1 (TJP1) gene exhibits strongly tissue-specific alternative splicing and encodes a peptide containing an established phosphorylation site (25) that is predicted to be phosphorylated by ERK1 (aka MAPK3). In rhesus, ERK1 expression was above its median value in colon, lung, testis and brain (therefore referred to as kinase high tissues) relative to liver, heart, muscle and spleen (kinase low tissues). The PSI value of TJP1 exon 20 was much more variable in the kinase high tissues, ranging from 9% in testis to 90% in colon — a switch score of 81% — than in the kinase low tissues, where it had a switch score of 38%. Similar trends were observed in cow (Fig. 3-13D), and in rat and mouse (not shown).

To explore this phenomenon, we analyzed the splicing patterns of exons that con-
Figure 3-14:
Predicted phosphorylation site density in similar classes of exons as analyzed in Figure 3-13B in other species studied:

(a) chicken
(b) cow
(c) rhesus
(d) rat
(e) mouse
Figure 3-15:

(a) Predicted phosphorylation site density in exons binned by how long they have been alternatively spliced.

(b) Experimentally-determined phosphorylation site density in exons binned as in (A).

120
Figure 3-16:
The relative expression of kinases that are acid-directed, base-directed, or prolinedirected and also evaluated in Scansite are plotted (y-axis) against the normalized distribution of spectral counts assigned to each family in (44).
Figure 3-17:
Tissue-specificity of phosphorylation sites identified by (44) were calculated as described by the authors using spectral counts and the mean tissue-specificity ± SEM of exons binned by various filters are shown. * indicates p <0.05 by Mann-Whitney U test.
tained predicted phosphorylation sites in relation to the expression of the associated kinases. To characterize the relationship between each exon-kinase pair, the kinase switch index (KSI) was defined as the switch score in kinase high tissues minus the switch score in kinase low tissues (see example in Fig. 3-13D). We used RNA-Seq estimates of kinase expression, which were reasonably well correlated with in vivo kinase activity patterns ($r = 0.71$, Fig. 3-16). We observed that phosphorylation of sites within conserved, tissue-regulated exons is more tissue-specific than in other sets of exons (Fig. 3-17) and that these exons exhibit substantially elevated KSI values relative to shuffled controls (Fig. 3-13D).

The above observations suggest a model in which tissue-regulated alternative splicing delimits the scope of tissues in which a kinase can phosphorylate a target. For example, the TJP1 protein mentioned above is a cytoplasmic constituent of the tight junction complex implicated in the timing of tight junction formation, and its phosphorylation is involved in tight junction dynamics (26, 27). The testes display unique tight junction biology in that tight junctions regularly dissolve and reform to permit passage of preleptotene spermatocytes (28). The specific exclusion of exon 20 in the mammalian testis may allow TJP1 to escape phosphorylation that would otherwise alter the tight junction association kinetics required for normal testis function (29). Another example, with KSI value closer to the mean value, is an alternative exon in Drosha, a protein required for processing of microRNA primary transcripts (Fig. 3-18). Phosphorylation of Drosha confers nuclear localization, which is required for its normal function in microRNA biogenesis (30). Therefore, splicing of Drosha may be used to alter the level of phosphorylatable Drosha protein, potentially influencing microRNA abundance in different cells or tissues.

We identified a large number of other exon-kinase pairs with elevated KSIs, including prominent kinases involved in development, cell cycle and cancer (e.g., Akt1, C1k2, PKC, Src) and targets with important roles in tissue biology such as Atf2, Enah, and Vegfa (Fig. 3-19). Their elevated KSIs suggest that splicing is often used to focus the scope of signaling networks, connecting specific kinases to specific targets.
Clk2, KSI = 13.8%

Akt, KSI = 10%

Figure 3-18:
The splicing of mouse Drosha exon 5 is compared with the expression of cognate kinases

(a) Clk2

(b) Akt
Figure 3-19:
Network visualization of all kinase-exon relationships identified in the conserved, tissue-specific category of exons with a KSI ≥ 5%. Edges connect kinases (orange circles) with target genes that contain alternative exons with putative phosphorylation site(s) for that given kinase (blue circles).
in a more cell- or tissue-restricted fashion than would occur from expression alone.

Taken together, the analyses described here reveal two disparate facets of mammalian alternative splicing. We identify a core of ~500 exons with conserved alternative splicing in mammals and high sequence conservation. These exons often encode phosphorylation sites and their tissue-specific splicing is likely to have substantial impacts on the outputs of signaling networks. Conversely, we observe extensive variation in the splicing of these exons between species, often exceeding intra-species differences between tissues, suggesting that changes in splicing patterns often contribute to evolutionary rewiring of signaling networks.
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3.5 Supplementary Methods

3.5.1 Sample collection

The tissues were chosen to represent a broad spectrum of the organs that are present in birds and mammals and are derived from all three germ layers. Multiple unrelated individuals from each species were sequenced to help distinguish species-specific alternative splicing from individual variation. A complete set of tissues was collected from three individuals from each of the species, enabling separate analysis of tissue-specific and individual variation. Animals of breeding age were chosen as gene expression is reported to be relatively stable in this age group for mammals (32). Only males were used, to enable analysis of testis, a tissue with an unusually large extent of alternative splicing (33). Mouse and rat strains included two inbred strains that differed from each other by approximately 1 single-nucleotide polymorphism (SNP) per kilobase (kb) of genomic sequence (roughly comparable to the similarity between unrelated humans), and one individual from an outbred line. Tissues were isolated from freshly sacrificed animals (10-30 minutes from time of death to tissue fixation) from the following areas of the organs: visual cortex, encompassing both grey and white matter (brain); left ventricle, transmural (heart); right quadriceps (skeletal muscle); right middle lobe (mammals, lung) or right lung excluding air sac (chicken, lung); inner edge of spleen, avoiding blood vessels; ascending colon; right kidney, from the lower pole encompassing both cortex and medulla; right testis, transverse section. Tissues were washed twice in cold PBS and stored in RNALater (Ambion) per manufacturer’s instructions.

3.5.2 Library construction

RNA was isolated in Trizol, purified on miRNEasy columns (Qiagen), and treated with on-column DNase digestion (Qiagen). RNA quality was assessed on Agilent Bioanalyzer. Libraries were constructed using the dUTP strand-specific method (34),
with the second-day reactions performed on the Spriworks SPRI-TE machine (Beckman Coulter). Fragments between 200-400 nt were chosen, and 300 nt fragments were further size-selected in 2% agarose gel. Multiplexed barcodes were added during final PCR amplification, and sequencing was performed on Illumina GAIIX or Illumina HiSeq instruments. Paired-end short read sequencing (2 x 36-50 bases) of two individuals of each species was combined with paired-end long read sequencing (2 x 80 bases) of the third individual to facilitate genome annotation and transcript discovery.

### 3.5.3 Read mapping and analysis

The 2x80 base libraries were mapped to their respective genomes (musmus9, rhemac2, ratnor4, bostau4, galgal3) using Tophat (35) version 1.1.4 and Ensembl Release 61 (Ensembl) annotations. The junctions from all of these libraries within a species were combined and used as input in a second round of mapping, wherein all of the libraries were mapped using the same set of defined junctions. Cufflinks (8) version 1.0.2 was used to identify novel transcripts in each of the 2 x 80 base libraries. The set of transcripts from each library, along with the existing Ensembl annotations, were compiled into a single set of annotations for each species using Cuffcompare (36). Cufflinks was then used on each library to quantitate the same set of transcripts. For each transcript, a translation start site was assigned by using an annotated start site if one was contained in the transcript, or the longest coding region. Cufflinks was used to estimate transcript abundance in each library (in standard FPKM units), and these values were used as the basis for splicing estimates or summed to obtain gene expression values.

These data can be used to substantially extend existing annotations for these species. Based on Cufflinks analysis of the long-read data alone, in each species we identified tens thousands of unannotated exons in known genes. We expect that these data will provide a rich resource for characterization of novel exons and transcripts.
in mammals and studies of their function and evolution. In addition to unannotated sense-oriented exons in known transcripts, we identified several thousand unannotated “antisense exons” occurring in spliced transcripts overlapping known genes in antisense orientation. We also identified at least several thousand putative novel exons in transcripts not overlapping known genes in each species.

### 3.5.4 Orthologous exon assignments

Exons with multiple 5' and 3' ends were collapsed into a single exon for the purposes of this study. Therefore, the set of exons was determined by finding the longest exonic region in transcripts with Cufflinks class codes of “j” or “=” by taking the most intronproximal 5' and 3' splice sites that do not include retained intron(s). Orthologous exons were identified by finding annotated exons that overlapped with the query exonic region in Ensembl Pecan 19 amniota genome alignments (37). To simplify the analysis, exon groups with multiple overlapping exons in any species were excluded. Exons were considered lost” in a species if there was no syntenic region in that species or if no exon overlapping the syntenic region was identified and spliced into transcripts identified herein with a PSI $\geq 0$. All analyses except those in Figure 3-10 were restricted to exons that were detected in $>$2 tissues in more than half of the individuals (requiring chicken).

### 3.5.5 Gene expression and PSI calculation

Expression of transcripts with Cufflinks class codes of “c”, “j”, “=”, “e”, or “o” were summed to determine an overall gene-level expression estimate. Genes were considered to be alternatively spliced if they contained a 5’ splice site that was spliced to 2 unique 3’ splice sites or a 3’ splice site that was spliced to 2 unique 5’ splice sites, where each junction was supported by 5 unique reads, similar to (3). Skipped exons (SE) were identified by looking for exons that were excluded in $\geq 1$ detected
transcript with a class code of "j" or "=" with genomic coordinates sufficient to have potentially included the exon. The FPKM of transcripts that included the exon was divided by that of transcripts that spanned the location of the exon to calculate a skipped exon PSI. This will avoid artificially deflated PSI values when a transcript exhibits an internal transcription initiation site. Exon inclusion levels were calculated from transcript abundance measurements using Cufflinks (8). These values, estimates made using MISO (38), and qRT-PCR measurements from 3 mouse tissues (19) were all highly correlated with each other (r between 0.84 and 0.90, Fig. 3-4). In Figure 3-2 and elsewhere, samples were compared using Jensen-Shannon divergence between expression values or PSI values. JSD is a symmetrical information theoretic measure of distance between distributions whose square root is proportional to the Fisher information metric and which has several desirable properties relative to correlation-based measures (39, 40). The observation that samples of the same tissue from different individuals of the same species were highly similar helps to validate the consistency of tissue and library preparation, and the values obtained (JSD between 0.05-0.40, correlation values between 0.80-0.99) provide measures of the extent of variation between unrelated individual mammals and birds.

3.5.6 Phylogenic inference of age of alternative splicing

Parsimony was used to infer the age of an alternative splicing event. An exon alternatively spliced exclusively in mouse, rat, or rhesus was considered to be a species-specific gain of alternative splicing. Rhesus-specific events were grouped with mouse- and rat-specific events despite their different ages in absolute years because the substitution distance to rhesus from its most recent common ancestor in this species tree is similar to that of either mouse or rat (41). Observing alternative splicing in mouse and rat, but not rhesus and cow was considered rodent-specific. Observed alternative splicing in mouse, rat, and rhesus was considered as alternatively spliced in mammals. Alternative splicing in cow and any two of mouse, rat, and rhesus was considered to be a species-specific loss of alternative splicing. Alternative splicing in
cow and rhesus but not mouse or rat was considered to represent rodent-specific loss of alternative splicing. Exons that did not fall into these classifications were considered complex. Exons with more recently evolved alternative splicing tended to have mean PSI values near 80% (Fig. 3-13C), suggesting that the exon inclusion isoform may be present at sufficient levels to confer most of the ancestral protein function. In their orthologs where constitutive splicing was observed (defined as PSI >97% in all tissues in at least 2 out of 3 individuals), mean PSI values were slightly lower than for broadly constitutive exons. This difference reflects frequent alternative splicing in the third individual and suggests that conversion to constitutive splicing is often incomplete, but may persist as a polymorphic trait in the population. An important caveat to the inferences of phylogenetic breadth of splicing made here is that we have examined only 9 tissues in adult males, potentially neglecting splicing events that occur exclusively in other tissues, in females, or at other developmental stages.

3.5.7 Tissue-specificity and splicing conservation calculations

For each orthologous event, a matrix of n rows by m columns was constructed, where each row represented an individual and each column represented a tissue. Tissue-specificity was calculated within each row, yielding a vector with n dimensions, while splicing conservation was calculated within each column, yielding a vector with m dimensions. In each case, the square root of the Jensen-Shannon Divergence of each row (for tissue-specificity) or column (for splicing conservation) vector relative to a uniform vector with all values set at the vectors empirical mean was calculated. The JSD was then recalculated for the matrix consisting of 1 - PSI values, considering that exon exclusion in a single sample is as informative as inclusion in a single sample, and the values were averaged. The vector of divergences was then averaged, yielding a pair of values for each event, representing the tissue-specificity and splicing conservation of each event. Tissue-specific exons would be expected to have higher divergences while splicing-conserved exons would have lower values. These measures are defined for constitutive exons, as well as for exons that are only alternative in a subset of
samples.

### 3.5.8 5mer motif analysis

The frequencies of each 5mer in intronic bases 10 to 130 relative to the 5’ splice site. We focused on the region near the 5’ splice site rather than the 3’ splice site, to avoid complications relating to the (typically unknown) location of the branch point sequence; similar results were obtained using the upstream intronic region (not shown). In Fig. 3-10B, 5mers were ranked by “discrimination information”, \( \log_2(f/g) \), where \( f \) is the frequency in the window between 10 and 130 bases downstream of the 5’ splice site in broadly alternative exons and \( g \) is the frequency downstream of constitutive exons. The fold enrichment for exons above a minimum discrimination information was plotted for lowly (species-specific), intermediately (rodent-specific), and broadly (all mammals) alternative exons in Fig. 3-10D. In Fig. 3-10C, conservation was calculated as a z-score, comparing the mean branch length over which presence of the 5mer is conserved to the mean branch lengths for a set of 5mers matched for A+T content and CpG dinucleotide content. In Fig. 3-10G, neither the relative proportions of different MBNL motifs nor the relative proportions of nucleotides immediately flanking each MBNL motif differed between the sets of exons analyzed (Chi-square test, corrected for the number of comparisons). Analysis of available CLIP-Seq data indicated a similar pattern of increased binding to broadly alternative exons beyond that expected from motif abundance for the human TIA-1 and TIAL1 splicing factors as well (42, 43) (fig. S8).

### 3.5.9 Analysis of phosphorylation

Coding sequences were determined for each transcript by first determining if there was an annotated coding start for the gene contained within. If one was found, it was used in downstream analyses. Otherwise, the longest open reading frame (ORF) was
determined and used. To identify predicted phosphorylation sites, Bioperl was used to submit and handle queries to Scansite (23) of complete ORFs. Putative phosphorylation sites were cross-referenced with Phosphosite (24) to identify experimentally validated sites. To consider the tissue-specificity of sites, data from (44) were used. Similar to the authors, we calculated the entropy of spectral counts corresponding to individual phosphopeptides over the distribution of tissues as a measure of tissue-specificity, restricting to the tissues that overlap with our study. To compare kinase expression with kinase activity, we normalized the distribution of spectral counts assigned to each family of kinase that is also predicted by Scansite to the sum-total of the familys counts and compared it with a similarly normalized expression vector composed of the sum of the kinases in each tissue. Increased post-translational modification was also observed in a set of tissue-specific human exons (45) identified based on a previous RNA-Seq analysis of human tissues (3).

3.5.10 Data analysis

Custom Python scripts were used for analyses, utilizing Numpy (numpy.scipy.org), Scipy (scipy.org), Pycogent (46), BioPerl, Tabix, Samtools, Bedtools, FSA and Matplotlib [http://www.citeulike.org/user/jabl/article/2878517].

3.6 References

[6] Materials and methods are available as supplementary material on Science Online.


Chapter 4

Origins and impacts of novel exons in mammalian genes

Author contributions:
J.M. and C.B.B. designed the study and wrote the manuscript. J.M. conducted computational analyses and prepared figures. P.C. conducted computational analyses under supervision of J.M. and prepared figures.

4.1 Abstract

Though the exon-intron boundaries are generally well conserved within mammals (1), there are many splicing differences between species that result in lineage-specific exons (49, 50, 2, 62, 39, 44). To assess species-specific exons in mammals, we analyzed cDNA from 9 tissues from 4 mammals and one bird in biological triplicate. We find that species-specific exons frequently arise from pre-existing intronic sequence. We further find that changes in intron length are associated with splicing of new exons, and that these changes may impact splicing through altering nucleosome positioning
and RNA PolII kinetics. Our data also indicate that since the splicing of novel exons often increases gene expression, changes in splicing between species may explain some species-specific changes in gene expression.

4.2 Results and Discussion

4.2.1 Identification of recently created exons

We recently studied the splicing of ancient (mammalian-wide) alternatively spliced exons using polyA-selected RNA-seq analysis of 9 diverse organs and tissues from 4 mammals and one bird, in biological triplicate, yielding ~1000-fold aggregate coverage of each transcriptome (38). Here, we used these data (54) in combination with whole-genome alignments (41, 7, 46, 22) to classify exons as species-specific, lineage-specific (e.g., unique to rodents or to mammals), or ancient (present in both mammals and birds) at both the genomic sequence level ("genomic age") and at the level of expression ("splicing age") (Fig. 4-1A). Using the principle of parsimony, we assigned both genomic and splicing ages to ~60,000 internal exons, restricting our analysis to unduplicated protein-coding genes in these species to facilitate read mapping and orthology assignment. Throughout our analyses, genomic age reflects the duration over which sequences similar to the exon are present in the genome, while splicing age reflects the duration over which these sequences are represented as spliced exon in RNA-seq data.

Approximately 85% of exons in the analyzed genes predated the split between bird and mammals (~300 million years ago, Mya) in their splicing age, designated MRQCG using a one-letter code of organisms (Fig. 4-1B). However, we also found many occurrences of the creation of novel exons during mammalian evolution. For example, 1089 mouse exons were classified as mouse-specific (designated M----), as they were detected in RNA-seq data from mouse but from no other species (Fig. 4-1B, also (39, 62, 2)). These exons were assigned an age of <25 My, corresponding to the time
Figure 4-1:

(a) A schematic diagramming our bioinformatic pipeline to identify novel exons (Methods). We considered every exon in the target species (here, mouse) and aligned it to other exons in the same gene to filter out exons arising from exon duplication (14). We filtered out terminal exons to focus our analyses on splicing. We used multiple alignments between species studied here to assign an orthologous region to each exon in other species and used parsimony to interpret the pattern of genomic presence or absence as the genomic age. We then looked for an overlapping exon in the orthologous region to determine if the mouse exon was spliced in a given species, and interpreted this pattern of presence or absence of splicing as a splicing age.

(b) Top: a phylogenetic tree presenting the main species used for dating exons and the branch lengths in millions of years. Bottom: exons of increasing evolutionary splicing age, their pattern of presence or absence in various species, and the number of each class of exons identified.
of divergence between mouse and rat. We identified ~7000 mouse exons whose splicing was restricted to particular mammalian lineages (Fig. 4-1). Overall, presence of one or more exons were detected in mouse and not primates in about 17% of the ~6300 genes analyzed that passed filters. To ask whether species-specific exons occurred at a similar frequency in human, we compared our data to corresponding tissue data from the Illumina Human Body Map 2.0 dataset (6). Although the human data had lower sequencing depth, we identified similar numbers of exons at each splicing age (Fig. 4-2), including about 2300 exons found in human but not mouse in about 25% of analyzed human genes. Together, these observations indicate that, when comparing a human gene to its ortholog in the most commonly used mammalian model, the mouse, almost ~40% of ortholog pairs will differ by presence/absence of a lineage-specific exon. The prevalence of species-specific exons could contribute to widespread functional differences between human and mouse orthologs, complicating extrapolations from mouse models.

To assess whether species-specific exons have defined tissue-specific splicing patterns, we performed clustering of exons and tissue samples based on the tissue-specific splicing patterns of mouse-specific alternative exons. This analysis revealed robust clustering by tissue of origin across the three mouse strains analyzed (Fig. 4-4F). The only deviation from this pattern was some overlap between cardiac and skeletal muscle, consistent with similarity between the splicing programs of these developmentally related tissues, as seen when considering ancient alternative exons (38). A substantial fraction of novel exons showed predominant inclusion in testis (Fig. 4-4F), similar to the testes-biased expression observed for novel, species-specific, genes (31, 20). Similarly, we found that genes containing novel constitutive exons are enriched for testis expression (Fig. 4-3). These observations suggest a potential role of germ cell transcription in exon creation, consistent with previous studies indicating that increased transcription in germ cells can increase the frequency of mutations (43), presumably including those that give rise to novel exons.
Figure 4-2:
Top: a phylogenetic tree presenting the main species used for dating exons and the branch lengths in millions of years.
Bottom: human exons of increasing evolutionary splicing age, their pattern of presence or absence in various species, and the number of each class of exons identified.
Clustering of genes containing a mouse-specific constitutive exon based on gene expression. Heatmap is shown on a log scale, but clustering is done on untransformed values.
Figure 4-4:

(a) The proportion of exons of various ages that are alternatively or constitutively spliced.

(b) The proportion exons of various ages that contain coding sequence.

(c) The proportion of non-coding exons in various transcript regions within exons of various ages.

(d) The distributions of genomic ages of M--- or MRQ-- exons are plotted.

(e) The proportion of mouse exons of various ages that are missing in one individual or where the splicing status (skipped or constitutive) in one individual disagrees with the other two mice.

(f) Average-linkage hierarchical agglomerative clustering of samples (vertical axis) or exons (horizontal axis) based solely upon PSI values of mouse-specific exons. The tissue of origin of each sample is colored according to the key at left and the PSI value is visualized in the heatmap (center). Clustering is based upon tissues with gene expression \( \geq 5\text{FPKM} \), but splicing is visualized in tissues with expression \( \geq 2\text{FPKM} \) to enhance visualization. Tissues meeting the expression filters but where the exon completely excluded (PSI = 0) are white.
4.2.2 Unique properties of species-specific exons

In many respects, exons of different evolutionary ages had dramatically different properties. While constitutive splicing was the norm for ancient (MRQCG) exons in these data, the vast majority of species-specific exons were alternatively excluded (skipped) in at least one tissue (Fig. 4-4A, (39)). Similarly, ancient exons were mostly located within the open reading frame (ORF), while most species-specific exons were located in non-coding regions (Fig. 4-4B). New exons occurred with much higher frequency in 5' untranslated regions (UTRs) than in 3' UTRs (Fig. 4-4C, also (9, 47). Various factors may contribute to the bias for 5' UTRs, including the greater length of first introns relative to later introns (25, 44), the low frequency of 3' UTR introns (15) and the increased potential for some new 3' UTR exons to trigger mRNA decay via the nonsense-mediated mRNA decay (NMD) pathway. By contrast, the non-coding subset of ancient exons were located predominantly in non-coding transcripts in otherwise coding loci (Fig. 4-4C).

4.2.3 Most species-specific exons arise by exaptation of intronic sequences

Our classification pipeline used sequence similarity filters to exclude species-specific new exons that arose from internal gene duplications, a class that has been well studied previously (14). Therefore, the novel exons studied here must have arisen by insertion of novel sequence into an intron (30) or by exaptation of pre-existing intronic sequence (8). To compare the relative contributions of these two mechanisms, we analyzed the genomic age of each recently created exon. Approximately 1% of mouse-specific exons arose in sequence found in only mouse while nearly 75% of these exons derive from sequence that predates the rodent-primate split (despite being recognized exclusively as intronic in the other species studied) and the remainder were alignable to rat only (Fig. 4-4D). Rodent-specific and rodent/primate-specific exons also could often be aligned to cow or chicken (Fig. 4-4D and data not shown). We hypothesized
that since \( M \) exons recently acquired splicing activity, their splicing pattern may be polymorphic. Using our RNA-seq data derived from three different mouse strains, we observed that nearly a quarter of mouse-specific exons were detected in just 2 of the 3 strains, while for ancient exons nearly 99% were detected in all 3 mouse strains. This observation indicates that novel mouse exons might be much more frequently variable in their splicing than ancient exons, suggesting that extended periods of population level variation (likely in the millions of years) may precede fixation of novel exons in the mouse strains analyzed here.

We next sought to identify features associated with new exon creation. We observed that more than 60% of new internal exons in mouse are derived from unique intronic sequence. In most cases, these exons aligned to sequences in the orthologous intron in rat (Fig. 4-5A). Using a similar approach to identifying novel exons in human — with criteria designed to allow mapping to repetitive elements (Methods) — yielded a similarly high proportion of unique mapping (about 54%) (Fig. 4-6A). Alu elements, a class of primate-specific SINE repeats, have previously been implicated as a major source of new exons in primates (30, 50). Here, we found that about 19% of exons we classified as human-specific overlap with Alus (Fig. 4-6), and a similar proportion of mouse-specific exons (about 18%) overlap with rodent SINEs, which are also thought to derive from 7SL RNA (Fig. 3B). Thus, our analysis indicated that SINEs contribute to new exon creation to a similar extent in rodents as Alus do in primates. Although these proportions exceeded the genomic background frequencies of SINEs in these species (Fig. 4-5C; Fig. 4-6B), the proportion of species-specific exons derived from unique genomic sequence was 2- to 3-fold higher than SINEs in both organisms, contrasting with previous suggestions that Alu elements may be a predominant source of new exons in primates. The differences in conclusions likely result from differences in data sources (RNA-seq versus EST) and analytical procedures, making our analysis less biased and more sensitive to detection of low-abundance isoforms (60). Other types of repetitive elements (LINEs, LTRs and others) together contribute a similar proportion of species-specific exons as SINEs in both human and
Figure 4-5:

(a) Proportions of new exons that map to various genomic regions in rat.

(b) Proportions of new mouse exons that belong to various repeat categories.

(c) Proportions of genome that belong to various repeat categories.

(d) The proportion of new mouse exons with a given splice site dinucleotide sequence in mouse and rat.

(e) The change in splicing regulatory element number in various regions in and around a new exon associated with its creation (mean ± SEM).

(f) The change in length of the entire intron region between rat and mouse. The length in rat is plotted as a percentage of the length in mouse (mean ± SEM).

(g) The relative length of the downstream intron as a percentage of the upstream intron (mouse) or the downstream aligned intron/region as a percentage of the upstream aligned intron/region (rat) (mean ± SEM). The rat bar in the H---- class is hatched to represent the fact that it is not an exon.

(h) The magnitude of each change associated with splicing of H---- exons is converted into a z-score based upon the distribution of such changes between mouse and rat in MRQCG exons. Changes that are expected to promote splicing are colored in green and changes that are expected to block splicing are red. For the purpose of summing (penultimate bar), the sign of changes that inhibit splicing was reversed so that positive z-scores promote splicing in all cases.
Figure 4-6:

(a) Proportions of new human exons that belong to various repeat categories.

(b) Proportions of human genome that belong to various repeat categories.
mouse (Fig. 4-5B, Fig. 4-6A).

Mutations that create or disrupt splice site motifs frequently cause changes in splicing patterns over evolutionary time periods (30, 6). While the vast majority of mouse-specific exons contained consensus splice site motifs (GT or GC at the 5' splice site, AG at the 3' splice site), about half of homologous “proto-exon” sequences in rat lacked these minimal splicing motifs (Fig. 4-5D). This observation suggests that mutations that create minimal splice sites may contribute to up to ~60% of exon creation events. Further, about 40% of M---- exons have minimal splice sites in rat without evidence of their splicing detected in rat tissues, implicating other types of changes in their creation.

Motifs present in the body of an exon or in the adjacent introns can enhance or suppress exon inclusion (36). We found that mouse-specific exons contain a higher density of exonic splicing enhancer (ESE) motifs and a lower density of exonic splicing silencer (ESS) motifs than their associated rat proto-exons (Fig. 4-5E). Thus, both the gain of enhancing motifs and the loss of silencing motifs may contribute to creation and/or maintenance of novel exons. Changes in flanking sequences may also contribute to exon creation, as a higher density of intronic splicing enhancer (ISE) motifs was observed adjacent to mouse-specific exons relative to homologous rat sequences; no difference in intronic splicing silencers (ISSs) was observed (Fig. 4-5E).

Intron length is correlated with a number of splicing properties, including lower levels of exon inclusion (61). We therefore asked whether changes in intron length might be associated with splicing of novel exons. Notably, we found that the distance between the exons flanking M---- exons was shorter on average than the distance between the homologous exons in rat (rat distance exceeded mouse by 1.3-fold on average; interquartile range: 0.9-fold to 1.7-fold; Fig. 4-5F). The distance between the exons flanking -R--- exons was even more biased toward shorter lengths than the distance between the homologous mouse exons (mouse distances exceeded rat by 1.7-fold on average; interquartile range 1.0 to 2.7-fold; Fig. 4-7). These observations
suggest that substantial changes in intron length may often contribute to exon creation. Comparing the lengths of introns flanking each species-specific exon to each other, we observed that the intron downstream of M---- exons was 1.3-fold longer on average than the upstream intron, compared to no difference for the homologous regions in rat (Fig. 4-5G). When examining rodent-specific exons, we observed a similar bias towards shorter upstream intron in both mouse and rat. Comparison to an outgroup (macaque) indicated that the differences in flanking intron length in the rodent lineages that acquired new exons most often reflect upstream deletions rather than downstream insertions (Fig. 4-8). Older groups of exons showed no such bias, suggesting that exons may acquire tolerance for expansion of the upstream intron over time, as their splice sites strengthen (Fig. 4-5F, Fig. 4-8). Together, these data suggest that deletions upstream of proto-exons may favor creation or maintenance of novel exons. While shortening of an upstream intron has been associated with enhancement of exon inclusion in a mini-gene context (12), the generality of this effect and its evolutionary impact have not been previously explored.

Having identified and evaluated a number of changes associated with new exon splicing, we then asked about the relative contributions of each. To compare the magnitudes of these different types of changes using a standard scale, we converted them all to z-scores, using the standard deviation of each type of change observed between mouse and rat in ancient (MRQCG) exons. We observed relatively small z-scores (<0.4) associated with any one cis-motif change, while upstream intronic deletions had an average z-score of ~0.75, comparable to the sum of the z-scores of all cis-motifs analyzed (Fig. 4-5H). This observation suggests that upstream intronic deletions may contribute to creation of novel exons to a substantial extent, comparable to that of changes in known classes of splicing regulatory elements.
Figure 4-7:
As in Figure 4-5E and 4-5F, but in a rat-centric manner.

left The change in length of the entire intron region between rat and mouse. The length in rhesus is plotted as a percentage of the length in mouse (mean ± SEM).

right The relative length of the downstream intron as a percentage of the upstream intron (rat) or the downstream aligned intron/region as a percentage of the upstream aligned intron/region (rat) (mean ± SEM). The mouse bar in the -R--- class is hatched to represent the fact that it is not an exon.
Figure 4-8: Outgroup analysis showing that indels observed in Figure 4-5 associated with exon creation are generally deletions.

(a) The change in length of the entire intron region between rhesus and mouse. The length in rhesus is plotted as a percentage of the length in mouse (mean ± SEM).

(b) The relative length of the downstream intron as a percentage of the upstream intron (mouse) or the downstream aligned intron/region as a percentage of the upstream aligned intron/region (rhesus) (mean ± SEM). The rhesus bar in the M---- class is hatched to represent the fact that it is not an exon.
4.2.4 Upstream indels are associated with increased nucleosome occupancy and RNA PolII pausing over novel exons

Intron length can impact splicing in multiple ways. Shortening introns can promote exon inclusion in splicing reporter experiments, with a larger effect observed in the upstream intron, possibly by promoting intron definition (4, 12). Lengthening of the downstream intron can impact splicing through effects on the dynamics of transcription (10, 18, 5). Intronic length changes might also promote exon creation by impacting nucleosome positioning. Nucleosomes are generally positioned near the centers of internal exons and exon-associated nucleosomes have higher density of the H3K36me3 modification (51, 45, 53). There are reports that histone modifications can impact recruitment of splicing factors, suggesting functional links between nucleosomes and splicing (34). We used micrococcal nuclease (MNase) sequencing data from digestion of chromatin from mouse embryonic stem cells to identify nucleosome-protected regions in the vicinity of mouse-specific exons. We observed a stronger enrichment for nucleosome positioning over mouse-specific exons which had deletions in the upstream intron (relative to rat) compared to ancient exons, mouse-specific exons without upstream deletions, and mouse regions orthologous to rat-specific exons (Fig. 4-9A). This association suggested a connection between upstream deletions and changes in nucleosome positions. While indels in either the upstream or downstream intron could potentially impact nucleosome positions, deletions in the upstream intron are more likely to favor intron definition and exon inclusion based on previous studies (12). Therefore, the bias for upstream deletions seems mostly likely to result from effects on intron definition, with a possible secondary contribution from effects on nucleosome positioning. Because the relationship between nucleosome positioning and splicing is less understood, we chose to further explore this potential connection.

It has been proposed that nucleosomes can function as molecular “speed bumps” to slow down RNA polymerases as they transcribe through exons (5). This effect may
Figure 4-9:

(a) Nucleosome positioning (measured by protection from MNase treatment) around various sets of exons.

(b) Global run-on sequencing (GRO-seq) showing the position of elongating RNA PolII by sequencing nascent RNA around various sets of exons.

(c) Nucleosome positioning (measured by protection from MNase treatment) around exons with a structural sQTL in the upstream intron binned by sQTL genotype.
contribute to exon inclusion by increasing the time available for splicing machinery associated with the C-terminal domain (CTD) of RNA polymerase II to associate with the exon and commit it to splicing (16, 63). Mutations that slow down RNA polymerase elongation are reported to enhance recognition of exons with weak splice sites (18). We hypothesized that changes promoting stronger nucleosome positioning over novel exons might slow polymerase elongation and thereby act to promote splicing. To test this hypothesis, we used available global run-on-sequencing (GRO-seq) data, which detects nascent transcripts. Using data from (21) in mouse macrophages, we observed a strong GRO-seq peak over ancient MRQCG exons, approximately 93% over background (Fig. 4-9B), suggesting that polymerases slow down by almost a factor of two while transcribing through these exons. To our knowledge this is the first analysis showing that wildtype mammalian polymerases slow substantially over the bodies of exons. When considering mouse-specific exons with an upstream intronic deletion, we observed a GRO-seq peak about 37% above background while mouse-specific exons without upstream deletions lacked an appreciable peak. This difference might reflect increased polymerase pausing in mouse-specific exons with upstream deletions that result from the more strongly positioned nucleosomes observed in this group. Therefore, we propose that changes in chromatin and polymerase dynamics may represent an additional contributor to creation or maintenance of novel exons.

Recent studies looking at the genetic basis for gene expression variation have also identified thousands of genetic variants associated with altered levels of splicing between human individuals (42, 26, 29). We reasoned that we may observe a similar effect of structural variants affecting splicing regulation. Specifically, we hypothesized that splicing quantitative trait loci (defined as genetic variants associated with variation in splicing, “sQTLs”) that are structural variants located in the intron upstream of their associated splicing events (similar to the changes we infer to have occurred associated with exon creation) might affect nucleosome localization over the exons they are associated with. To test this hypothesis, we used sQTLs identified in genotyped human lymphoblastoid cell lines studied by the GEUVADIS Consortium (29) and
Figure 4-10:

(a) Nucleosome positioning (measured by protection from MNase treatment) around exons with a structural sQTL <2kb from the target exon in the upstream intron binned by sQTL genotype.

(b) Nucleosome positioning (measured by protection from MNase treatment) around exons with a structural sQTL >2kb from the target exon in the upstream intron binned by sQTL genotype.
MNase-seq data from a subset of these individuals (13). This allowed us to evaluate the nucleosome positioning across individuals with either the reference allele or the alternate longer or shorter intronic alleles. We considered structural variant sQTLs of 4 or more nucleotides in the upstream intron (corresponding to approximately half the period of nucleosome-associated dinucleotide frequency (13)), corresponding to about 50 events for which we also had MNase data representing at least two genotypes. As both insertions and deletions would be expected to alter nucleosome occupancy, we compared MNase data for individuals containing the shorter intronic allele to MNase data for individuals containing the longer allele and found that, in aggregate, the shorter variant was associated with stronger nucleosome positioning over the exon (Fig. 4-9C). We observed an effect in which stronger differences in nucleosome density were associated with indel sQTLs located closer to the affected exon, as expected if these indels directly impact nucleosome placement (Fig. 4-10). Together, the data in Figure 4-9 implicate upstream intronic indels in changes in nucleosome positioning and splicing between both species and individuals.

4.2.5 New exon splicing is associated with species-specific increases in expression

We next asked what effects new exons have on the genes in which they arise. Since the majority of species-specific exons we identified were non-coding (Fig. 4-4B), we examined gene expression. Intron-mediated enhancement is a well-characterized, though incompletely understood, phenomenon in which introduction of a (heterologous) intron or exon into a gene or mini-gene often leads to higher expression of the gene (35, 40, 19). During evolution, creation of a novel exon in an intron will increment the number of introns and exons in a transcript. Here, we observed significantly higher expression (in mouse) of genes containing mouse-specific exons relative to their orthologs in corresponding tissues in rat (Fig. 4-11A). This effect was specific to those mouse tissues where the new exon was included, consistent with a positive effect of
splicing on steady state expression levels (Fig. 4-11A). The inclusion of a new exon was associated with an average increase in gene expression of about 10% (Fig. 4-11A, inset).

An alternative way to measure the effect of the splicing of a new exon on expression is to compare expression in tissues where the exon is included to expression in tissues where the exon is excluded (the “exon-associated expression index”, EEI) in the species containing the exon to the EEI calculated in a species where the exon is not present. Under the null hypothesis that the splicing of the new exon does not affect gene expression, the ratio of these EEI values ($EER_{\text{mouse}} = EEI_{\text{mouse}} / EEI_{\text{rat}}$) should be distributed symmetrically around one. This approach controls for a number of technical factors that could impact estimation of expression levels in different species. Comparing EER values for genes containing mouse-specific exons or rat-specific exons to shuffled controls (Fig. 4-11B), we observed significantly elevated ratios (~1.1) in both cases, consistent with the 10% increase in expression observed above (Fig. 4-11A), and further supporting the alternative hypothesis that splicing in of new exons enhances gene expression.

These observations suggest a widespread impact of splicing on gene expression. To further explore this phenomenon, we considered exons whose presence in the transcriptome is ancient, but that have recently acquired skipping in mouse (38). We observed that the species-specific skipping in mouse of these exons was associated with lower gene expression (relative to rat), suggesting that the relative loss of one splicing reaction in these genes in mouse may therefore lower its gene expression in that species (Fig. 4-11C). Furthermore, we observed a dose-dependent effect, where inclusion of these exons with low PSI values was associated with a larger decrease in gene expression than higher PSI values (Fig. 4-11D). Additionally, this effect is dominated by internal exons located in the 5' end of the gene, with virtually no change in gene expression associated with mouse-specific skipping of internal exons located in the 3' end of the gene (Fig. 4-11E). These results suggest that the act of splicing has genome-wide effects on gene expression and that the splicing of new
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Figure 4-11:

(a) Fold change in gene expression between mouse and rat. Inset: mean ± SEM of displayed distributions.

(b) The mean expression in tissues where a novel exon is included is divided by the mean expression in tissues not containing the exon. This ratio is calculated in a related species with matched tissues, and the ratio of these two values is plotted (mean ± SEM).

(c) Fold change in gene expression between mouse and rat in genes where an old exon has become skipped in mouse.

(d) Fold change in gene expression between mouse and rat in genes where an old exon has become skipped in mouse, binned by the PSI of the exon in the tissue.

(e) Fold change in gene expression between mouse and rat in genes where an old exon has become skipped in mouse, binned by location of the exon within the gene.
Figure 4-12:
The fraction of genes with a significant expression change at an FDR of 0.1% that contain a novel exon is compared to the fraction of genes without a significant expression change that contain a novel exon in either mouse or rat.
exons therefore can increase gene expression in a tissue- and species-specific manner. We note that such observations are subject to potential detection biases (58). However, the detection bias when considering species-specific presence and skipping of exons would both require higher expression (compare with the lower expression observed associated with species-specific skipping of old exons in Fig. 4-11C-E). We can therefore conclude that splicing has a global role in promoting gene expression and that changes in splicing are potentially a major cause of changes in gene expression between species. Supporting this, we found that species-specific increases in gene expression were enriched in genes containing species-specific exons (Fig. 4-12), suggesting that new exons may be a major contributor to changes in gene expression between species.

4.3 Methods

RNA-seq and genome builds Data from from mouse, rat, rhesus, cow, and chicken were processed as in (38) using TopHat v1.1.4 (54) and Cufflinks v1.0.2 (55). Reads were initially allowed to map to up to 20 positions in the genome by TopHat to further assist in the detection of repeat-associated exons. Mouse data were mapped to mm9, rat data to rn4, rhesus data to rhemac2, cow data to bostau4, and chicken data to galgal3.

Assignment of ages to exons Exons from each species (mouse, rat, rhesus, cow, chicken) from (38) were used in this analysis. As done in that study, we only considered single copy genes. We flagged and removed terminal exons and focused only on internal exons from these genes. We filtered internal exon duplications (14) by aligning each exon to other exons in the same gene. Aligned regions in other species for each query exon were collected based on whole genome alignments generated by PECAN and EPO (41) and pairwise alignments from BLASTZ (? ). In addition, we further attempted to align exons without a genomic aligned region not expressed
in chicken to the genome of each species using BLAT (22) to reduce a false negative rate of finding an aligned region, taking the best matching region and requiring a minimum of 80% identity for alignment to rat, 66% identity for alignment to rhesus, 65% identity for alignment to cow, and 54% identity for alignment to chicken. These thresholds were calculated by taking value 3 standard deviations below the average percentage identity of exons between the query species (mouse) and the other species in question.

An exons genomic age was defined based solely on the pattern of species with genomic regions aligned to the query exon. We interpret this pattern using parsimony (39, 62, 2), which is reasonable given the small number of events (presence or absence of an aligned region). We consider the minimum number of changes that can explain the pattern of aligned regions when compared with a precomputed species tree. We only consider unambiguous age assignments (i.e. if there are two equally compatible interpretations that would yield different ages, then we do not consider the exon in these analyses). An exons splicing age was assigned in a similar manner to the genomic age, only it was based the pattern of presence or absence of an expressed region (i.e. an exon) in the orthologous gene overlapping the genomic aligned region.

For example, a mouse exons genomic age was assigned to 0-25 (new), 25-90, 90-110, 110-300 and 300+ if there were aligned regions in rat, rat/rhesus, rat/rhesus/cow and rat/rhesus/cow/chicken. Similarly, its splicing age was assigned to similar categories if there were aligned regions expressed (i.e. exons included in processed transcripts) in rat, rat/rhesus, rat/rhesus/cow and rat/rhesus/cow/chicken (Fig. 4-1B).

Note: we only considered exons detected in the previous RNA-seq study (38). This was done to mitigate the effects of prior transcript annotation quality on our results since, for instance, mouse and rhesus annotations (by proxy from converting human annotations) would be expected to be much better than cow or rat. This approach will miss annotated exons only included in embryonic tissues, for instance, but those would likely have been incorrectly assigned to the novel, recently created,
exon category due to the possibility of their not being found in other species because we don't have comparable data.

**Basic exon properties**  Exons with PSI >0 and PSI <97 (where PSI represents the Percent Spliced In, or the percentage of transcripts in a particular tissue estimated to include the exon in question (58)) in at least 1 tissue were categorized as skipped exons (SE) while exons with PSI >97 in all expressed tissues were defined as constitutive exons (CE) for each individual. We required an exon be evaluated in 3 or more tissues for this classification, since the probability of detecting exon skipping increases with the number of tissues considered. In Fig. 4-4A, the proportion of exons that are skipped or constitutive were calculated by SE/(SE+CE) and CE/(SE+CE) respectively, where SE and CE represents the number of alternative spliced exons and the number of constitutive exons.

Transcripts' open-reading frames (ORFs) were annotated as in (38). Briefly, if a transcript contained an annotated translation start site, then the longest ORF originating from that site was used. If no such site was contained in the transcript, then the longest ORF 100 amino acids or longer was used. If none existed, then the transcript was considered non-coding. Exons that can map to transcripts' ORF region, upstream and downstream region of transcript ORF, and regions in transcripts without ORF were categorized as coding exons, 5’UTR and 3’ UTR exons and non-coding exons, respectively. In Fig. 4-4B, the proportion of coding exons were calculated by coding exons / total, where coding is the number of coding exons and total is total counts of exons at each age.

**Genomic sources of new exons**  We traced the origins of new exons by allocating the genomic locations of aligned regions in the closest species (for example, in mouse, we used rat as its closest species). In Fig. 4-5A, exons were categorized into “intronic”, “intergenic”, “other coding gene”, “other intron” and “other ncRNA gene” if their aligned regions in the closest species are located in the intronic regions of the same
gene, intergenic regions which does not overlap any gene, exonic regions of other
genes, intronic regions of other genes and other regions of ncRNA, respectively.

The origin of new exons were also categorized based on the repeated sequences. The RepeatMasker (48) track was downloaded from the UCSC browser and used to identify repeats overlapping each exon. Exons were categorized as containing SINEs, LINEs, LTRs, or other repeats (poorly sampled categories with low counts). Exons not overlapping any repeats were assigned to the “unique” group in Fig. 4-5B.

Splice site and splicing regulatory element analysis. The dinucleotide frequencies of the intronic 5' and 3' splice sites of mouse new exons and their aligned regions in rat were compared in Fig. 4-5C. In Fig. 4-5D, exonic splicing enhancers (ESEs) from (11), exonic splicing silencers (ESSes) from (59), intronic splicing enhancers (ISEs) from (56), and intronic splicing silencers (ISSes) from (57) were used. The 100nt of intronic sequence upstream and downstream of each exon in mouse or the aligned region in rat was considered for searching for intronic splicing regulatory elements. The entire exon was searched for exonic splicing regulatory elements. To control for differences in exon length, the average frequency of such changes were multiplied by the average new exon length to arrive at the average change per exon.

Intron length analyses. For each exon age, the lengths of each mouse exon and its upstream and downstream introns were compared to the corresponding sum in rat by summing the lengths of the rat exon (or aligned region for mouse-specific exons) and the surrounding introns (Fig. 4-5E). For Fig. 4-5F, the length downstream mouse intron was divided by the length of the upstream mouse intron. A similar ratio was calculated in rat, where the downstream intron (or the remainder of the intron downstream of the aligned exon region for mouse-specific exons) was divided by the upstream intron (or upstream remainder of the intron).
Z-score conversion for comparisons  For each change considered (changes in ISEs, ISSes, ESEs, ESSes, or deletions), the empirical distribution of such changes in the ancient set of exons MRQCG was determined. The mean and standard deviation of this distribution was calculated. For each new exon, Each change was then calculated for each new exon and converted to a z-score using the values calculated in the ancient group.

Nucleosome localization and GRO-seq analyses  We downloaded the MNase-seq data from (52) from GEO (accession GSE40910). We mapped the reads with Bowtie v0.12.7 (27) to mm9. We considered ancient (MRQCG) exons, new mouse exons with no upstream intron deletion, new mouse exons with an upstream intron deletion, and the orthologous region of new rat exons. We used pysam v0.7.7 and samtools v0.1.16 (33) to count the number of reads in a 1kb window of each exon. Each exons profile was internally normalized, and the average profile of each set of exons was smoothed with a sliding window and plotted, centered on the exon midpoint or 3’ splice site.

We downloaded the GRO-seq data from (21) from GEO (accession GSE48759). We combined the various samples to increase our power. While the transcriptional level of a particular gene in each condition may be different, since we focused on internal exons and internally normalize each region, this should not affect our results. These data were then processed in the same manner as the MNase-seq data.

To investigate the impact of intronic structural variants on nucleosome localization (Fig. 4-11C), we downloaded the following files:

- the sQTL table EUR373.exon.cis.FDR5.all.rs137.txt.gz from the GEUVADIS consortium (29),
- Gencode v12 (17) matching the annotations used in the GEUVADIS study,
- MNase-seq data from individuals included in the GEUVADIS study from (13),
• Genotype data for these individuals from the 1000 Genomes Project (23) tables
  ALL.chr**.phased_release_v3.20101123.snps.indels.svs.genotypes.vcf.gz, where **
  represent different chromosomes,
• GRCh37.remap.all.germline.gvf from (28) for determining variant lengths.

The MNase-seq data were processed as described above. We filtered out all SNV
sQTLs, as well as any indel or structural variant that was smaller than 5 bp. We
further filtered this list such that the sQTL was wholly contained within the upstream
or downstream intron. We then further filtered the sQTLs considered such that all in-
dividuals analyzed did not contain the same genotype for that particular variant. We
then compiled the MNase profiles of individuals with genotypes representing shorter
upstream introns (reference allele for upstream insertions and variant allele for up-
stream deletions) and longer upstream introns (reference allele for upstream deletions
and variant allele for upstream insertions) and processed and plotted as done previ-
ously.

**New exon inclusion and species-specific expression changes** Gene expression
in mouse was compared to gene expression in rat by taking the ratio of mouse / rat
using gene expression from (38). We considered the following cases: 1) genes with a
new exon where the new exon is included in the tissue in question, 2) genes with a
new exon where the new exon is not included in the tissue in question, and 3) genes
with no new exon in either mouse or rat.

The intra-species expression ratio (Fig. 4-11B) is calculated by averaging a gene’s
expression in mouse in the tissues where the exon is included and dividing that by
the mean expression in tissues where the exon is not included. This ratio was then
calculated in rat, matching the tissues in the fore- and background, and the ratio of
these two values was analyzed. As a control, the tissue labels were shuffled and the
statistic was recalculated.

The analysis identifying an enrichment for new exons in genes containing expres-
sion changes (Fig. 4-11C) was conducted as follows. For each gene, we constructed a set of constitutive exons in each species containing no alternatively spliced segments. For each tissue in mouse and rat, we counted the number of reads overlapping each region using pysam and adjusted the raw counts for differences in length considered between species, down-sampling to match the shorter length. We then applied DESeq (3) and identified genes with higher expression within the species being studied with an adjusted FDR in a single tissue of 0.01%. Correcting for multiple testing across the 9 tissues yields a conservative overall FDR of approximately 0.1%. We then divided the fraction of genes with significantly elevated expression that contain a novel exon to the overall fraction of genes that contain a novel exon.

Chi-square test on contingency table of two variables, expression change (gain or no gain) and exon status (new exon or not a new exon) was analyzed for each tissue using genes with alternative spliced new exons in mouse and rat orthologs. A new-exon-gene with expression higher in mouse than rat was assigned to “gain” category and new exon with PSI = 0 was assigned to “not a new exon” category in a certain tissue.

Software versions The analyses were conducted in Python v2.7.2 using Scipy v0.13.2 (scipy.org), Numpy v1.8.0 (numpy.scipy.org), Matplotlib v1.3.1, http://www.citeulike.org/user/jabl/article/2878517, pycogent v1.5.1 (24), Tabix (32), Samtools (33), FSA (7), and pandas v0.10.0(37).
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Chapter 5

Conclusion

5.1 Summary

This thesis applied functional genomics and high-throughput sequencing to investigate the evolution of splicing and alternative splicing in mammals. Chapter 2 describes a targeted investigation into the evolution of a class of alternative splicing, tandem 3' splice sites or NAGNAGs. Through the use of comparative genomics, I found that NAGNAG turnover is very frequently implicated in the gain or loss of coding sequence at exon boundaries. Chapter 3 describes the evolution of ancient exons, defined here as being present in chicken and mammals (~300mya). I describe the generation of a large RNA-seq dataset used in the analyses, and detail how the tissue-specific splicing patterns of these exons are often poorly conserved and frequently lineage-specific. I identified a subset of exons with conserved tissue-regulated splicing patterns that alter the protein’s phosphorylation potential in a subset of tissues. I further identified unique regulatory properties in ancient alternative exons. Chapter 4 discusses the sources of novel exons and the evolution of gene structures. I observe that most new exons arise from pre-existing non-repetitive intronic sequences and detail associated genomic changes that are implicated in this process. I further suggest that one major impact of these new exons is to increase the gene’s level of expression generally or in
specific tissues.

5.2 Future directions

5.2.1 Ancient exon regulation

One surprising result from this work is that ancient alternative exons are better bound by some splicing splicing factors (explored most deeply with regards to Muscleblind) than more lineage-specific alternative exons or constitutive exons. We found this phenomenon to be robust to differences in expression and motif count, suggesting a potentially biological explanation. A better understanding of the cause for this preferential binding will lead to a better understanding of the biology and function of these splicing factors. This is now being explored in vitro using Bind-N-Seq, a technique that applies in vitro binding of a target protein to an RNA oligo pool followed by high-throughput sequencing to experimentally determine $K_d$ values for potentially all $k$-mers up to a ~8-10. The ability to recapitulate the phenomenon in vitro with purified protein and RNA would suggest something intrinsic to the protein and RNA, as opposed to something like negative cooperativity or competitive binding with other proteins, is conferring this property. We are also testing the effect of secondary structure by applying SHAPE-seq to experimentally interrogate the secondary structure propensities of the motifs' neighborhoods within introns of different ages of alternative exons. Once this phenomenon has been teased apart and understood with regards to Muscleblind, how other proteins effect a similar pattern of binding (or why they don't) can then investigated. This will lead to a better understanding of the so-called “splicing code.”
5.2.2 More ideal data sources as future technologies mature

This thesis analyzed levels of mRNA from tissues to infer splicing levels and patterns. However, we analyze the mRNA to understand the protein isoforms and levels since it is generally the protein product that is biologically active. While RNA levels are significantly correlated with protein levels, this correlation is only modest. Proteomic technology is progressing rapidly, but is not yet able to globally analyze splicing. It will therefore be informative in the future to interrogate at the protein level the evolution of alternative splicing.

In studying RNA collected from tissue lysates, the RNA pools in different cell types are therefore mixed. This mixing can confound analyses if the relative amounts of each cell type change or if there exist cell-types not found in some species. Therefore, another promising direction is to conduct RNA-seq analyses on purified cell populations or, preferably, on single cells from homogeneous populations purified from various tissues in different species. Single-cell sequencing will allow for the comparison of truly orthologous cell types and remove potential confounding effects from changes in cell-type composition of tissues between species.

5.2.3 Evolutionary pressures on splicing

A number of evolutionary pressures have been described over the years, with perhaps the simplest being positive and negative selection. Negative or stabilizing pressure acts to prevent changes due to negative or deleterious alleles because a process or molecule is vital to the fitness of an organism. Positive selection occurs when there exist pressures, environmental or otherwise, that select for a particular trait or characteristic. It has been recently suggested that gene expression has been generally evolving under stabilizing pressure with largely neutral variation within mammals. More complex evolutionary models (that are being observed with increasing frequency) include ideas such as polygenic adaptations, where small genetically-mediated changes
at multiple sites can have an additive effect that is physiologically relevant while no individual change is significant. In this thesis, we described the patterns of splicing evolution. We did not, however, test these models for the predominant mode or modes of splicing evolution and therefore additional work will be necessary in this area.

5.2.4 Interpretation of disease variants

In chapter 3 of this thesis, I describe a connection between alternative exons and phosphorylation potential of proteins. In chapter 4, I describe evidence suggesting that intronic indels alter nucleosome positioning. I propose and provide evidence that when located in the intron upstream of an alternative exon deletions tend to promote the exon's inclusion. These two observations can be combined to potentially aid in the interpretation of genomic variants, particularly as they pertain to signaling pathways and potentially disease. Genomic variants located in introns are often ignored because it is difficult to interpret how they can exert an impact (contrasted with coding variants, where missense and nonsense variants can be much more straight-forward to interpret). Intronic indels that alter splicing of exons containing phosphorylation sites for a particular signaling pathway can lead to perturbations within that pathway, potentially without any detected coding mutations. For instance, if an exon's inclusion is increased from 10% to 80%, then the protein would have switched from being mostly unphosphorylatable to mostly phosphorylatable. An upstream kinase can then phosphorylate that protein, leading to altered levels of signaling. As the number of both healthy and sick individuals with their whole genome sequences and complementary datasets (such as RNA-seq or mass-spectrometry increases) generated increases, it will be possible to look at this potential relationship as it pertains to human disease.