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This is a technical report accompanying the paper enti-
tled “Limitations and trade-offs in gene expression due to
competition for shared cellular resources” [1]. Here, we first
introduce the conservation laws for RNAP and ribosomes,
then show that instead of input concentrations, we can focus
on the activation level of genes. This is followed by the
characterization of the approximate realizable region S, then
we show that the realizable region P lies inside S . Finally,
we present the typical range of biochemical parameters
considered in [1].

I. LIMITED AVAILABILITY OF SHARED
RESOURCES

According to [2], RNAP can be divided into four main
categories when exogenous proteins pi are not expressed:
immature RNAP, free RNAP, and RNAP bound specifically
(and transcribing) and non-specifically to the chromosome.
Based on [3], the cell has approximately 1500 RNAP
molecules (xT = 1500nM), among which about 200 are
actively transcribing endogenous genes (xS = 200nM) at
low growth rate. Furthermore, [2] suggests that the ratio
of immature RNAP is negligible, and the remaining 1300
molecules are partitioned as follows: 100 of them are free
(x = 100nM), whereas 1200 are non-specifically bound
(xN = 1200nM). Furthermore, let xU =

∑n
i=1 ci denote the

RNAP usage of exogenous proteins pi for i = 1, 2, . . . , n,
yielding the conservation law

xT = x+ xS + xN + xU . (S1)

As for ribosomes, [3] reports that the number of ribosomes
per cell is 6800 (yT = 6800nM), 80% of which is active,
that is, approximately 5500 (yS = 5500nM) at low growth
rate. According to [4], the concentration of free ribosomes
is approximately 15%, so that the ratio of non-specifically
bound ribosomes and immature ribosomes is about 5%. This
is negligible compared to the fraction of active and free
ribosomes, unlike in the case of RNAP. For simplicity, we
treat this last 5% as if they belonged to the pool of free
ribosomes (so that we slightly under-estimate the effect of
competition for ribosomes). Moreover, let yU =

∑n
i=1 di
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denote the ribosome usage of exogenous proteins pi for
i = 1, 2, . . . , n, which yields

yT = y + yS + yU . (S2)

When exogenous proteins pi are not expressed, the pro-
teome can be divided into three classes [5]. The Q-class of
mass fraction φQ represents a fixed core sector, the R-class
of mass fraction φR contains all the ribosomal proteins and
their affiliates, and the P-class of mass fraction φP represents
the remaining proteins [5]. Upon expression of exogenous
proteins the corresponding U-class of mass fraction φU is
introduced, yielding φU = 1−(φQ+φR+φP ) [5]. Since the
growth rate is a linear function of φP and an affine function
of φR, this implies that φP and φR remain constant if the
growth rate does not change [5]. This together with the fact
that φQ represents a core fixed sector by definition implies
that φU = 1− (φQ + φR + φP ) is also constant.

In the conservation laws (S1)–(S2), the RNAP and ribo-
some usage of the P, Q and R class proteins are represented
by xS and yS , respectively. Since φP , φQ and φR remain
constant upon expression of exogenous proteins, we first
conclude that both xS and yS remain unaffected. Second,
we assume that the synthesized cellular machinery by these
classes remain constant, so that xT and yT are also unaf-
fected by the expression of exogenous proteins. As a result,
with X = xT−xS and Y = yT−yS we obtain that X and Y
are constant. Furthermore, we approximate the concentration
xN of the weak non-specific binding of RNAP to the DNA
as xN =Wxx with Wx > 0, so that (S1)–(S2) yield

X =(1 +Wx)x+

n∑
i=1

εiηi
x

x+ κi
, (S3)

Y =y +

n∑
i=1

εi
γiηi
δi

x

x+ κi

y

y + ki
. (S4)

II. ACTIVATION LEVEL OF GENES

It is shown in [1] that the concentration of pi is given by

pi = εi
πi
λi

γiηi
δi

x

x+ κi

y

y + ki
(S5)

for i = 1, 2, . . . , n, where x and y satisfy the constraints
(S3)–(S4) with

εi =

ui

µi

(
1 + x

κi

)
1 + ui

µi

(
1 + x

κi

) , for i = 1, 2, . . . , n. (S6)



Referring to [1], we rewrite (S6) as

ε = E(u, x), (S7)

and (S3)–(S4) as

X = Fε(ε, x) and Y = Gε(ε, x, y), (S8)

respectively, and (S5) with p = (p1, p2, . . . , pn)
T as

p = Hε(ε, x, y). (S9)

Furthermore, we introduce

F (u, x) =Fε(E(u, x), x),

G(u, x, y) =Gε(E(u, x), x, y),

H(u, x, y) =Hε(E(u, x), x, y),

(S10)

and the sets U = [0,∞)n and

P = {p | p = H(u, x, y), X = F (u, x), Y = G(u, x, y),

x ∈ [0, X], y ∈ [0, Y ], u ∈ U}. (S11)

In what follows, we show that in order to find the realizable
region P , it is sufficient to consider (S3)–(S5) for ε ∈ E =
[0, 1)n, instead of considering (S3)–(S5) with (S6) for u ∈ U .

Claim 1. Take F (u, x) and G(u, x, y) defined in (S10). For
u ∈ U , there is a unique (x, y) ∈ [0, X] × [0, Y ] such that
F (u, x) = X and G(u, x, y) = Y . As a result, there exist
functions f, g : Rn → R such that x = f(u) and y = g(u).

Proof: According to (S10), we have

F (u, x) = (1+Wx)x+

n∑
i=1

ui

µi

(
1 + x

κi

)
ηix
x+κi

1 + ui

µi

(
1 + x

κi

) −X. (S12)

Fix u ∈ U . Since F (u, x) is continuous and F (u, 0) = 0
and F (u,X) > X by (S12), there is at least one x ∈ [0, X]
such that F (u, x) = X , according to the Intermediate Value
Theorem [6]. Furthermore, since F (u, x) in (S12) is strictly
increasing with x, there is exactly one x ∈ [0, X] such that
F (u, x) = X . Then, let f : Rn → R be the function that
maps u to this unique x, that is, F (u, f(u)) = X . The proof
for G can be constructed similarly.

With H(u, x, y) defined in (S10), introduce A : Rn → Rn
as A(u) = H(u, f(u), g(u)), so that (S11) can be written as

P = {p | p = A(u), u ∈ U}. (S13)

Claim 2. Take Fε(ε, x) and Gε(ε, x, y) from (S8). For ε ∈ E ,
there is a unique (x, y) ∈ [0, X]×[0, Y ] such that Fε(ε, x) =
X and Gε(ε, x, y) = Y . As a result, there exist functions
fε, gε : Rn → R such that x = fε(ε) and y = gε(ε).

Proof: Similar to the proof of Claim 1.

Claim 3. Take u ∈ U , the functions f and g defined in Claim
1, together with fε and gε defined in Claim 2. Furthermore,
consider ε = E(u, f(u)) from (S7) with x = f(u). Then
f(u) = fε(ε) and g(u) = gε(ε).

Proof: By Claim 1, we have X = F (u, (f(u))),
yielding X = F (u, (f(u))) = Fε(E(u, f(u)), f(u)) from

(S10), and since ε = E(u, f(u)) by assumption, we obtain
X = Fε(ε, f(u)). We further have X = Fε(ε, fε(ε)) by
Claim 2. As a result, we obtain that x = f(u) and x = fε(ε)
are both solutions of X = Fε(ε, x), and since it has a unique
solution by Claim 2, we conclude that f(u) = fε(ε). The
proof of g(u) = gε(ε) can be constructed similarly.

With Hε(ε, x, y) defined in (S9), introduce the function
Aε : Rn → Rn as Aε(ε) = Hε(ε, fε(ε), gε(ε)) and the set

Pε = {p | p = Aε(ε), ε ∈ E}. (S14)

Lemma 1. With P and Pε given in (S13) and (S14),
respectively, we obtain that P = Pε.

Proof: Let x = f(u) and y = g(u) denote the unique
solutions of F (u, x) = X and G(u, x, y) = Y with (x, y) ∈
[0, X]× [0, Y ] for u ∈ U , respectively (Claim 1). Referring
to (S8), let x = fε(ε) and y = gε(ε) denote the unique
solutions of Fε(ε, x) = X and Gε(ε, x, y) = Y with (x, y) ∈
[0, X]× [0, Y ] for ε ∈ E , respectively (Claim 2).

To prove that P ⊆ Pε we show that for every u ∈
U there is an ε ∈ E such that A(u) = Aε(ε). First,
consider ε = E(u, f(u)), and given that f(u) ∈ [0, X], we
conclude that εi ∈ [0, 1) by (S6), so that ε ∈ E by the
definition of E . Second, considering (S10) implies A(u) =
H(u, f(u), g(u)) = Hε(E(u, f(u)), f(u), g(u)), so that ε =
E(u, f(u)) together with f(u) = fε(ε) and g(u) = gε(ε)
from Claim 3 yield A(u) = Hε(ε, fε(ε), gε(ε)) = Aε(ε),
where we used the definition of Aε(ε).

Similarly, to show that Pε ⊆ P it is sufficient to prove that
for every ε ∈ E there is a u ∈ U such that A(u) = Aε(ε).
Since (S6) yields ui = εiµiκi/[(1 − εi)(κi + fε(ε))], and
given that εi ∈ [0, 1) as ε ∈ E , we obtain ui ∈ [0,∞), so
that u ∈ U .

The part A(u) = Aε(ε) can be showed similarly.

III. APPROXIMATE REALIZABLE REGION

Referring to [1], using the approximations x � κi and
y � ki for i = 1, 2, . . . , n, we obtain that (S5) can be
written as

pi =
Qiεi

1 +
∑n
i=1Riεi

, for i = 1, 2, . . . , n (S15)

with
Qi =

1

1 +Wx

πi
λi

γiηi
δi

1

κiki
XY,

Ri =
1

1 +Wx

(
γiηi
δi

1

κiki
X +

ηi
κi

)
.

(S16)

Furthermore, let Â : Rn → Rn be the function mapping ε to
p according to (S15), so that p = Â(ε). Next, define

pmax
i =

Qi
1 +Ri

and p∞i =
Qi
Ri
, (S17)

and introduce the simplex Si for i = 1, 2, . . . , n as

Si =

p | p ≥ 0 and
pi
pmax
i

+

n∑
j=1
j 6=i

pj
p∞j

< 1

 . (S18)



Lemma 2. Let

S = {p | p = Â(ε), ε ∈ E}. (S19)

Then, we obtain S = ∩ni=1Si where Si is defined in (S18).

Proof: We first show S ⊆ ∩ni=1Si as follows. Introduce
Ei = {ε | εi ∈ [0, 1) and εj ∈ [0,∞) for j 6= i} and let
Pi = Qiεi/(1 +Wx +Riεi), so that we have Pi < pmax

i by
(S17). Furthermore, p = Â(ε) satisfies

pi
Pi

+

n∑
j=1
j 6=i

pj
p∞j

= 1 (S20)

by substitution of (S15) into (S20). The fact that ε ∈ E yields
p ≥ 0 by (S15), and Pi < pmax

i with (S20) result in

pi
pmax
i

+

n∑
j=1
j 6=i

pj
p∞j

<
pi
Pi

+

n∑
j=1
j 6=i

pj
p∞j

= 1,

so that p ∈ Si by (S18) for ε ∈ Ei. Combining this together
with the fact that ε ∈ E = ∩ni=1Ei yields that S ⊆ ∩ni=1Si.

Second, we prove ∩ni=1Si ⊆ S by showing that for any
p ∈ ∩ni=1Si there exists an ε ∈ E such that p = Â(ε). To
this end, pick p ∈ ∩ni=1Si and define

Pi =
pi

1−
∑n
j=1
j 6=i

pj
p∞j

and εi =
Pi

Qi −RiPi
(S21)

for i = 1, 2, . . . , n. Substituting ε into (S15) we obtain that
p = Â(ε). Therefore, it is only left to show that ε ∈ E . Given
that p ∈ ∩ni=1Si, we obtain by (S18) that 0 ≤ pi < pmax

i

and 0 ≤
∑n
j=1,j 6=i pj/p

∞
j < 1. Combining this together

with (S21) yields that Pi ∈ [0, pmax
i ). Having Pi = 0 and

Pi = pmax
i result in εi = 0 and εi = 1 in (S21) by (S17).

Furthermore, as εi in (S21) is a strictly increasing function
of Pi for Pi ∈ [0, pmax

i ), we conclude that εi ∈ [0, 1) for
i = 1, 2, . . . , n, so that ε ∈ E .

IV. REALIZABLE REGION

Here we show that the set of attainable protein concentra-
tions given by P in (S11) lie within S in (S19).

Theorem 1. Considering P and S defined in (S11) and
(S19), respectively, we obtain that P ⊆ S.

Proof: With Pε defined in (S14), we have Pε = P by
Lemma 1, so that it is sufficient to show that Pε ⊆ S to
prove P ⊆ S. To this end, fix ε ∈ E and let p = Aε(ε). If
we can show that p ∈ Si for i = 1, 2, . . . , n, it implies that
p ∈ S since S = ∩ni=1Si by Lemma 2, yielding Pε ⊆ S.

To show that p ∈ Si for i = 1, 2, . . . , n, define

αi =
κi

x+ κi
, βi =

ki
y + ki

, ε′i = αiβiεi, (S22)

so that (S3)–(S4) become

x =
X

1 +Wx +
∑n
i=1

ηi
κi
ε′i
, y =

Y

1 +
∑n
i=1

γiηi
δi

1
κiki

ε′ix
.

As a result, with Qi from (S16) and with R′
i =

[γiηiX/(δiκiki) + ηi/(βiκi)]/(1 +Wx), we can write pi in
(S5) as

pi =
Qiε

′
i

1 +
∑n
i=1R

′
iε

′
i

. (S23)

Furthermore, introduce p̃i = (Qiε
′
i)/(1+

∑n
i=1Riε

′
i) and let

p̂ = (p̂1, p̂2, . . . , p̂n)
T where p̂i is given by (S15).

The fact that αi, βi ∈ (0, 1) yields ε′i ∈ [0, εi) by (S22)
and Ri ∈ (0, R′

i) by (S16). Since ε′i ∈ [0, εi) implies p̃i < p̂i,
and similarly, Ri ∈ (0, R′

i) yields pi < p̃i, we obtain

0 ≤ pi < p̃i < p̂i. (S24)

Furthermore, from Lemma 2 we have

p̂i
pmax
i

+

n∑
j=1
j 6=i

p̂j
p∞j
− 1 < 0, (S25)

and combining (S24)–(S25) yields

pi
pmax
i

+

n∑
j=1
j 6=i

pj
p∞j

<
p̂i
pmax
i

+

n∑
j=1
j 6=i

p̂j
p∞j

< 1. (S26)

We have pi ≥ 0 by (S24). Together with (S26) this implies
that p ∈ Si for i = 1, 2, . . . , n by (S18), concluding the
proof.

V. TYPICAL RANGE OF PARAMETERS

The dissociation constant of the T7 RNAP to its promoter
is approximately 200nM [7], and since this binding is con-
siderably stronger than that of bacterial RNAP, we conclude
that κi � 200nM, suggesting x� κi as x ≈ 100nM.

According to [8], as many as 20 RNAP molecules can
simultaneously transcribe a gene. Instead of having one gene
recruiting a maximum of ω RNAP molecules, we consider ω
genes allowed to recruit at most one RNAP at a time, as if the
DNA copy number was ωη instead of η (we use a low-range
value of ω = 5 denoting the number of RNAP molecules
simultaneously transcribing a gene). Similarly, according
to [3], several ribosomes can simultaneously translate each
mRNA, up to a few dozen depending on the growth rate.
Instead of having m mRNA molecules, each of which can
be bound to φ ribosomes at any given time, we consider φm
mRNA molecules allowed to be bound to a single ribosome.
This can be achieved by considering the effective production
rate φγ instead of γ (we use a low-range value of φ = 5
denoting the number of translations per mRNA).

Considering the typical value of biochemical parameters
given in Tab. S1 with k = 1000nM, we obtain p ≈ 10µM,
which is comparable to the concentration of one of the most
abundant proteins in E. coli [9]. Therefore, we approximate
the binding of ribosomes to the RBS of the mRNA to be
significantly weaker than 1000nM, so that ki � 1000nM.
Combining this with the fact that the concentration of free
ribosomes is y = 1300nM suggests that y � ki.



TABLE S1
TYPICAL VALUES OF BIOCHEMICAL PARAMETERS

Parameter Value Unit References
X 1300 nM [2]
Y 1300 nM [3], [4]
Wx 12 - [2]
κi 1000 nM [7]
δi 10 hr−1 [10]
γi 500 hr−1 [3], [11], [8]
πi 1500 hr−1 [3], [11]
λi 1 hr−1 [12]
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