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Abstract

Downhole microseismics has gained increasing poipylen recent years as a way to
characterize hydraulic fracturing and to estimatesifu stress state. Conventional
approaches only utilize part of the information te@med in the microseismic waveforms
such as the P/S far-field amplitudes to determiveefbcal mechanisms and infer stress
state. The situation becomes more serious for dolgnimonitoring where only limited
azimuthal coverage is available. In this study, developed a full-waveform based
approach to invert for complete moment tensor. Vge the discrete wavenumber
integration method as the fast forward modelind tocalculate the full wavefield in the
layered medium. By matching the waveforms acrossatiiay, a stable moment tensor
solution can be obtained without imposing additlarmnstraints. We show that by using
full waveforms, the resolution of the full seistmoment tensor is improved even with

data from a single monitoring well. We also deterenihe stress drop from the S-wave



displacement spectrum. We test our method usingnankiole microseismic dataset from
hydraulic fracturing treatments in East Texas. Tdwlts indicate the existence of non-
double-couple components in the moment tensor. ddreved fracture plane direction

also agrees with that derived from multiple evecttion.

Introduction

Microseismic downhole monitoring is a valuable tdot fracture mapping. The
locations of microseismic events, with sufficiemsolution, provide information on
fracture geometry and propertied/grpinski et al., 1998; Phillips et al., 2Q0Besides
location, seismic moment tensor is also derivedrtderstand the microseismic source
mechanisms and stress statelén-Hoeksema and Ruff, 2001; Baig and UrbanddOp
Currently, most moment tensor inversion methodg oaly on far-field P- and S-wave
amplitudes. Thus, they normally either require mpidt wells at different azimuths or
make additional double-couple source assumptiomvdaa from only one monitoring
well is available, as is the typical case for hytiafracturing {/avrycuk, 2007; Baig and
Urbancic, 201

In this paper, we propose a full-waveform approfmhmoment tensor inversion
using data from one monitoring well. It uses thecdiéte wavenumber integration method
to calculate elastic wave-fields in the layered med By matching full waveforms
across the geophone array, we show that the imversan be stabilized so that the
complete moment tensor can be retrieved from datarded in a single borehole. In this
paper, we begin by introducing the full-wavefornpagach and testing the method with

synthetic data. Then we describe the applicatioa field dataset from East Texas. We



invert the complete seismic moment tensor and eixttaee characteristic parameters:
seismic moment, fracture orientation, and the dgotr component percentage. The stress
drop is also derived from the S-wave displacempatsum based on Madariaga’s model

(Madariaga, 1976

M ethodology

Full waveform based complete moment tensor inversion

The moment tensor of microseismic events can beesepted by a 3 by 3 symmetric
matrix (Aki and Richards, 2002 The complete moment tensor is defined as the 6
independent components of the moment tensor mataxmprove the inversion with a
single borehole coverage, we use all phases teambedded in the full waveform data.
Our approach starts from full elastic waveform mimdein the layered medium with
discrete wavenumber integration method (DWB\¥uchon, 2008 Thei-th component
(North, East, Down) of the observed waveform atppemen is modeled as:

Vi (x5, 8) = Xiog Tiema Mk Gij e (X7, x5, 1) % 5(E) (1)
wherex denotes convolution (same hereinaftég); (x*, x;, t) is thei-th component of
the Green’s function at geophomg from a point moment tensor souneg, atx,; s(t)
is the source time function. In this study, a srhaaimp function is used ast).

The misfit function for inverting moment tensor matn;, is defined by:

Ty 2
A(mjy) = Xn-1 Xie Jy (di G x5, ) — vy (2, x5, 1)) "dt (2)
whered; (x}}, x,, t) is the observed data, white(x)*, x,, t) is the synthetic data as

described in equation T, is the duration of observed waveforms at geopmone this



study we choosg, to include both P and S wave trains and keepnistamt for all
geophones. Time 0 is the origin time, which is of#d by a grid-search around its initial
estimate within the dominant signal period. Théiahiestimate of the origin time can be
found by cross-correlating the synthetic and olegwaveforms. To further stabilize the
inversion, both synthetic data and observed dat#&and-pass filtered. Based on the
spectral analysis of field data, a signal frequdparyd of [200, 900] Hz is used in this

study. The moment tensor is solved by minimizimg misfit function in equation 2 as:

M;(xs) = (A7) (xs) Dy (xs) 3)
HereM; is thei-th component of six independent moment tensor etesaM; = m,4,
M, = my,, M3 = mg3, My = myy, Ms = my3, Mg = my3, While D; has six independent
elements, representing the correlation betweenrebdelata and synthetic seismograms

resulting from the six independent moment tensemehts:

Tn .
Dj(xs) = Xn=1Zi=1 Jy" 9rj 7, x5, Odie (17, x5, )t j = 1,2,3 ...6. (4)

Jij corresponds to one of the six seismograms defiyed

Irj (T x5, 8) = Gy ; (7, x5, 8) *s(8) , j = 1,23, )
Jrea (X, x5, 1) = [Gk2,1 (7, X5, ) + Grp 2 (X7, X, t)] *s(t), (6)
Gis (T, x5, t) = [Gk3,1 (7, x5, t) + Grp 3(X7, X, t)] *s(t), (7)
i (X7, X5, t) = [sz,s (7, x5, ) + Gz 2 (X7, x5, t)] *s(t) . (8)

Finally, matrixA4 is a 6*6 matrix with elements:

Ty
Aij(xs) = Xn=1 Xie=1 [y " 91 6 X5, ) Giei (7, X5, t)dt 9

The seismic moment is derived from the moment temsrix m;;, as:



M, = max|A;|, 10}
where/; is the eigenvalue of the moment tensor matrix. fleenent magnitude is

defined as:

MW = éloglo(Mo) - 6.607 ) (11)

whereM, is the seismic moment in N*m.

The full moment tensor matrix is further decompoised three parts: isotropic (ISO)
component, compensated linear vector dipole (CL&@hponent and double-couple
(DC) component\{(avrycuk, 200). The fracture strike is then derived from the DC

componentJost and Hermann, 1989he ISO component percentage is determined by:

CISO _ ltrace(mjk)
3 Mg

100% . (12)

Stressdrop estimation

According to Madariaga, 197% the radius of a circular source is estimated as:

Ty = 1.32175’ (13)

wheref, is the corner frequency derived from S-wave disgtaent spectrum arifl is
the average S-wave velocity of the medium. Stresg,dlefined as the average

difference between the initial and final stres®lswver the fault plane, is obtained from:

Ao =2 (14)

T 1613’
whereM, is the seismic moment determined by complete mortestsor inversion as

shown in equation 10.



Synthetic study

Full waveform fitting and complete seismic moment tensor inversion

In this section, we study the influence of borehatémuthal coverage on complete
moment tensor inversion and compare the full-wawvefapproach with conventional
methods using far-field P/S amplitudes. Next, wevstan example of full waveform
source inversion for a double-couple source wittditace Gaussian noise. We
demonstrate the waveform fitting results and comphe inverted source parameters to
the exact values.

The 1D velocity model derived from the field expeent, as shown in Figure 1, is
used throughout this paper to generate synthatidgparform inversion. We assume a
known velocity model and source location. The jicgtion for these assumptions is
explained in the field study section. Firstly, stady the influence of borehole azimuthal
coverage on the full waveform based complete monegrsor inversion. We limited our
analysis to the noise free case to investigateffieet of well coverage. The influence of

noise is discussed afterwards.

As shown in Figure 2 (a), a tensile earthquake misdesed to describe the
microseismic source. The fault is vertical in thé&Mirection (strike value =’ The slip
lies in the horizontal plane and slip azimuatichanges from%to 180. The microseismic
source, labeled as plus sign in Figure 2 (b),ihegbe center of the circle, with 8
monitoring wells, B1 to B8, spreading from the Nhodirection to the North-West
direction. The azimuthal difference between twaadt wells is 45 To mimic the field

setup, the source is located at a depth of 3975304 ft) and 101 m (331 ft) away from
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the monitoring wells. In each well, a six-geophangy is deployed at a depth from 3912
m (12835 ft) to 3944 m (12940 ft). Figure 3 givies talculated percentages of the 1SO,
DC and CLVD components for the tensile earthquakdehof Figure 2(a) using

equation (8) of Vavrycuk?2001) If the slip azimuthr equals to Bor 183, the source is
pure shear with no ISO or CLVD components. Wherstigeazimuth changes to 9

pure tensile source is generated. The double-cqgsteentage is zero, and the ISO and
CLVD components are positive and attain their maxmvalues. For the other slip

directions, the source is mixed. All three compds@xist.

Four sets of synthetic experiments are conductefiilllazimuthal coverage, using all
eight boreholes, B1 to B8; 2) partial azimuthal@@ge, using the two boreholes, B1 and
B2; 3) a single well coverage using the boreholeaBan azimuth ofQeast of north; 4) a
single well coverage using the borehole B2 at amath of 45 east of north. For each
set of experiment, the full waveform based comphetenent tensor inversion is
conducted on the synthetic data using the exaotitglmodel and the accurate source
location. Four characteristic source parametelsidiieg strike, seismic moment, 1ISO
and DC component percentage are then estimatedifirerted moment tensors and
compared with the exact valu@$e errors are calculated as the difference between

exact values and the estimated values.

The errors in the inverted source parameters fasciion of the slip direction, are
plotted in Figure 4 for four cases: (a) eight baleh, (b) two boreholes at an azimuth of
0° and 48, (c) one borehole at an azimuth 6f &nd (d) one borehole at an azimuth of
45’ Figure 4 indicates that for all slip azimuths #ource parameters can be correctly

retrieved by the full-waveform based approach evgi a single vertical borehole,
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which is impossible for conventional approachestamly on far field P/S amplitudes
(Vavrycuk, 2007; Eaton, 2009A further study suggests that the improvemeatght

by the full-waveform based method is also seendeceease in the condition number of
the matrixA. The improvement may come from two sources: 1)enamigular coverage
of the source is achieved by using full waveformghe layered medium instead of a
homogeneous medium, and 2) near field wave-fieldshestrieve the moment tensor

components not recoverable frmonventional moment tensor inversion methods.

Two more observations are made from Figure 4.lijnst all cases, the smallest error
in the inverted source parameters is achieveduoe PC sources, that is, for the slip
azimuths of Band 188. For pure DC sources, the full-waveform approasies most of
its benefits, since the conventional method, whisés far field P/S amplitudes and
makes additional double-couple source assumptamatso retrieve correct complete
moment tenson(avrycuk, 200Y. Secondly, the errors in the strike estimateafpure
tensile source (i.e., the slip azimuth of)@@aches its maximum of around when only
one borehole at an azimuth of’4%vay from the strike direction (N-S direction) is
available, while the error reduces to Swhen one monitoring well is located in the
strike direction (i.e., at an azimuth d)OThis suggests that when only one monitoring
well is allowed, it is better to place it closethe strike direction if a-priory information

on major fault orientation is available.

Next, we demonstrate the full-waveform approacla owisy synthetic dataset. In this
experiment, a double-couple source (strike* @&&grees, dip: P5rake: 8), located at a
depth of 3975 m (13042 ft) and 65 m (213 ft) noth,m (254 ft) west away from a six-

geophone downhole array, is assumed. The geophneis kept at the same location as
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the previous noise-free experiment. Knowing thestagl velocity model, as depicted in
Figure 1, the source, and the geophone array, D3I¥ed to generate the noise-free data.
Next, a 10% Gaussian noise is added to form ththstins for moment tensor inversion.
All three-component data are included in the inkers

As an example, Figure 5 gives the vertical compofigmg between synthetic data
(in red) and inverted data (in blue). A good agreetris observed for both P- and S-
waves. Moreover, a reasonable fit for the convenade is also seen. Good agreements
are also seen on East and North component datap&erh to conventional methods
using only far-field P and S first-arrival amplits] it is found that, the condition number
of the matrix4 is reduced by at least one order of magnitudegudata from a single
vertical well. This explains why we can invert fmmplete moment tensor from a single
borehole by using full waveforms. The inverted mamiensor gives a fracture plane
with strike of 84.9 degrees, dip of 74.5 degrees, ke of -0.6 degrees, which is close

to the true orientation.
Seismic moment estimate

To evaluate the accuracy of the seismic momenmaeastd by our method, we
conduct a Monte Carlo simulation. In this experitmere fix the source location at (N, E,
D) = (64.8, 77.3, 3975.3) m and a source mechanfgstrike, dip, rake) = (8575, @).
We vary the seismic moment from>18-m to 1¢ N-m. For different seismic moment
values, different realizations of 10% Gaussian @@ added to the synthetic data to
study the statistical properties of the seismic monestimator. For each seismic moment
value, a full-waveform moment tensor inversion a&sadibed above is performed to

retrieve the seismic moment.



Figure 6 gives the comparison between the truarseismoment used to generate
synthetics and the estimated seismic moment by rfidment tensor inversion. The
estimated seismic moment values agree well withtriihe seismic moment values. The
mean error is around 3.9%, while the standard dewias about 5.2%. This means that
true values oM, are within the confidence region of the estimaidunder additive
Gaussian noise, which is consistent with previdudys(Patton and Aki; 1979 The non-
zero bias comes from two parts: 1) the errors mafed into the moment tensor
inversion solution due to the additive data noigeich is well bounded by the iliness of
matrix A; 2) the numerical errors from the eigenvalue dqmusition as described in
equation 10. In summary, for a broad range of seisnoment values, our method gives
a good estimate.

Strike estimate

A similar Monte Carlo simulation has been condudiedssess the performance of
strike estimator. For this test, we test two soum@zhanisms. One is the pure double-
couple mechanism, while the other is a mixed sowtth a 60% double-couple
component and a 40% isotropic component. For boghagios, the dip and rake value is
set to be 75and O, respectively. We also fix the source location saam in previous
section and use a constant seismic moment of ‘5ki®. The strike value is changed
from O to 360. For each strike value, a forward modeling wit#4ladditive Gaussian
noise is conducted and a full-waveform moment teimsceersion is performed afterwards
to invert for the full moment tensor and retriekie strike.

The estimated strike is plotted against the trrkestor both cases in Figures 7 (a) and

(b). The estimated strike is in good agreement thiéhtrue value. The strike estimate has
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a mean error of -0.1 degrees from the true valué¢hi® pure DC source, while the mean
error increases to 0.3 degrees for the isotropis gdbuble-couple source. The increased
error in strike for the mixed source case is propdbe to the decreased deviatoric part

of the seismic moment tensor, from which the stiskeefined.
| sotr opic component per centage estimate

The isotropic component percentage defined in égudt2 provides a good indicator
of fracture volumetric strain. It gives some iddmuat fracture opening and closure. As
discussed in previous section on strike estimatdso indicates the uncertainty of strike
estimates to some degree. The higher the isotromicponent percentage is, the less
accurate the strike estimate can be.

In this experiment, we change the relative pergmtesetween the DC component and
ISO component and fix the seismic moment to be $Nén. All other parameters are
kept the same as the section on seismic momenhasti Figure 8 represents the
comparison between the true isotropic percentagkestimated isotropic percentage.
The estimated ISO percentage generally agreeswitbllithe true ISO percentage. There
is some scattering for the estimates due to 10%s$@u noise. The mean error is around
-0.2%, while the standard deviation approaches 2.6%is means the true ISO
percentage value falls into the confidence regibthe estimated isotropic percentage,

although the maximum absolute error is close to 8%.

Field study

Field setup

A microseismic survey was conducted during the awylic fracturing treatment of the

Bonner sands in the Bossier play at a depth apmately from 3956 m (12980 ft) to
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3981 m (13060 ft). The microseismic data was ctleéausing a twelve-level, three-
component geophone array deployed in the verticalitoring well at a depth from 3874
m (12710 ft) to 3944 m (12940 ft). The treatmewrtlws approximately 151 m (495 ft)
away from the monitoring well. The recorded dataswanalyzed and located for
hydraulic fracturing mapping as outlined by Griffet al. (2003) and Sharma et al.
(2004) The velocity model for location, shown in Figurewas derived from the well
logging data and calibrated using perforation shotsrpinski et al., 2003 It also
accommodated the local geology information. Thusisireasonable to assume the
velocity model and location are accurate for soumgersion.

In this study, we test our method on several latatécroseismic events to invert for
the complete moment tensor and estimate the siregsfrom the full waveforms. The
microseismic data from the lower six geophones déeath from 3912 m (12835 ft) to
3944 m (12940 ft) are selected due to their higigmal-to-noise ratios (SNRs). Figure 9
shows the horizontal plane view of the monitoringllvat the origin and seven selected
test events in green. A major fracture plane altregg NS8PE direction is clearly seen
(Sharma et al., 2004

In the following section, we will begin with one e, named test event 1, to
demonstrate the procedure for full-waveform basednent tensor inversion and stress
drop estimation. After that, we will present andatiss the results for all seven chosen

events.
Moment tensor inversion and stress drop estimation

As described in the methodology section, the cotapleoment tensor is firstly

inverted from the full waveforms. Next, three clhesistic parameters are extracted: 1)
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seismic moment, 2) strike, and 3) the isotropic ponent percentage. Figures 10 a) and
b) give the waveform fitting for test event 1 beémesynthetics and observed data. Only
horizontal components are used because of the PHB associated with poor receiver
coupling in the vertical component. A good agreenaérominant P and S wave trains is
seen in both Figures 10 a) and b). The un-modetadt\wackages are probably due to the
scattering from the un-modeled lateral heteroggneit

The estimated seismic moment, strike and the igmrpercentage for event 1 are
listed in Table 1. A negative isotropic componemtlitates some degree of fracture
closure. The seismic moment for event 1 is aroudd16* N-m, suggesting a moment
magnitude around -2.87. The two strike values egtohfrom the deviatoric component
correspond to the orientation of the fracture pland the auxiliary plane respectively. It
is hard to distinguish the two planes using onlg ement. The estimated strike values for
all seven events are listed in Table 1. The fiettcf strike values agrees well with the
strike of N8PE derived from multiple event location by Sharmaale{2004) and gives
the fracture plane strike. The scattering around®N8is due to the fact that the
orientation of small local fractures given by indival microseismic events differs from
the average fracture orientation represented byiplailevent location. Moreover, noise
contamination may also contribute to the scattetimpugh the propagation into the
inverted moment tensor.

To estimate the stress drop, Madariaga’s modelopted to estimate the source radius
from the S-wave corner frequendyiddariaga, 1976 The recorded voltage data is firstly
converted to displacement considering the geophesponse \{/arpinski, 200). The

spectral analysis is then applied to the conve®t@chve displacement data. For test event
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1, Figure 11 shows the S-wave displacement specindrthe best-fit curve determined

from the kinematic model defined by the followinguation:

Qoe—ﬂfR/‘_/st

VO =" (15)

whereR is the is the source-receiver distance, Qs = $G8ea S-wave quality factor. In
the present case of event 1, average values of @®and 112 m are accepted for the S-
wave velocity and the source-receiver distance raggg. A simple nonlinear-least
square inversion is deployed to estimate corneuiacyf. (Talebi and Boone, 19938
Source radiug, is then derived fronf, according to equation 13. The stress drop is
finally determined from previously obtained sounalius and seismic moment by
equation 14. The stress drop values for all sewemts are listed in Table 1. It is seen
from Table 1 that the moment magnitudes of all &véal into the range between -4 and
-2, which is consistent with previous studies ommeat magnitude of hydrofrac events

from downhole observation8\farpinski, 200%.

Conclusions

In this paper, we developed a full-waveform basesnent tensor inversion approach
for hydraulic fracture monitoring using downholecnuseismic data. By exploring full
waveform information in a layered medium insteadisihg only P/S far-field amplitudes,
we have demonstrated that the complete momentrt@mgersion can be stabilized even
with one single borehole. By synthetic test, weehslvown that the fracture geometry can
be reliably derived from the full waveform analyajgproach assuming a known velocity
model and source location. Synthetic tests alsovdhat additive Gaussian noise does
not pose difficulties for recovering reliable eslites of the moment tensor. Moment

~14 ~



tensor inversion of field data indicates the exisge of both double-couple and non-
double-couple components in the source. The sudkees, derived by the inversion, for
all test events agree well with the fracture azhmdetermined from multiple event
location.

Potential errors in source parameter estimatesgofiyncome from the inaccuracies
in source locations and velocity models. Future kmorcludes investigating possible
effects of errors in source locations and veloaitydels. This full-waveform approach
has the potential to improve the source propestigdy of microseismic events monitored

using borehole sensors even in a single well.
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Figure 1. One-dimensional P- and S-wave velocitgehderived from field study.

Figure 2. (a) A model for tensile earthquake. Theltfis vertical in the N-S direction
(strike value = 0). The slip lies in the horizonpéne. Slip azimutle changes from 0 to
180 degrees. (b) The configuration of numericaleexpent in the upper-hemisphere
equal-area projection. The microseismic sourcegléabas plus sign, lies in the center of
the circle, with 8 monitoring wells, B1 to B8, spding from the North direction to the

North-West direction. The azimuthal difference betw two adjacent wells is %5

Figure 3. The double-couple and non-double-couplaponents of the moment tensor
for the tensile earthquake model, described inreidgi The percentages of DC (dotted
line), CLVD (dashed line), and I1SO (isotropic) (goline) components are shown as a

function of the slip azimuth.

Figure 4. The errors in the inverted source parareetSO percentage, DC percentage,
seismic moment and strike, as a function of the ahimutha under different azimuthal
coverage: (a) eight boreholes, (b) two boreholesnaazimuth of 0 and 45 degrees, (c)
one borehole at an azimuth of O degree, (d) onehabe at an azimuth of 45 degrees.
The errors are calculated as the difference betweerexact values and the calculated
values derived from the inverted complete momensde The inversion is performed

using the exact velocity model and the accuratecgdocation.
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Figure 5. Synthetic example: vertical componerinfit with 10% Gaussian noise added
to synthetic seismograms shown in red. The fittath dderived from moment tensor

inversion is plotted in blue.

Figure 6. Comparison of the true and estimatedrseisloment based on a Monte Carlo

simulation with 10% additive Gaussian noise.

Figure 7. Comparison of the true and estimatelestsased on a Monte Carlo simulation
with 10% additive Gaussian noise, (a) a pure DGanuand (b) a mixed source (60%

DC component + 40% ISO component).

Figure 8. Comparison of the true and estimatedapat percentage based on a Monte

Carlo simulation with 10% additive Gaussian noise.

Figure 9. Horizontal plane view of microseismic mvéocations. Seven selected test

events are shown in green.

Figure 10. Comparison between the synthetics arsérobd data for test event 1: a)

North component, b) East component.

Figure 11. S-wave displacement spectrum of teshtete The observed spectrum is

shown in blue, and the model fitted result is @dtin red.
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Figure 1. One-dimensional P- and S-wave velocitgehderived from field study.
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b)

Figure 2. (a) A model for tensile earthquake. Theltfis vertical in the N-S direction
(strike value = 0). The slip lies in the horizonpéne. Slip azimutle changes from 0 to
180 degrees. (b) The configuration of numericaleexpent in the upper-hemisphere
equal-area projection. The microseismic sourcegléabas plus sign, lies in the center of
the circle, with 8 monitoring wells, B1 to B8, spdeng from the North direction to the

North-West direction. The azimuthal difference betw two adjacent wells is %5
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Figure 3. The double-couple and non-double-couplaponents of the moment tensor
for the tensile earthquake model, described inreidgi The percentages of DC (dotted
line), CLVD (dashed line), and ISO (isotropic) (goline) components are shown as a

function of the slip azimuth.

~ 23~



x 10 x10° x10° x 10

&

1SO error (%)
O L, N W AN
DC error (%)
AN o N
Seismic moment error (%)
© & A N o
Strike error (%)
N PO RPN

0 100 200 0 100 200 0 100 200 0 100 20
a(®) a( a(® a(®
x10° X 10° (10

[
[

o
~

1SO error (%)
o [
DC error (%)
& o a
Seismic moment error (%)
N [
Strike error (%)
. S
- &) o

0 100 200 0 100 200 0 100 200 100 20
a(®) a( a( a(®
X 10° x10° x 10°

o

Seismic moment error (%)
.
a1 o
Strike error (%)
S o o
w N [ o

o
ISO error (%) ~
o = N w
i |
DC error (%)
A N o

-10
0 100 200 0 100 200 0 100 200 %% 100 20C
a® a® a(®) a(®
-3 -3
d) x 10 0.02 _ x 10 o™ i
5 : £ 0
- g ~-1
§ o S o @ 52
] g §-10 2
3 3 -0.01 g 5 -3
£ -15
-5 -0.02 § -4
0 100 200 o 100 200 ¢ 100 200 0 100  20C
a(® a(® a® a®)

Figure 4. The errors in the inverted source parareetSO percentage, DC percentage,
seismic moment and strike, as a function of the ahimutha under different azimuthal
coverage: (a) eight boreholes, (b) two boreholesnaazimuth of 0 and 45 degrees, (c)
one borehole at an azimuth of O degree, (d) onehabe at an azimuth of 45 degrees.
The errors are calculated as the difference betweerexact values and the calculated
values derived from the inverted complete momensde The inversion is performed

using the exact velocity model and the accuratecedocation.
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Figure 5. Synthetic example: vertical componerinfit with 10% Gaussian noise added
to synthetic seismograms shown in red. The fittath derived from moment tensor

inversion is plotted in blue.
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Figure 6. Comparison of the true and estimatedrseisloment based on a Monte Carlo

simulation with 10% additive Gaussian noise.
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Figure 7. Comparison of the true and estimatelestsased on a Monte Carlo simulation

with 10% additive Gaussian noise, (a) a pure DGanuand (b) a mixed source (60%

DC component + 40% ISO component).

~27 ~



10C

Estimated isotropic percentage
N
Q

2% 20 40 60 80 100

True isotropic percentage (%)

Figure 8. Comparison of the true and estimatedapat percentage based on a Monte

Carlo simulation with 10% additive Gaussian noise.
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Figure 9. Horizontal plane view of microseismic mvdocations. Seven selected test

events are shown in green.
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Figure 10. Comparison between the synthetics arsgrobd data for test event 1: a)

North component, b) East component.
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Figure 11. S-wave displacement spectrum of teshtete The observed spectrum is

shown in blue, and the model fitted result is @adtin red.
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Table 1. Results of source parameter determinations

Event M, M,  Strike b Ao ISO percentage

16N-m Degrees Hz m Kpa %
1 6.1 -287 102 12 481 .21 15 -26
2 21 -3.17 80 207 561 .018 29
3 81 -279 73 196 547 .11 29 31
4 45 -2.29 139 39 564 .01 178 30
5 53 -291 75 197 714 .8 0 43 11
6 75 -281 95 211 736 .8 0 66 -10
7 44 -296 82 203 744 .8 0 40 -4

Note: strike is defined as East of North
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