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Abstract

Microreactors have been demonstrated to provide many advantages over conventional process
technologies for the synthesis of chemical compounds and kinetic studies at the laboratory scale. High heat
and mass transfer rates, rapid mixing, and higher selectivities and conversions can be achieved in these
microdevices thanks to the small characteristic dimensions, enabling the synthesis of compounds that cannot
be synthesized in conventional reactors. In the past years, efforts have been directed towards the application
of microreactor technology for production purposes, especially in the pharmaceutical and fine chemicals
industry. The challenge is how to get benefit of the transport rates inherent to microreactors while increasing
the throughput for production applications. Two approaches to increase production rate are possible: a) scale-
out by parallelization of units; b) scak-up by increase in channel size and flow rates. Scale-out would require
thousands of units to achieve kg/min of production rates and development of very expensive and complex
control systems to ensure identical operating conditions in each unit for a perfect and predictable overall
reactor performance. On the other hand, scale-up by increase in channel size risks losing mass and heat
transfer performance. The Advanced-Flow Reactor (AFR) manufactured by Corning Inc. combines both
approaches being able to yield production rates of 10 - 300 g/min per module. If the AFR is demonstrated to
perform efficiently and to be easily scalable, it may become an alternative for process intensification and
transition from batch to continuous in the pharmaceutical and fine chemicals industry. Additional advantages
include shorter process development times thanks to the scalability of the reactor modules, higher selectivities
and yields, greener production processes, and possibility of introducing new chemistries. In this context,
fundamental understanding of the hydrodynamics for multiphase systems is essential and critical for process
development and scale-up purposes. The objective of this thesis is to study both experimentally and through
computational fluid dynamic simulations the hydrodynamic characteristics of the AFR to demonstrate the
capabilities of this technology using non-reactive (hexane/water) and reactive systems (carbon dioxide/water,
ozone/alkene) at ambient conditions.
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1 Introduction, motivation, and objectives

1.1 Microreactor technology

Microreactors are "small, continuous flow reactors" with channel dimensions on the order of microns

which have been demonstrated to provide many advantages over conventional process technologies for the

synthesis of chemical compounds. Some of these include: high transport rates, rapid mixing, and high

selectivities and conversions, enabling the synthesis of compounds that cannot be synthesized in conventional

reactors. The small characteristic dimensions of microchannels increase the gradients for momentum,

concentration, and temperature, thus increasing the driving forces or diffusional flux for heat and mass

transport. In addition, the surface area to volume ratio also increases at small channel sizes, increasing the

total area available for mass and heat transfer. These two factors also result in shorter response times leading

to simpler process control. 1 The use of microreactors in the laboratory scale for process development is an

environmentally friendly alternative since small amounts of reagent are used and small waste volumes are

generated. Futhermore, the higher selectivities and yields achieved in addition to better transport rates allow

more efficient processes in comparison to conventional reactors.

An additional feature of microreactors is their modular design, which allows to increase the throughput

by direct parallelization of units, and the possibility of incorporating a series of microreactors with separation

steps allowing a multistep synthesis. Examples include the work by Sahoo et al (Figure 1.1)2, Liu X. et al for

the synthesis of amides from alcohols and amines (Figure 1.2) 3, and Li W. et al in a multistep microfluidic

polymerization reactions in droplets (Figure 1.3) 4, among others 5.

Microreactor devices allow the specification of different reaction conditions at different locations,

enabling a single device to have different heating zones. In addition, in-line continuous separation devices

enable removal of unreacted reagents and by-products, making it possible to realize a series of reactions and

separations without leaving the microreactor environment. 2,9
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Figure 1.1: Multistep continuous-flow microchemical synthesis involving multiple reactions and
separations. Schematics for carbarnate synthesis: reaction steps are conducted in microreactors pR1,

R2, pR3, and separation steps in microseparators pS1, pS2. 2
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Figure 1.2: Diagram of the experimental setup for multistep synthesis of amides from alcohols and
amines: packed bed microreactor, gas-liquid membrane separator, spiral-channnel microreactor. 3

Figure 1.3: Example of multistep microfluidic polymerization reactions in droplets. (left) Schematic
of microfluidic reactor composed by mixing zone, droplet generation, and polymerization by UV-
irradiation; (right) fluorescence microscopy images of the mixture of monomers (a) in the mixing zone
and (b) in the central channel of the droplet generator; (c) microfluidic emulsification of PU-
pre/TPGDA in aqueous phase; (d) droplets collected at outlet of the microfluidic reactor without
exposure to UV-irradiation. 4
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Mixing in microreactors occurs without the need of mechanical agitation or external forces, and that is

called "passive micromixing", which is essentially determined by the channel geometry: lamination (Y-

channel), flow focusing (T-junction), converging and diverging flows (micromixers with posts, packed beds).

In inmiscible gas-liquid and liquid-liquid slug flows, mixing occurs within each droplet due to interior

circulations, as shown in Figure 1.4 - b, c), and each droplet behaves as a single batch reactor. Active

micromixing can also be achieved by applying periodic flow switching, acoustic streaming, ultrasonic waves,

or electrokinetic/electrowetting induction, among others. 5

Figure 1.4 Passive mixing techniques applied in mnicrofluidic systems: a) lamination by Y-type
geometry and flow focusing 6; b) recirculation streamlines in gas-liquid segmented flow 7; C)
encapsulated mixing in dispersed liquid Slugs 8

In addition to the already reported advantages offered by microreactors, it is important to emphasize

on the advantage of operating continuously in contrast to the traditional batch mode, in which most

pharmaceutical and fine chemicals industries usually operate, reducing the operation time by eliminating the

load and cleaning times required in batch. It has been reported in many scientific publications that reaction

times can be reduced when substituting laboratory batch reactors by continuous mictoreactor technology, ie.

in Aldol reactions, from hours to minutes. a Many safety issues related to the accumulation of unstable

intermediates in batch can be overcome by operating in continuous mode, where the required reaction

volumes are smaller. Based on the study of several synthesis processes by Roberge, 50% of the reactions

would benefit from a continuous process, most of which would prefer a microreactor device. Although it is

clear that microreactors provide significant benefits against conventional batch reactors, especially for
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homogeneous, gas-liquid and liquid-liquid systems, handling solids is still a challenge that limits the

applicability of microreactors to heterogeneous systems involving solids. 11

1.2 Multiphase flow in microreactors

Multiphase flows are created "when two or more partially or totally immiscible fluids are brought into

contact". 12 Multiphase reactive systems are very frequent in the pharmaceutical and fine chemicals industry.

Examples include hydrogenations, nitrations, oxidations, fluorinations, hydrogenations, ozonolysis, and

carbonylations. Some reactive systems require the presence of more than a single phase because the different

reagents are found naturally in different phases. For example, in oxidation or ozonolysis reactions, oxygen

and ozone are transported from the gas phase to an organic liquid phase, where the reaction occurs. A second

group of multiphase reactions are those wherein the reaction occurs in a single phase, but the presence of a

second immiscible phase enhances the reaction performance by reducing the axial dispersion, minimizing side

reactions, driving the reaction to higher yields, enhancing mass and heat transport at the interfaces by

inducing recirculation, or isolating determined components in droplets from contact the reactor wall. 12 The

understanding of the hydrodynamics and mass transfer for different gas-liquid and liquid-liquid systems is

important for a comprehensive reactor design and optimization.

1.2.1 Gas-liquid

The understanding and knowledge of the gas-liquid flow patterns in the reactor are crucial for

engineering design purposes and evaluation of practical performance. Most of the studies of gas-liquid flow

have been performed in micro and milli straight channels. These studies have determined the transition lines

between flow regimes, void fraction, pressure drop, liquid film thickness, and internal mixing quality. 13, 14

Different flow patterns develop in channels depending on the different velocities of the gas and liquid phases

12, 14-16 (Table 1.1). The different flow regimes are generally represented in map flows in terms of the gas and

liquid superficial velocities (Figures 1.5 and 1.6) or in terms of fluid properties as coordinates. Several

experimental studies in microchannels have been reported to date 12, 14, 16-21. However, each flow map has
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been obtained under specific conditions, and factors such as temperature, cross-sectional shape of the

channel and surface roughness has not been studied yet. In addition, most of the experiments have been

developed for air/water systems. Therefore, transition lines in these diagrams depend on the fluid properties,

the material of the channel wall (wetting characteristics, roughness) and the hydraulic diameter and shape

(cross-section) of the channel. 12, 14 Thus, generalized correlations that account for fluid properties would be

very useful to predict reactor performance.

The hydrodynamic behavior in the AFR may be completely different than those observed in micro or

millichannels, due to the complex geometry in the form of a series of convergent/divergent sections and

larger operating flow rates (10-200 mL/min). In addition, it is expected that the hydrodynamics in the AFR

will be different for varying fluid properties and wetting characteristics. Unlike microchannels, where the flow

patterns are determined by the balance among interfacial, inertial (generally negligible due to the low

velocities), and viscous forces, in macrochannels gravitational forces may become significant. The effect of

gravity is also studied in the AFR for gas/liquid systems.
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Figure 1.5: Flow regime diagram for gas-liquid flow. Plane spanned by the liquid (jL) and gas (G)
superficial velocities. Characteristic regions for micro-heat exchangers, segmented-flow microreactors
for reactions in the liquid phase and gas-liquid reactions in microreactors are shaded. 12
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a) b) C) d)

e) g) h)

Figure 1.6: Representative photographs of flow patterns for gas-liquid flow in a microchannel of 1.09
mm hydraulic diameter and semi-triangular test section: a), b) bubbly; c), d) slug; e), f) churn; g) slug-
annular; i) annular; 17

Table 1.1: Flow regime classifications according to Coleman and Garimella 14

Flow Regime Flow Patterns Description

Stratified smooth
Stratified Parallel flow

Stratified wavy

Elongated bubble (plug) Discontinuities in the liquid and gas flow, with a
Intermittent Elog bubl thin liquid film coating the wall and surrounding

elongated gas bubbles

Annular Wavy annular Flowing gas core surrounded by the liquid phase
Annular coating the walls

Bubbly flow Bubbles smaller than the characteristic dimension of
Dispersed flow the channel and a continuous liquid phase

1.2.2 Liquid-liquid

Liquid-liquid systems are also numerous in the pharmaceutical industry. However, gas-liquid systems

have been more extensively studied than liquid-liquid systems. 22 In liquid-liquid flow, wetting properties of

both liquids and the reactor wall become important, the viscosity of both liquid phases need to be considered

(as compared to the gas-phase where viscosity is treated as negligible versus the liquid viscosity), and both

liquids are incompressible. 12 The transition lines between flow regimes in microchannels for liquid-liquid

systems (isolated drops, pearls necklaces, stratified flow, and pears) have been measured (Figure 1.7). It has

been reported that wetting properties of the microchannel walls, particularly at low continuous phase

velocities, in addition to the inlet geometry, affect flow regimes. The preferred flow pattern is normally

isolated regular-sized drops, which requires high velocities of the carrier fluid and low superficial velocities of

the dispersed phase. This regime can be extended towards lower continuous phase velocity if the

microchannel walls are preferentially wetted by the continuous phase or if the interfacial tension is reduced by
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surfactants. Similarly to the liquid phase in gas-liquid systems, axial dispersion in the discontinuous phase is

reduced and there is no contact with the walls, which makes the droplet regime suitable for nanoparticle

synthesis or crystallization applications 12. But again, this data has been obtained for specific substances, and

generalized maps still need to be obtained. In addition, the AFR has a different design than straight channels

and these results cannot be extrapolated directly.

00 SegmntedI ' Stratifiedl
0.1 r soa ddrp parmlt. flow

* --Guillot et a.(2005). 100x00um2

T.e* aet e. (2004). 150x00una
0.01- Oreyfus et al. (2003), 200x20um'

0A£ . A Chan et al. (2005). 200x00u?
.Pfso Song et at.(2003), 4x2Rurn

0 * Zheng t e. (2003),150100umW

0.0001 -...- -..

0.0001 0.001 0.01 0.1 1 10

Disperse Phase j I M

Figure 1.7: Regime diagram for liquid-liquid flows in microfabricated systems. Transition lines and
operating conditions for different literature data. 12

1.3 Challenges in scale-up and scale-out

There are two concepts that need to be distinguished in the context of scaling in microreactors. One is

the conventional "scaling up", or increase in reactor size and flow rate. A second concept is the "numbering

up" or "scaling out", which consists of the assembly of a large number of microchannels in parallel in order

to operate with macroscopic flow rates while maintaining the performance offered locally by small

characteristic dimensions 23 24. The problems associated with conventional scale-up procedures could be

overcome through microreactor scale-out or numbering-up by parallelization of microreactor units to achieve

the required production level. This enables the possibility of optimization of a single unit and further

expansion to higher production levels by just numbering-up. Ideally, the performance of the global reactor

operating at identical conditions would be the same as in the single optimized microreactor, provided that the
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flow distribution is uniform and the heat management is equal in all the units that compose the overall scaled

out device. The microchannel network should be designed properly to avoid flow maldistribution and

maintain the performance of the individual microreactors 24-26. In this regard, different designs of flow

splitters have been studied to guarantee uniform flow distribution 27. The advantage of scaling-out is that the

production level can be adjusted in terms of supply and demand without the necessity of applying the

traditional tedious procedure of scaling-up, which requires redesign and validation of the reaction

methodology.28

Although the current application of microreactors is on process development and industrial research,

its potential application to production levels has acquired an increasing interest in the industrial sector,

especially for the manufacture of high value products, such as pharmaceuticals and specialty chemicals. The

challenge in scaling microreactors is how to use the increased transport rates inherent to microreactor

technology while increasing the throughput for production applications. Scale-out by direct parallelization of

units is not feasible for target production rates on the order of kg/min. The reason is that this approach

requires thousands of units and development of very expensive and complex control systems to guarantee

identical operating conditions in each one of the units for a perfect and predictable overall reactor

performance. In order to overcome this limitation, a compromise between the "scale up" and "scale out"

approaches must be achieved. Increasing the channel size helps increase the throughput and reduce the

number of units required for parallelization, but at the same time risks reducing the mass and heat transfer

performance. For this reason, it is necessary to investigate the effects of increasing the reactor size and flow

rates from the microscale to the milliscale, and study whether the mass and heat transfer performance of

microreactors is still kept in the milliscale.

Several companies have investigated microreactors for chemical production using different reactor

systems, such as those developed by Corning, Forschungzentrum Karlsruhe, Alfa Laval, Institut ffir

Mikrotechnik Mainz (IMM), Velocys, Lonza, and Ehrfeld BTS 29. They differ in the scale-up technique,

materials, dimensions, and geometries. Except for Corning, the other reactors are fabricated in metal and
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their designs are based on a heat exchange configuration, with multiple channels for the reaction mixture and

channels for the heating/cooling fluid. The Falling Film Microreactor developed by IMM works with liquid

films of a few tens of micrometer thickness and interfacial areas of up to 20,000 m2/m3 combined with an

effective heat exchange. 23

a) b) c)

d) e) f)

Figure 1.8: Different scale-up approaches using microreactor technology concepts: a) IMM (Institute
fur Mikrotechnik Mainz); b) Alfa Laval; c) Corning Advanced-Flow Reactor; d) Velocys; e)
Forschungzentrum Kalrsruhe; f) Lonza

Scaling of microreactors still needs to be addressed in more detail in microreactor technology. Very

frequently, publications refer to scaling-out microreactors but they do not provide any further details about

the work that has been done in this specific field. It has not been studied in detail yet and some of the

applications in larger scales have been developed by companies that do not provide sufficient information

due to confidentiality issues.

Within the context of scale-up, the motivation for using a reactor configuration such as the Advanced-

Flow Reactor (AFR) manufactured by Corning Inc. against other available options in the market, is its special

design for multiphase systems with a series of converging/diverging sections and the material of construction

(glass) that enables the experimental observation of the hydrodynamics. The AFR has minimum dimensions
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of 1 mm and handles flow rates from 10 to 200 mE/min, thus allowing the direct parallelization of a

reasonable number of units (tens) to achieve production rates of kg/min. Here, the challenge of achieving

flow uniformity across all parallelized units becomes a manageable problem.

The Corning Advanced-Flow glass reactor is an assembly of glass fluidic modules connected together

through appropriate piping and connectors and works with a liquid flow rate range from 10 to 200 mL/min.

Figure 1.9 includes two types of modules, heart shaped for mixing and straight channels to provide longer

residence times. The heart-shaped module has a special design to promote mixing of phases. Two shaped

posts interrupt the flow within each heart cell, inducing break up of bubbles at the entrance of the heart and

further coalescence at the outlet, therefore enhancing mass transfer. The modules are composed by three

layers: a reaction layer sandwiched by two layers for the cooling/heating fluid. Different hydrodynamic

regimes encountered can be achieved in the Corning system by varying the operating conditions 31. Glass is

chemically compatible with a wide spectrum of chemicals and solvents over a wide range of temperatures

(from - 60*C to 230'C) and pressures up to 18 barg (maximum pressure dependent on working temperature).

Reactions such as hydrogenations, nitrations and oxidations have been already tested successfully in Corning

reactors.

a) b)

Figure 1.9: Corning Generation 1 fluidic modules. a) Heart design for mixing, b) i-mixer coupled
with straight channel residence time.

Within the context of reactor scale up, Corning Inc. offers several options with different reactor

volumes, as shown in Figure 1.10, following the same heart design with series of convergent/divergent
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sections. The Low-Flow reactor (LFR) has an internal volume of 0.45 mL and height dimensions of 0.35 mm.

This design provides a tool for the development phase allowing kinetic studies with small amount of reagents

and waste (throughput of 0.1 - 0.6 kg/h). The larger versions of the Advanced-Flow Reactor Gen 1, Gen 2,

Gen 3, and Gen 4, have larger internal volumes (shown in Figure 1.10) and provide larger throughputs that

can go up to 120 kg/h in the Gen 3 or 300 kg/h in the Gen 4 reactor (see Figure 1.11).

e)

a)'xMVWV

Figure 1.10: Generations of Corning Advanced-Flow Reactors: a) Low-Flow reactor, 0.45 mL; b)
Gen 1, 8 - 11 mL; c) Gen 2, 21 - 25 mL; d) Gen 3, 55 - 65 mL; e) Gen 4, ceramic, 200 - 260 mL 32
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Figure 1.11: Corning Advanced-Flow Reactors throughput for Gen 1, Gen
module designs. 33

2, Gen 3, and Gen 4

Although the essence of the heart design is kept among the different generations, there are slight

differences which may affect the hydrodynamic characteristics of each reactor design. For instance, the LFR
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replaces the "two-post" design typical of the Gen 1 AFR, with a single triangle-shaped post that occupies

almost the entire zone within the two posts of the Gen 1. The Gen 4 AFR removes the second post in the

shape of a cylinder with respect to Gen 1 AFR. Another difference is the significant increase of the channel

size from the LFR (height is 0.35 mm) to the Gen 1 AFR (height is 1.1 mm). Finally, reactors Gen 2, Gen 3,

and Gen 4, use the scale out concept within each module to achieve higher throughputs by having two (Gen

2, Gen 4) or four (Gen 3) rows of hearts in parallel. This is an excellent approach to provide a compact

configuration for further scale out by modules.

1.4 Chemistry applications of microreactor technology

One of the most important steps in the definition of this thesis is the selection of relevant reactions for

the pharmaceutical industry that are suitable for application using microreactor technology. Roberge et al. 29

published a classification of reactions based on physico-chemical properties: reaction kinetics and phases

involved (gas, liquid or solid). The reactions according to kinetics were classified into three different types:

" Type A reactions: very fast reactions (<1 s) and controlled by the mixing process.

" Type B reactions: fast reactions (10 s - 20 min) and kinetically controlled.

" Type C reactions: slow reactions (> 20 min) and often operated in batch mode, as opposed to

semibatch.

The characteristic enhanced mass and heat transfer in microreactors make them particularly suitable to

carry out kinetically fast reactions that are otherwise slow due to the limitation caused by transport processes

(type A reactions) enabling higher yields than using conventional reactors. In kinetically controlled reactions

(type B reactions), microreactors enable higher yields through precise control of the residence time and heat

management. Finally, microreactors enable the safe performance of hazard reactions that involve large heat

accumulation in batch reactors (type C reactions), by the rapid heat transfer achieved in microreactors.
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The most frequent type of reactions is the heteroatom alkylation and arylation, particulary N- and

Ocontaining molecules. One reported example is the synthesis of sibenadet hydrochloride, a highly potent

drug for treatment of patients with chronic obstructive pulmonary disease 34. The O-C, S-C and N-C bonds

are formed by phase-transfer alkylation of an alcohol, free radical addition to an olefin and conjugate addition

of an amine to a vinyl sulfone, respectively. Of particular interest is the highly exothermic radical thiol

addition, which requires dilution with toluene for scale-up. This is therefore a clear example of potential

improvement that can be achieved through microreactor technology. The high surface to volume ratio and

enhanced heat transfer in microchannels can reduce the amount of solvent required to carry out the reaction,

as compared to the conventional reactors.

Oxidation reactions, either with oxygen or ozone, are normally avoided for safety reasons. Many

oxidizing agents are highly energetic compounds, giving rise to thermal hazards and low selectivities. 35 Of

particular interest is the ozonolysis reaction, with a great relevance in the pharmaceutical industry for the

manufacture of different drugs, such as ceftibuten (3G cephalosporin antibiotic), cefaclor (2G cephalosporin

antibiotic), artemisinin (antimalarial stable peroxide), and oxandrolone (anabolic steroid). More examples can

be found in the review by Van Ornum et al. 36 However, ozonolysis is a reaction that requires extreme heat

management conditions (temperatures of -78 *C) and suffers from mass transfer limitations, with

accumulation of highly energetic intermediates which can lead to explosions in conventional reactors. For

these reasons, this type of oxidation reaction can benefit from the advantages of high transport rates of

microreactors and reduction of accumulation of intermediates in continuous flow. Whether the mass

transport rates in the Advanced-Flow reactor are sufficient to perform the ozonolysis reaction efficiently still

remains unknown.
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1.5 Scope of this work

In every scale-up process it is essential to know the hydrodynamic characteristics of each reactor unit

for the fluid system in addition to the intrinsic kinetics of the reaction of interest. This includes pressure drop,

residence time distribution, and mass and heat transfer coefficients. This thesis is focused on the study of the

hydrodynamics of the AFR for two-phase systems under constant ambient temperature conditions. Heat

transfer studies are beyond the scope of this work. The hydrodynamics are determined both experimentally

and computationally.

Experiments can be tedious, expensive and generate large amounts of waste. In addition, experiments

do not reveal enough information of the local behavior of the reactor, since it is impossible to have access to

measure concentrations, velocities, and temperatures at each point along the reactor. Simulations can be used

for optimization of operating conditions, selection of fluid properties, and provide insight in the

interpretation of experimental data. Furthermore, the costs of fabrication of new reactors with the purpose of

studying them experimentally can be reduced if computational fluid dynamic (CFD) simulations are first used

to screen different reactor designs. Thus, the development of a computational tool capable of predicting flow

characteristics in a reactor for any fluid system can save time and costs. Here the open source software

OpenFOAM is used to study the hydrodynamics of the AFR through CFD simulations. One of the main

challenges in simulating two-phase flow in channels of small characteristic dimensions is that surface tension

effects are important. Many dynamic events in the reactor happen simultaneously, such as droplet

detachment, deformation, break-up, and coalescence, and a simulation method that can predict these

phenomena is required. The volume-of-fluid method (VOF) has become a frequent choice in Eulerian

models to track interfaces when these topology changes are present. After validating the simulation method

for simple geometries, such as rising bubbles in quiescent liquids and T-junctions, the flow is simulated

through the AFR and CFD results are compared with the experimental results obtained from flow

visualization techniques. In addition, after modification of the standard interFoam solver to account for mass
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transfer and reaction, CFD simulations to predict overall mass transfer coefficients for different fluid systems

are performed.

The final step is to demonstrate experimentally the scale-up of multiphase reactions from a

microreactor to the AFR. The exothermicity of the ozonolysis reaction, and its mass transfer limited nature,

make it the perfect model to be studied in the micro and the milli scales. Comparison with ozonolysis

performed in different reactors at different scales is also included.

1.6 Specific objectives

The main objective of this thesis is to study the scale-up process of multiphase continuous flow

chemistries from micro scales to milli scales by means of microreactor technology and Advanced-Flow

Reactors provided by Corning Inc. More specifically,

* Understand single-phase and two-phase hydrodynamics in the AFR using experimental methods.

* Develop a computational tool that is able to predict single-phase and two-phase flows and,

ultimately, mass transfer coefficients in the AFR, after validation with experiments.

* Understand the motivation for the specific reactor design and study design variations and effect of

fluid properties on two-phase hydrodynamics and mass transfer coefficients.

* Apply the knowledge acquired in the characterization of hydrodynamics of the AFR to study

experimentally the scale-up procedure from a microreactor to the AFR using ozonolysis as the model

reaction.

1.7 Thesis outline

The thesis is structured in 8 Chapters, the first one devoted to introduce the thesis topic, motivation

and objectives, and the content of following Chapters is summarized here:
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* Chapters 2 and 3 include a complete analysis of the results from visualization techniques applied to

study flow patterns for gas-liquid (Chapter 2) and liquid-liquid (Chapter 3) systems in AFR and their

variation with operating conditions. Bubble/drop size distributions, specific interfacial areas,

dispersed phase holdup, and mass transfer coefficients are studied. Correlations to estimate pressure

drop are developed based on the Lockhart-Martinelli approach 37, . Comparison of mass transfer

performance of AFR with other conventional multiphase contactors is performed.

* Chapter 4 focuses on residence time distribution (RTD) measurement in the AFR for different flow

rates. Different models (tanks in series, dispersion, and two-zone models) are developed and

assessment against experimental data is performed.

* Chapter 5 includes computational fluid dynamic (CFD) simulations using OpenFOAM (open source

software) for single-phase flow in the AFR. CFD results are compared with experimental

measurements of pressure drop and residence time distributions for different flow rates. The

influence of reactor design in pressure drop, velocity profiles, streamlines, stagnant zones, and

residence time distributions is also studied.

* Chapter 6 includes the results of applying the Volume-of-Fluid (VOF) method to predict flow

patterns of two-phase flow. Challenges encountered in modeling multiphase flow at small scales are

presented with test cases, such as rising bubbles in stagnant liquids or flow through T-junctions in

microchannels. The results are compared with available data in the literature and the CFD tool

applied to model hexane/water and carbon dioxide/water flows in the AFR.

* Chapter 7 focuses on modeling mass transfer across interfaces between immiscible phases. The

interFoam solver is extended to include mass transfer and reaction terms in the VOF formulation

based on the approaches followed by Marschall 39 and Haroun 41 Validation with simple test cases

and application to AFR is performed. The CFD tool is applied to the AFR to study the influence of
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fluid properties and reactor design on two-phase flow patterns, bubble/drop size distributions,

specific interfacial areas, holdup, pressure drop, and mass transfer coefficients.

* Chapter 8 includes experimental results that demonstrate the scale-up using a multichannel

microreactor, LFR, and AFR using ozonolysis as the model reaction.

* Chapter 9 includes a summary of the work done, conclusions, recommendations, and future work to

follow in this investigation.
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2 Experimental study of gas - liquid hydrodynamics in the Advanced-Flow

Reactor

2.1 Abstract

Hydrodynamics and mass transfer of gas-liquid flow are explored under ambient conditions in an

Advanced-Flow Reactor (AFR) using carbon dioxide/water as the model system. Phase flow rates range from

5.6 to 103 mL/min and 10 - 80 mL/min for carbon dioxide and water, respectively. Bubble size distribution,

gas holdup (e&), specific interfacial area (a), pressure drop (AP), and mass transfer coefficients (k14) are

determined from flow visualization experiments and compared with conventional gas-liquid contactors.

Average bubble sizes (dB) of 0.9 - 3.8 mm, gas holdup of 0.04 -0.68, specific interfacial areas of 160 - 1,300

m2/m3, and overall mass transfer coefficients of 0.2 - 3 s-1 are obtained for the vertical orientation of the

AFR and are seen to vary with the inlet flow rates. Although the effect of gravity is present for this system at

the lowest flow rates, it is concluded that no significant effect on the hydrodynamic properties exists. The

measured pressure drop for vertical orientation (3.6 - 53.4 kPa) is used to estimate power consumption, a

metric that serves to compare the mass transfer efficiency among different gas-liquid contactors. A power law

relationship was obtained for overall mass transfer coefficients in terms of power input and gas holdup, given

by k1a = 0.101P,O4ee&O6. Measured interfacial areas and mass transfer coefficients in the AFR are one order

of magnitude larger than bubble columns (50 - 600 m2/m3; 0.005 - 0.24 s-1) and spray columns (75 - 170

m2/m3; 0.015 - 0.022 s-1), but one order of magnitude smaller than gas-liquid microchannels (3,400 - 9,000

m2/m3; 0.3 - 21 s-1) or falling film reactors (20,000 m2/m3). However, the AFR is the most efficient contactor

providing high throughputs with the smallest power consumption.

2.2 Introduction

Microreaction technology1',2 has been demonstrated to be a useful concept for the chemical synthesis at

laboratory scale, pilot scale3 and also at commercial scale manufacturing. A large number of review papers

and applications of engineering principles for the analysis of reactions/processes indicate the potential of this
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concept as a future chemical processing technology. 4-7 Over the last two decades, microreactors have been

shown to be useful for synthesis of chemicals (viz. natural products, API, perfumery chemicals, dyes,

polymers and polymer composites, radiopharmaceutical drugs, etc.) and nanomaterials. However, very few

reaction systems have been extended for large scale manufacturing. 3,8-10 One of the reasons for the paucity

of such examples is the non-availability of a device that can be reliably used for large scale synthesis while

maintaining most of the advantages that a typical microreactor offers, such as high heat and mass transfer

coefficients.

A few options for pilot and large scale continuous flow production of chemicals that are available

include: Alfa Laval Plate Reactor or Open Plate Reactor 11 , FZK (Forschungszentrum Karlsruhe) reactors 12,

Hitachi reactors'0, microreactors by Lonza", MIPROWA® systems by Ehrfeld-BTS, Cylindrical Falling film

microreactor by IMM14 and Advanced Flow Reactor® of Corning Ltd 8. For individual devices some

information on the applicability for specific reactions is quoted, but general guidelines are typically missing

for use in new reactions. One of the challenges is the absence of any information on the expected values of

hydrodynamic parameters for specific operating conditions. Although there are studies on the hydrodynamics

in channels at the millimeter scale, none of them accounts for the complex geometry characteristic of the

AFR and results may not be directly extrapolated to this reactor. Thus, it is necessary to explore and quantify

its hydrodynamic features to provide the understanding needed for the selection of flow configuration and

correct operating parameters.

The Experimental section provides details of the experimental set-up, measurement devices used and

experimental procedure. The section on Results and Discussion includes the analysis of hydrodynamic

parameters measured for two orientations of the AFR and comparison with other gas-liquid contactors.

Finally, the important observations useful in identifying operating conditions yielding a desired range of

hydrodynamic parameters are summarized.
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2.3 Experimental

A schematic of the experimental setup is shown in Figure 2.1. Carbon dioxide and water (Millipore

Academic) are the two fluids of the model system to study the hydrodynamics properties of gas-liquid flow in

the AFR (fluid properties are shown in Table 2.1). Water is pumped at constant flow rate using an ISCO

syringe pump. Gas is supplied from a cylinder and the gas flow rate i controlled using a pre calibrated mass

flow controller. Experiments are carried out at room temperature (- 22 'C) at different gas (5.6 - 103

mL/min) and liquid flow rates (10 -80 mL/min). The outlet is kept open to atmospheric pressure.

Table 2.1: Fluid properties of water and carbon dioxide at 25 C. 15

Water 998.2 1.0 10-3 0.072
Carbon dioxide 1.8 1.5 107-52

A typical AFR mixing module consists of four structured glass surfaces confined to yield a reaction

zone sandwiched by two layers devoted for the flow of heating/cooling fluid (Figure 2.2 a). The heat transfer

area available per unit volume of reacting fluid is (788.5 nr1) and the volume of the reaction zone is 8.7 ml.

The heat transfer zones have one inlet and one outlet, and a network of obstacles in the flow space to achieve

uniform flow distribution. The reaction zone has two inlets and a single outlet, and it is made of several heart-

shaped cells connected in series (Figure 2.2 b). A detail of the cell and typical dimensions is shown in Figure

2.2 c). The arrangement of multiple modules (either heart-shaped or with straight channels) according to the

requirements of the reaction of interest, yields a configuration such as that shown in Figure 2.2 d). Moreover,

this configuration can be scaled-out by parallelization in order to achieve larger production rates to satisfy the

demand.

46



Pump

Light source

Most now
controlter

co,

\ Phantom
hghSpeed

Figure 2.1: Schematic of experimental set-up for gas-liquid visualization experiments. Liquid flow is
introduced through ISCO pump to the Advanced-Flow Reactor and carbon dioxide from gas cylinder
using a mass flow controller. Light source and high speed camera for flow visualization experiments.
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Figure 2.2: Details of the structure of the Advanced-Flow Reactor (AFR) Gen 1: a) front view of the
AFR mixing module; b) detail of a heart-shaped cell; c) lateral cross-section of a single AFR module
showing reaction and heat transfer zones; d) typical AFR system with multiple connected plates.
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The following sections summarize details of the measurement devices used for these studies.

* Pressure drop: pressure drops were measured using a pressure gauge installed on the tube carrying the

liquid from the pump to the AFR just before entering the reactor.

" Flow visualization by high speed imaging: measurement of bubble sizes, gas holdup, and effective

interfacial area was performed with a Phantom v7.1 high speed camera (maximum resolution

800x600 pixels at speeds up to 4,800 fps). The acquisition rate was varied in the range of 200

- 4,000 fps. In all cases, the visibility of the object was enhanced using back illumination

with suitable light diffuser.

One frame of each movie recorded at steady-state was analyzed using the software ImageJ 16 for the

measurement of bubble size distribution. The bubble size (di) and number of bubbles (N) were

measured in every heart cell along the entire AFR for each combination of water and carbon dioxide

flow rates. The so-obtained data was further used to estimate the specific interfacial area (a) and gas

holdup (e,). The gas holdup was used to estimate the slip velocity (v,) between phases, and mass

transfer coefficients (kL) were calculated theoretically using the surface renewal theory of Danckwerts

17. Overall mass transfer coefficients (kLa) were then obtained from the specific surface area and

theoretically estimated kL.

" Experimental measurment of overall mass transfer coeffident gas-liquid mass transfer coefficients

were determined by measuring the concentration of carbon dioxide absorbed into MilliQ

water for different gas and liquid flow rates. The amount of carbon dioxide was measured at

the outlet of the AFR after collection in a beaker by titration. For each 2 ml sampled water, 2

ml of 0.5 M NaOH were added. Each mole of dissolved carbon dioxide in water reacts with

two moles of NaOH to yield Na2CO 3 . From titration with 0.1 N HC the amount of non-

reacted NaOH is determined and thus, the original amount of carbon dioxide dissolved in
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water is back-calculated. Titration of three blank samples of MilhiQ water were also

performed to correct for the possible amount of carbon dioxide dissolved in water naturally.

2.4 Results and discussion

2.4.1 Flow regimes

In microchannels, flow maps of different flow regimes are presented based on the Reynolds numbers

and superficial velocities of each phase. Experiments are normally performed for straight channels with

constant cross-sectional area. Thus, the definition of dimensionless numbers for these systems is

straightforward. However, the non-constant width dimensions in the AFR makes difficult to define a single

Reynolds number and superficial velocity for each phase. As reference, here the definition of superficial

velocities and dimensionless numbers is based at the inlet of the heart cell (w = 1 mm, h = 1.1 mm). The

Reynolds number is calculated as given by eq 2.1:

Re = VDhP (2-1)

The Reynolds numbers for the individual liquid and gas phases at the largest flow rates calculated at the

inlet of the heart cell are 170 - 1,330 and 12 - 210, respectively. Using average fluid properties (density and

viscosities) and the total superficial velocities of the two phases, the range for the two-phase Reynolds

number is 260 - 3,000. While the flow patterns in microchannels are very well defined and characterized with

a laminar regime, the two-phase flow in the AFR can change from laminar to turbulent.

Similarly, the Weber and Capillary numbers are calculated using eq 2.2 and eq 2.3 to estimate the

relative importance of inertial-versus-interfacial stresses and viscous-versus-interfacial stresses, respectively.

The Weber numbers for the gas phase are on the order of 104 to 10-2 from the lowest to the highest gas flow

rates, and the Capillary number on the order of 103 to 10-2, respectively. Thus, capillary forces are relevant at
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the operating conditions tested, and inertial and viscous forces become more relevant at the highest flow

rates.

We = V2 dB (2.2)

Ca= pV/a (2.3)

The relative importance of forces in the AFR is different from nicrochannels, where bubble formation

is highly influenced by surface tension and inertial effects are negligible. However, the AFR operates with

flow rates on the order of 10 - 100 mL/rnin and inertial effects become important. In addition, the cross

section in the AFR is not constant as it usually is in microchannels. Thus, different velocities are encountered

along the flow path and the capillary number is reduced in specific locations leading to breakup of bubbles.

A typical image of the two-phase flow for carbon dioxide/water is presented in Figure 2.3. The fluid

enters the heart-shaped cell through a narrow channel and impacts a first curved post which splits the flow

into two streams, each one travelling close to the walls leaving a zone of low velocity between the two

obstacles. After reaching a second cylindrical post, the two streams merge into a single stream, which enters

the next heart cell. This design provides a convergent-divergent configuration that causes continuous splitting

and merging of the flow enhancing the mass transfer along the reactor. This results in a decrease in bubble

size and number of bubbles from the inlet towards the outlet of the reactor due to the absorption of carbon

dioxide into water. Different average bubble size and size distributions are obtained depending on the inlet

flow rates. This contrasts with the narrow bubble size distributions obtained in microchannels, and the broad

size distributions obtained in stirred vessels.

From the visualization experiments it is observed that the two-phase flow in the AFR is characterized

by a sequence of dynamic events: detachment, elongation, deformation, breakup, and coalescence of bubbles

as they travel through the continuous phase. These dynamic events are influenced by the confined geometry,

small dimensions, and presence of obstacles that disturb the flow. This is different from stirred vessels, where

distances are so large that wall effects are negligible. In stirred reactors the bubble size distribution depends
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on the agitation speed, the design and type of impeller, and the physical properties of the fluids. The flow

patterns in microchannels are also affected by the operating conditions, fluid properties, and other fixed

factors (channel dimensions, device geometry), but all variables related to agitation are absent. Thus,

dispersion characteristics are device dependent and an independent study of the effect of different variables in

the AFR is needed.

Figure 2.3: Gas-liquid flow in the Advanced-Flow Reactor for vertical orientation at QL 80
mL/min and QG = 106 mL/min. (Images at other combinations of flow rates for horizontal and
vertical orientations are given in Figures A.1.1 and A.1.2 of the Appendix)

The AFR module is normally kept in vertical position so that the heat transfer fluid flows upward

without leaving air-pockets in its way. Gravity effects may be significant in two-phase flow within the reaction

zone for very different fluid densities as it may occur in the water/carbon dioxide system. Indeed, the

calculated Froude number using eq 4 for total flow rates between 10 mL/min and 180 mL/min ranged from

0.48 to 8.7. Thus, the influence of gravity on the flow patterns and derived variables may not be negligible at
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least at the lowest flow rates. In order to quantify this effect the hydrodynamic features of the AFR for both

orientations are studied here.

Fr = V (2.4)

2.4.2 Vertical orientation

2.4.2.1 Bubble size distribution

Bubble size distributions and number-average bubble sizes are measured from the images obtained in

the visualization experiments. The individual bubble size dB, is measured using ImageJ 8 software by drawing

the bubble perimeter and calculating the equivalent diameter of a circle having the same area as the bubble as

seen from above. It is observed for all flow rates that only one bubble exists along the height of the reactor,

so the image analysis of bubble size from the top of the reactor gives a good approximation of di. For further

calculations of gas holdup, the bubble volume is calculated as a sphere for bubble diameters smaller than the

reaction layer height, whereas the remaining bubble volumes are calculated from the measured area and

channel height.

The number-average bubble size (dB) is calculated from the individual bubble sizes over the entire

AFR module for each experiment. Its dependence with gas and liquid flow rates is shown in Figure 2.4. At

constant gas flow rate (QG), the bubble size decreases continuously with increasing liquid flow rate (QL). This

observation is explained from the early detachment of bubbles at the inlet orifice for co-current flow, which

depends on the high shear produced by the continuous phase flowing on the outer section. 17 It is also

observed that right at the detachment point, increasing the gas flow rate for a constant liquid flow rate

generates smaller bubble sizes. However, at the highest gas flow rates, the numerous and small bubbles

generated right at the inlet coalesce resulting in larger effective bubble sizes at the detachment point.

Coalescence dominates over breakup and, overall, gas holdup and bubble size increases with increasing gas

flow rate for a constant water flow rate.
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Figure 2.4: Variation in average bubble size with inlet gas flow rate in vertical orientation for
different water flow rates (mL/min): A, 10; e, 20; *, 30; M, 40; 0, 60; o, 80;

The bubble size distributions in vertical orientation for liquid flow rates of 20, 30, 60, and 80 mL/min

and different gas flow rates are shown in the Appendix - Chapter 2. As it is observed, the average-bubble size

and bubble size distribution depend only on the gas and liquid flow rates. However, in stirred tank reactors

the agitation speed also affects the bubble size distribution decreasing the average bubble size and narrowing

the bubble size distribution at higher impeller speeds. 18 At 10 mL/min of water large bubbles occupy almost

half of the hearts and are connected to each other from heart to heart at the largest gas flow rates (36

mL/rnin, 70 mL/min). Having large bubbles are in detriment of mass transfer since the specific interfacial

area is significantly reduced. This experiment shows also that gravity has an effect on the hydrodynamics

when the AFR module is located in vertical position and working at low water flow rates.

Broader bubble size distributions are observed at low flow rates (20 mL/min). Increasing the gas flow

rate broadens the bubble size distribution with a larger effect at the lowest flow rates, whereas increasing the

liquid flow rate narrows the size distribution. For example, at 20 mL/nin, increasing the gas flow rate from
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13 mL/min to 66 mL/min increases the maximum of the bubble size interval from 2.1 to 4.4 mm. At 80

mL/min, increasing the gas flow rate from 36 to 103 mL/min increases the maximum bubble size from 1.6

to 2.5 mm only.

2.4.2.2 Gas holdup

Gas holdup is an important variable for the estimation of the pressure drop and the specific interfacial

area. It is calculated from the number of bubbles and bubble size, assuming that the number of bubbles seen

from above is exactly the number actually existing in the entire channel height. At constant QL gas holdup

increases with increasing QG, as it is shown in Figure 2.5. It is also observed that gas holdup depends

significantly on the inlet flow rate ratio QL/QG and it can be correlated according to eq 2.5.

SG= 0.125 (QL/QG).04 (2.5)
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Figure 2.5: Variation in gas holdup with flow rate ratio in vertical orientation for different water flow

rates (mL/min): A, 10; e, 20; *, 30; 0, 40; 0, 60; o, 80;

These experiments were conducted with the outlet at atmospheric pressure. It is definitely interesting

to study the effect of adding back pressure to the system on the gas holdup and other hydrodynamic
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parameters. This is important in gas-liquid systems were the gas is compressible and solubility can be affected

by pressure.

2.4.2.3 Specific interfacial area

The specific interfacial area (a) is related to the gas holdup (Eg) and the mean bubble diameter (dB) by

eq 2.6. The results were plotted versus the flow rate ratio QL/QG in Figure 2.6. A power law behaviour of a

with respect to the ratio QL/QG is given by eq 2.7.

a = 6 EG/dB

a = 466.9 (QL/QG)-0.673
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Figure 2.6: Variation in specific interfacial area with flow rate ratio in vertical orientation at different
water flow rates (mnL/min): A, 10; 0, 20; *, 30; m, 40; o, 60; o, 80;
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Specific interfacial areas for this gas-liquid system are in the range of 160-1,300 m2/m3 and depend on

the combination of flow rates. These values corresponding to the range of flow rates tested are of the same

order of magnitude as other gas-liquid contactors, such as stirred tanks, static mixers, vertical tube reactors,

and couette-Taylor flow reactors. 19 However, a better metric for comparison is in done terms of mass

transfer efficiency versus power consumption (Section Comparison ofAFR with other gas-liquid contactors).

2.4.2.4 Properties of dispersion along the flow path

As discussed in the Experimental section, the AFR module contains six rows of heart-shaped cells

connected to each other in series. The hydrodynamic properties change from the inlet towards the outlet due

to the convergent/divergent configuration that enhances mass transfer between phases. In Figure 2.7 the

number of bubbles and bubble diameter are presented along the flow path for two liquid flow rates (QL = 40

and 80 mL/min) and three gas flow rates (QG = 13, 36, and 73 mL/min). The abscissa corresponds to the

row number in the AFR module, from the inlet (row 1) towards the outlet (row 6).

It is seen that the total number of bubbles increases with increasing gas flow rate and decreases along

the reactor flow path for a constant gas flow rate due to the chemical absorption into water. For QL = 40

mL/min, the bubble size decreases at low QG (13 mL/min) towards the outlet due to the absorption into

water. However, at the highest QG (73 mL/min) absorption coexists with coalescence of bubbles causing the

bubble size to increase, although the overall effect is to decrease the gas holdup since the bubble number also

decreases. For QL = 80 mL/min, the higher shear rates decrease the bubble size, which remains almost

constant over the entire flow path. The reduction of the number of bubbles for approximately the same

bubble size decreases the gas holdup along the flow path.
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Figure 2.7: Variation in a) bubble number and b) bubble size along reactor length in vertical
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2.4.2.5 Mass transfer coefficients

Individual mass transfer coefficients (kL) were estimated using Calderbank's modification of surface

renewal theory 20 from the bubble slip velocities and average bubble size over the entire AFR for each

operating condition. The bubble slip velocity was estimated from the experimental holdup and superficial gas

and liquid velocities using eq 2.8 for a gas-liquid reactor with co-current flow 2122.

Vs = -) (2.8)
\EGI EjL

It can be seen in Figure 2.8 that the slip velocity decreases with increasing bubble size, which is

consistent with the observation of large bubbles at lower inlet liquid velocities. The variation in the values at a

given liquid flow rate are due to the nature of the flow at a given gas-liquid flow rate combination, which

governs the local shear rate and hence, the average bubble size.

In the penetration theory 23 the mass transfer across the interface is considered as an unsteady state

process, whereas, for all eddies, equal age-distribution is considered. This assumption yields the expression

given by eq 2.9 for the individual mass transfer coefficient.

kL = 2 (2.9)

The kL values depend on the interface mobility, which in turn can be given in terms of time span for a

size specific surface renewal. Following these arguments Calderbank 24 derived the value of contact time (t) in

a bubbling system, in terms of the average bubble size (dB) and the average bubble slip velocity (VB):

kL = 2  V (2.10)
irdB

The variable V is the terminal rise velocity of a bubble in a stagnant liquid, but in dispersion it is the

slip velocity of the bubble, ie. Vs. After these considerations, the values of slip velocity and dispersed phase

holdup were used for the calculation of kiD Overall mass transfer coefficients (kia) were estimated using the

so-calculated individual mass transfer coefficients (h) and the obtained specific surface area (g) from the flow

visualization experiments.
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Figure 2.8: Variation in slip velocity with bubble size in vertical orientation for different water flow

rates (mL/min): A, 10; e, 20; *, 30; m, 40; 0, 60; o, 80;

The observations on the estimated individual and overall mass transfer coefficients are shown in

Figures 2.9 a) and b). Water flow rate has an important effect on kL increasing its value for higher flow rates,

whereas gas flow rate affects more significantly kra due to its effect on the specific interfacial area. Thus, both

gas and liquid flow rates have the effect of increasing kta values.

The obtained kL and kia in the AFR are about one order of magnitude larger than those of

conventional contactors, such as bubble columns, counter-current packed columns, tube reactors, and stirred

tanks 2s. A comparison of kia as a function of specific power consumption for different contactors is

discussed in section Comparison ofAFR with other gas-/iquid contactors.
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Overall mass transfer coefficients were measured by titration for water flow rates of 10, 20, and 40

mL/min. The experimental results and comparison with estimated values using two different methods are

presented in Figure 2.10. "Method I" corresponds to estimated kia from modified surface renewal theory and

flow visualization experiments (already shown in Figure 2.9), and "Method II" corresponds to kia values

obtained from a mass balance of CO 2 along the reactor. For this approach it is necessary to know the gas

holdup variation from row 1 to row 6 in the AFR which was taken from the flow visualization experiments.

The absorbed amount of CO 2 into water was estimated from the decrease in gas holdup from the inlet

towards the outlet, and kia from the contact time and equilibrium concentration in water at the operating

pressure and temperature. The kia values for 10 and 20 mL/min show better agreement with the experiments

than for 40 mL/min. The contact time based slip velocity and bubble size model holds for well-behaved

laminar flows. The flow in the AFR actually undergoes continuous splitting and merging in a confined

domain, and this may be the reason for the lack of agreement between the experiments and Modell II,

especially for 40 mL/min. The calculation of k1a is very sensitive to variables such as contact time between

phases, and gas and liquid velocities. These are values that change locally along the flow path in the AFR and

thus, the estimated values should only be considered as order of magnitude estimations.
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2.4.3 Horizontal orientation

As mentioned previously, the AFR modules are normally used in vertical orientation in order to

guarantee a good performance in terms of heat transfer by reducing possible channelling effects of the

heating/cooling fluid. However, at sufficiently high flow rates of the heat transfer fluid, the issue of

channelling is irrelevant and similar to the posted microreactors 28 the modules can be kept in horizontal

orientation. In that case the AFR is expected to show a different behaviour than the suggested vertical

orientation, in which gravity effects are significant at low flow rates. The observations of our experiments

using the horizontal configuration are reported in this section.

2.4.3.1 Bubble size distribution

The variation in the measured number-average dB with flow rate ratio is shown in Figure 2.11. At

constant QL, the average bubble size increases with increasing QG, whereas at constant QG, the bubble size

decreases with increasing QL due to the early bubble detachment caused by increased shear rates at the inlet.

Although this trend is independent of the AFR module orientation, the average bubble size for the horizontal

orientation is larger than the vertical orientation by approximately 1.6 times depending upon the specific gas

and liquid flow rates. The difference can be explained based on the gravitational effects observed in the

vertical configuration, which enhances bubble breakup. In the horizontal orientation the detachment of

bubbles at the inlet is dominated by shear, which yields relatively large bubbles. At low liquid flow rates (10

and 20 mL/min) the average bubble size decreases rapidly with the liquid-to-gas flow rate ratio. This variation

is relatively smaller at higher liquid flow rates (60-80 mL/min), which indicates the change of flow regime in

the system.

The bubble size distributions for different gas and liquid flow rates in horizontal orientation are

included in Figure A.2 of the Appendix. Unimodal bubble size distributions are obtained at all combinations

of flow rates. For a constant liquid flow rate, increasing the gas flow rate shifts the average bubble size to

larger values. At low liquid flow rates (10-20 mL/min of water), broader bubble size distributions are
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obtained and they become broader when increasing gas flow rates. For instance, for 10 mL/min of water, the

bubble size spans up to 39 mm for the lowest gas flow rate (6 mL/min), and increases up to 106 mm for the

largest gas flow rate (36 mL/min). Increasing the liquid flow rate narrows the bubble size distribution

decreasing the interval of bubble sizes encountered. In addition, at high water flow rates (60 and 80 mL/min),

the effect of the gas flow rate on the bubble size is less strong. For example, at 60 mL/min of water,

increasing the gas flow rate from 24 to 78 miL/min increases the maximum bubble size from 9.2 to 17 mm.

This effect is reduced at 80 mL/min, where all the bubble size intervals fall in the range 2.0 - 13 mm almost

independently of the gas flow rate (36, 73, and 88 mL/min).

0'
0 1 2 3 4

QL/QG ()

Figure 2.11: Variation in average bubble diameter with flow rate ratio in horizontal orientation for

different water flow rates (mL/min): A, 10; e, 20; *, 30; m, 40; o, 60; o, 80;
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2.4.3.2 Gas holdup

The gas holdup (shown in Figure 2.12) was estimated following the procedure already discussed for the

vertical orientation. The results show that the gas holdup is a very strong function of the ratio QL/QG,

increasing with QG at constant QL, and correlates with the flow rate ratio according to eq 2.11.

G 0.2 468(QL/QG)-1.205 (2.11)

Here it is important to notice that the gas holdup at the lowest water flow rates (10 and 20 mL/min)

and highest gas flow rates is very high, corresponding to a flow regime where most part of the hearts are filled

with gas phase and barely bubble breakup occurs. This translates into a poor mass transfer performance for

the lowest water flow rates, and thus, operating at larger liquid flow rates for high gas flow rates is

recommended in order to create a high quality distribution of the dispersed phase flow.
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Figure 2.12: Variation in gas holdup with flow rate ratio in horizontal orientation for different water

flow rates (mL/min): A, 10; e, 20; *, 30; m, 40; o, 60; o, 80;

65

11
It



2.4.3.3 Specific interfacial area

The specific interfacial area shown in Figure 2.13 is estimated from the gas holdup and the average

bubble size for the horizontal orientation and correlated to the flow rate ratio, according to eq 12.

a = 602.7 (QL/QG)-0.783
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Figure 2.13: Variation in specific interfacial area with inlet flow rate ratio in horizontal orientation for
different water flow rates (mL/nin): A, 10; e, 20; *, 30; 0, 40; 0, 60; o, 80;

2.4.3.4 Properties of dispersion along the flow path

Similar to the vertical orientation case, the bubble diameter in the horizontal orientation also changes

continuously along the flow path. The bubble size distributions within the entire module and the variation of

bubble size and number of bubbles by row along the flow path were quantified from the image analysis. In

general, both bubble size and number of bubbles decrease towards the end of the flow path, which
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corresponds to a decrease in gas holdup. This is an empirical evidence of the absorption of carbon dioxide

into water and the trends are similar to those in the vertical orientation of AFR module. All the observations

discussed about the dispersion characteristics for different gas and liquid flow rates are shown through images

in the first and sixth rows of the AFR in Figure 2.14.

Complete absorption of carbon dioxide occurs for sufficiently high water-to-gas flow rate ratio and

long contact times. This behavior being observed in this reactive system was not observed in flow

visualization experiments performed in the AFR for the non-reactive hexane-water system. 27

QL 10 20

QG 5.8 13 21 36 5.8 21 36 73

Row6

QL 30 40

QG 15 21 36 73 27 59 70

Row 1

Row 6

QL 60 80

QG 2 36 78 36 73 88

Row 1 ii. 
-El

Row 6

Figure 2.14: Flow patterns in horizontal orientation for different water QL and gas flow rates QG

(mL/min). Row 1 indicates the first row in the flow path (closer to the inlet), and row 6 indicates the
sixth row (closer to the outlet). Droplet size, holdup, and number of bubbles decrease from row 1
(inlet) to row 6 (outlet) due to absorption of carbon dioxide into water.
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2.4.3.5 Mass transfer coefficients

The bubble slip velocity was estimated from the gas holdup obtained from the image analysis and

superficial phase velocities using eq 2.8. Similar to the case of vertical orientation of the AFR, the slip velocity

decreases with increasing bubble size. This means that for larger bubbles, the difference between velocities of

each phase becomes smaller, lowering the interfacial mass transfer rates. The slip velocities and average

bubble size were used for the estimation of individual (kL) and overall mass transfer coefficients (kLa). The

values of kL and kra for different liquid flow rates in term of gas flow rate are shown in Figure 2.15. It was

observed that kas increases with increasing QG, which is largely due to an increase in a. Both QG and QL have

a positive effect on the overall mass transfer coefficient.

2.4.4 Pressure drop

Pressure drop measurements were used to estimate the power consumption in the AFR and a

correlation based on the Lockhart-Martinelli method 2 was developed using modified friction factors as a

function of the gas holdup and Reynolds number. Typically, in a conventional stirred tank energy is given to

the liquid through agitation, which generates a flow field specific to the impeller for a given energy or power

input. In an AFR, the energy is given to the liquid by pumping it at specific flow rates such that the pressure

energy gets converted into kinetic energy resulting in mixing and dispersion.

The experimental pressure drop data is shown Figure 2.16. Pressure drop increases with inlet

superficial gas velocity and two-phase Reynolds number. At a given liquid flow rate, the two-phase pressure

drop is greater than that of single-phase. This reflects the additional pressure drop that is present in this type

of flow with bubbles moving through a continuous liquid phase. Not only friction of single-phase due to the

walls is present, but also, friction for each bubble flowing in water, breakup of bubbles dissipating energy, and

impact of bubbles against obstacles throughout the reactor causing pressure loss.
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From theoretical and empirically verified dependencies, the total pressure drop (Ap/AL)rP in a two-

phase flow can be given by eq 2.13.

= -D + - + - (2.13)
1 TP )TPFa H

The different terms indicate the pressure drop corresponding to different subscripts: TP is total

pressure drop; TPF, two-phase frictional flow; a, acceleration; and H, the hydrostatic head. In general, for

confined systems without significant height, the last two terms are negligible, which is the case for the system

of study. Thus, the total pressure drop is equal to the two phase frictional pressure drop, which is calculated

according to the Lockhart-Martinelli method using eq 2.14.

AP 2(AP 2(AP- #2 - P# (2.14)
AL)TPF ) Lg

Each term is considered as a result of a single-phase flow of medium and is estimated individually using

eq 2.15 and 2.16.

(iAp/AL), = ,(1/d)(p,,2/2) (2.15)

(AP/AL)g = Ag(1/d(pgJV2/2) (2.16)

The parameters 01 and 0
A in eq 2.14 are single-phase flow friction factors that depend on the Lockhart-

Martinelli parameter x through eq 2.17 and eq 2.18 29, respectively.

Cl1
$' = + C+ 2 (2.17)

x x

#, = I+CX+X 2 (2.18)
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Figure 2.16: Variation in pressure drop with a) superficial gas velocity and b) gas holdup in vertical

orientation for different water flow rates (mL/min): A, 10; 0, 20; u, 40; 0, 60; o, 80;
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The Chisholm parameter (C) is a function of the tube diameter and the flow pattern for straight tubes.

Mishima and Hibiki 30 shown that this parameter decreases when decreasing the channel diameter. Here a

correlation that accounts for the dependence of C on the mass flux proposed by Niu et al. 31 in terms of the

Re for each phase and We number is used.

C=0.0049Re-0-98 Re'.08 We-0 .86  (2.19)

The estimated pressure drop using this correlation is shown in Figure 2.17 a) with the experimental

values in terms of gas holdup. Figures 2.17 a) and b) show a good agreement between experimental and

predicted values with relative errors that are within 15%, except for 10 rnL/min of water flow rate, for which

the errors are much higher.

The power consumption in the AFR was estimated directly from the experimental pressure drop data

and flow rates, since the fluid pumping is the only source of power into the reactor. The results are shown in

Figure 2.18 in terms of liquid-to-gas flow rate ratio. At constant liquid flow rate, the power consumption

decreases with increasing the flow rate ratio (or decreasing gas flow rate). However, at constant flow rate

ratio, the power consumption increases linearly with liquid flow rate, which indicates that the frictional

pressure drop has a significant contribution to the total pressure drop, and in consequence, the power

consumption.
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Figure 2.18: Variation in power consumption with flow rate ratio in vertical orientation for different

water flow rates (mL/min): A, 10; 9, 20; m, 40; 0, 60; 0, 80;

2.4.5 Comparison of AFR with other gas-liquid reactors

The obtained hydrodynamic parameters for gas-liquid flow in the AFR are compared with other gas-

liquid contactors to measure the reactor performance (Figure 2.19 and Table 2.2). The overall mass transfer

coefficient depends on the energy input introduced in the system. Therefore, a good metric to compare the

reactor performance is in terms of overall mass transfer coefficients versus power consumption. Typical

overall mass transfer coefficients for stirred tanks of different volumes are in the range of 0.003 - 0.10 s-1 for

power consumptions of 80 - 2,000 W/m3. Mass transfer coefficients one order of magnitude larger can be

achieved in the AFR (0.2 - 3 s-1) for power inputs of 90 - 17,000 W/m3. The main difference between the

stirred vessel and the Corning system is that additional power is required to provide agitation in the stirred

tank, whereas the AFR only consumes energy to pump the fluids through the reactor and create interfacial

area.
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A forced circulation pumped loop reactor provides overall mass transfer coefficients higher than an

airlift reactor with no external pumping, particularly for liquid circulation rates larger than 1 m3/h. Overall

mass transfer coefficients of 0.015-0.06 s-1 for power consumptions of 375-550 and 800-1,080 W/m3 for

liquid circulation rates of 1.5 and 2.0 m 3/h, respectively, are achieved. Similar values for kia (0.015 - 0.04 s-1)

are obtained using aero-ejectors working in bubble flow regime, for power consumption of 200 - 800 W/m 3.

Other gas-liquid contactors with gas-inducing impellers, ring sparkers and surface aeration systems, provide

smaller mass transfer coefficients for the same power input.

10
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0.1

0.01 (

0.001
10 100 1000

P, (W/m 3)

10000 100000

Figure 2.19: Comparison of overall mass transfer coefficients in function of power consumption
among different gas-liquid contactors19,32- 38: o, Coming AFR; 0, Novel forced circulation loop

reactor I; A, Novel forced circulation loop reactor II; X, Novel forced circulation loop reactor III;

K, Stirred tank; -, Stirred tank (2 L); V , Stirred tank (20 L); *, Stirred tank (500 L); 0, Stirred tank

(1000 L); 0, Bubble column with membrane I; A, Bubble column with porous II; 0, Aero ejector

bubble flow, *, Oscillatory flow; (, Miniature lab bubble bioreactor; ( , Six-bladed concave gas-

inducing impeller; E, Six-bladed concave impeller with ring sparker; N, Six-bladed concave impeller

with surface aeration; V, Monolith loop reactor
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The AFR provides specific interfacial areas on the same order of magnitude as static mixers, packed

columns, stirred tanks, and vertical tube reactors (100 - 1,000 m2/m3), as it is shown in Table 2.2. Extremely

high specific surface areas (3,400 - 9,000 m2/m3) and overall mass transfer coefficients (0.30 - 21 s-) can be

achieved in gas-liquid microchannels. Falling film microchannels operating in annular flow can provide

interfacial areas on the order of 10,000 m 2/m 3 depending on the reactor dimensions. 2 However, the

throughput in microchannels is not sufficient for commercial scale applications. The AFR overcomes this

problem with larger channel sizes and a special design of the flow path, and provides better mass transfer

performance than many other commonly used gas-liquid contactors.

Table 2.2: Comparison of individual and overall mass transfer coefficients and specific interfacial
areas among different gas-liquid contactors 19

Type of contactor kL 105 A kta 102 Citations from ref.
(m/s) (m2 /m 3) (s-1)

Bubble columns 10-40 50-600 0.5-24 Charpentier, 1981

Couette-Taylor flow reactor 9-20 200-1,200 3-21 Diuska et al., 2004

Impinging jet absorbers 29-66 90-2,050 2.5-122 Herskowits et al., 1990

Packed columns, concurrent 4-60 10-1,700 0.04-102 Charpentier, 1981

Packed columns, counter-current 4-20 10-350 0.04-7 Charpentier, 1981

Spray column 12-19 75-170 1.5-2.2 Kies et al., 2004

Static mixers 100-450 100-1,000 10-250 Heyouni et al., 2002

Stirred tank 0.3-80 100-2,000 3-40 Kies et al., 2004

Tube reactors, horizontal and coiled 10-100 50-700 0.5-70 Charpentier, 1981

Tube reactors, vertical 20-50 100-2,000 2-100 Charpentier, 1981

Gas-liquid microchannel 40-160 3,400-9,000 30-2,100 Yue et al., 2007

Corning system: vertical 46-490 160-1,300 39-303 This work

Corning system: horizontal 20-540 140-1,400 13-150 This work

The individual mass transfer coefficient and the specific interfacial area depend on the power

consumption per unit volume. For bubble columns and aerated stirred vessels both variables scale with the

energy dissipation rate as: kL ~ e 0.25 and a e0.40, 39 so that the overall mass transfer coefficient, kia 0-65

according to Kolmogorov's inertial range hypothesis. The intercept of this dependence clearly indicates the

value of kra at the lowest value of power consumed per unit volume. It is necessary to study this aspect in
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detail and develop methods that can help understanding the relationship between fluid turbulence, interfacial

transport and device geometry. While the rate of energy dissipation is proportional to the power consumption

per unit volume, the exact dependence may vary from system to system. For the AFR, it was observed that

kLa depends on both power input and gas holdup, and a correlation based on both variables was obtained (eq

2.22) Predictions agreed with the experimentally measured values, with most of the relative errors below 15%,

as shown in Figure 2.20.

ka = 0.101 P.0443 eeO.459

rd,

3.5

3.0

2.5

2.0

1.5

1.0

0.5

AA

(2.22)

0.0 0.5 1.0 1.5 2.0 2.5 3.0

kLa predicted (1s)

Figure 2.20: Experimental versus predicted overall mass transfer coefficients
flow rates. Dashed lines indicate relative error of 15%.

3.5

for all gas and liquid

Although the performance parameters in terms of hydrodynamics favour the AFR, other issues such as

capacity of the reactors, capital cost, return on investment, or payback period, among others, will determine

the viability of the process and, consequently, the selection of the reactor for a specific gas-liquid reaction.
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2.5 Conclusions

The hydrodynamics for two-phase gas-liquid flow in a Corning Advanced Flow Reactor@ (AFR)

mixing module were studied experimentally. Carbon dioxide-water was used the gas-liquid model system and

experiments where performed at ambient temperature (- 22 'C) and atmospheric pressure, for gas and liquid

flow rates ranging from 5.6 - 103 mL/min and 10 - 80 mL/min, respectively. The effect of the orientation

of the AFR on the hydrodynamics was quantitatively analyzed and was found not to be significant for the

operating conditions tested. The key observations are: (i) For both orientations, the bubble size distribution is

strongly affected by the gas and liquid flow rates. The trends observed for the bubble size are independent of

the module orientation, except for the actual values of bubble size. (ii) At constant gas flow rates, the average

bubble size decreases continuously with increasing liquid flow rate and increases with gas flow rate. (iii) High

interfacial mass transfer rates in the AFR lead to a decrease in the number of bubbles and gas holdup along

the reactor length, which indicates that it would be useful to have the gas phase in excess while conducting

gas-liquid reactions in AFR. (iv) The gas holdup and the effective interfacial area show a power law

relationship with the ratio QL/QG. (v) The pressure drop for two-phase flow is larger than for single-phase

flow and can be correlated using the Lockhart-Martinelli method. vi) Overall mass transfer coefficients

increase with power consumption and gas holdup by a power law relationship. vii) With respect to

hydrodynamics, the AFR is more efficient in comparison with other commonly used gas-liquid contactors.

2.6 Notation

a Effective interfacial area (m2/m3)

C Chisholm parameter (-)

dBi Individual bubble size (m)

dB Average bubble size over the entire AFR module (m)

Dh Hydraulic diameter (m)
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DL Diffusion coefficient (m2/s)

g Gravity acceleration (m/s2)

h Channel height (h)

w Channel width (m)

kL Individual mass transfer coefficient (m/s)

kL- Overall mass transfer coefficient (1 /s)

P. Power consumption (W/m3)

QG Volumetric gas flow rate (mL/min)

QL Volumetric liquid flow rate (mL/min)

t Contact time (s)

VB Terminal rise velocity of a bubble in stagnant liquid (m/s)

VG Gas superficial velocity (m/s)

VL Liquid superficial velocity (m/s)

Vs Slip velocity of the bubble (m/s)

Dimensionless numbers

Ca Capillary number (-)

Fr Froude number (-)

Re Reynolds number (-)

We Weber number (-)

Gmrek Symbols

rG Gas holdup (-)

EL Liquid holdup (-)

A Friction factor (-)

Q Density (kg/m 3)

Pressure drop per unit length (Pa/m)
AiL
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6 Energy dissipation rate (m2/s3)

a Surface tension (N/m)

pL Viscosity (Pa s)

01 Correction factor for liquid phase pressure drop depending on X (-)

ot Correction factor for gas phase pressure drop depending on y (-)

X Lockhart-Martinelli parameter (-)

Subscipts

L Liquid phase

G Gas phase

TP Total pressure drop

TPF Two phase frictional flow

a Acceleration

H Hydrostatic head
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3 Experimental study of liquid - liquid hydrodynamics in the Advanced-

Flow Reactor

3.1 Abstract

Hydrodynamics and mass transfer of immiscible liquid-liquid flows are explored in an Advanced-Flow

Reactor (AFR). With hexane/water as a model system, flow visualization techniques are used to determine

drop size distribution, dispersed phase hold-up, and specific interfacial areas for a phase flow rate range of 10

to 80 mL/min. The complex geometry of the AFR with its continuously changing cross-section along the

flow path and strategically placed obstacles creates pressure changes that cause drop break-up and enhance

mass transfer. Observations show that a wide range of average drop size (0.33 - 1.3 mm) can be achieved in

the AFR depending upon the inlet flow rates and inlet composition. Pressure drop measurements are

performed to estimate the power consumption and are used to compare the efficiency of the AFR with

conventional liquid-liquid contactors. The analysis shows that similar to microreactors, the AFR can provide

overall mass transfer coefficients (1.9 to 41 s-1) one order of magnitude larger than conventional stirred tank

reactors and specific interfacial areas (1,000 - 10,000 n') one order of magnitude higher than static mixers.

3.2 Introduction

A significant number of reactions in the Pharmaceutical industry involve multiphase systems", where

the overall rate of reaction is largely limited by the interfacial mass transfer or by the ability to maintain

isothermal condition. In particular, liquid - liquid systems are of huge relevance in chemical processes,

including two-phase reactions (viz. nitration of aromatic substrates), solvent extractions, phase-transfer

catalysis or reactive extractions4. Over the last two decades, microreactor technology has emerged as a

promising technique in chemical processing with significant advantages over conventional process

technologies, facilitating the usage of microreactors for the synthesis of highly energetic compounds or

reactions where the selectivity is strongly sensitive to local temperatures. In addition, they are used in the
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laboratory scale for performing kinetic studies, catalyst screening, optimization of reaction conditions, and

elucidation of reaction mechanisms-1 5 .

There exists a growing interest in applying this technology to production levels in industry. However,

direct increase of the throughput by parallelization of microreactor units ("scale-out" concept) 11,12,16-21

becomes an expensive challenge. Overall good reactor performance is only guaranteed by achieving identical

reaction conditions (flow uniformity, heat management, residence time distribution, pressure drop, etc) in

each unit 22, but tens or hundreds of microreactors in parallel would be required to obtain production rates of

the order of kg/min. The alternative is to find an intermediate scale device with larger channel dimensions

that still provides high transport rates and permits increasing the production rate by parallelization of a

reasonable number of reactor units. Among a few commercially available options, the Advanced-Flow

Reactor (AFR) ® manufactured by Corning Inc., which can handle flow rates on the order of 10 - 100

mL/min, was used in this study. Its design introduces a series of heart-shaped connected cells, which yield

excellent mixing, large heat transfer areas (and hence, high heat transfer coefficient) and very good mass

transfer. Although the channel size is greater than a typical microreactor, the design of individual cells helps

compensate for the excepted loss in the heat and mass transfer rates23.

The overall reaction rate in multiphase reactions is determined by the competing intrinsic reaction

kinetics and the mass transfer rates between the two phases. Studies of the hydrodynamics and mass transfer

of liquid-liquid flow in microchannels have been reported in the literature24-28. While microreactors operate in

a laminar regime with well-defined flow patterns and narrow drop size distributions 29-31, conventional stirred

reactors usually operate in turbulent mode 32 generating dispersions having wider drop size distributions. The

behavior cannot be easily extrapolated to the AFR because of the many factors (viz. confined geometry, high

shear regions, etc.) affecting the flow and the additional difficulties introduced by the geometry of the AFR,

which is similar to a sequence of converging-diverging segments. Static mixers are typically used for

enhancing mixing by splitting and recombining the flow stream through a pipe/tube with the heat transfer

done entirely through the pipe wall. They are known for mixing miscible liquids, generating dispersions and

emulsions of immiscible phases, liquid-liquid extraction, etc. Typically, the mixing scales for static mixers are
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much larger than the system under consideration here. This in addition to the abovementioned applications

of static mixers, because of the very high heat transfer area the AFR can be efficiently used for conducting

reactions.

While the AFR is reported to offer excellent performance for specific reactions, a thorough analysis of

the hydrodynamics for liquid-liquid systems is necessary. In view of this, Chapter 3 aims to study the

hydrodynamics of the AFR for a model system (hexane-water). In the next section we discuss the

experimental set-up, details of the different measurement techniques and the experimental method, followed

by which the analysis of experimental data has been discussed. In order to evaluate the performance of the

AFR in terms of hydrodynamic properties the results are compared with conventional liquid-liquid contactors

and static mixers.

3.3 Experimental

A schematic view of the experimental set-up is shown in Figure 3.1. The system consisted of a single

mixing unit of the Advanced-Flow Reactor ® (AFR), a dual ISCO syringe pump, and a pressure gauge

apparatus. A high speed color Phantom camera model ir300was connected to a computer and the control

software Vision Research v7.3 was used to acquire the sequence of images. The acquisition rate was set to 500

fps and the exposure time to 100 4s to obtain high quality of images with a resolution of 1152x896 pixels. In

all cases, the visibility of the object was enhanced using back illumination and a suitable light diffuser.

MilliQ water (Millipore) and hexane were used in our experiments as the immiscible non-reacting

liquid-liquid system with the properties shown in Table 3.1. The hexane phase was stained with Sudan red dye

to easily identify the phases during high speed imaging. The two immiscible liquids, aqueous and organic,

were pumped from their respective reservoirs at constant flow rate using a 500 mL ISCO dual syringe pump

(1 jL/min - 200 mL/min) with the two parts operating independently. Experiments were conducted at room

temperature (~ 22 'C) at different water (0 -80 mL/min) and hexane flow rates (0 - 80 ml/min). The outlet

was kept open to atmospheric pressure.

85



()

Pump k

Light sP pce

Plimp

i \hnt

Figure 3.1: Schematic of experimental set-up for liquid-liquid flow visualization experiments. Liquids
are pumped into the Advanced-Flow Reactor through a dual ISCO pump. Flow visualization
experiments conducted using a high-speed Phantom camera connected to a computer

Table 3.1: Fluid properties of hexane and water at 20 *C 33

Contactor type Density Viscosity Interfacial tension
(kg/M 3) (Pa-s) (kg/s 2)

Hexane 659.4 0.0003
0.0511Water 998.2 0.001

One frame of each five seconds-movie recorded at steady-state flow was analyzed using ImageJ®

software to extract the number of drops and the drop size. The so-obtained data was further used to estimate

the specific surface area (a) and hexane hold-up (sh).The phase hold-up was used to estimate the slip velocity

(6,) between phases. Mass transfer coefficients (k) were calculated theoretically using the Dankwert's surface

renewal theory. Overall mass transfer coefficients (kr.) were obtained from the specific interfacial area (a)

from the flow visualization and the true mass transfer coefficients (kL) from the theoretical estimation.
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The pressure drop across the AFR was measured at different flow rates with the pressure gauge

installed on the PFA tubing carrying both liquid phases and the outlet opened at atmospheric pressure. A

correlation based on the Lockhart-Martinelli method Mwas developed from these measurements.

3.4 Results and discussion

3.4.1 Flow regimes

All the experiments were run at room temperature and atmospheric pressure at the outlet for hexane

and water flow rates ranging from 10 to 80 mL/min. A typical image of the AFR module at steady-state

liquid-liquid flow is shown in Figure 3.2. As opposed to the case of flow in channels, where the cross-section

dimensions and shape is constant, the channel width in the AFR changes along the flow path in every heart

shape cell. A few dimensionless numbers were used for the quantitative analysis of the data. Reynolds number

(Re) for AFR was estimated on the basis of dimensions and velocity at the inlet of the heart shape as given by

eq 3.1.

Re = VDhP (3.1)

Two-phase Re at the inlet (based on average fluid density and viscosity) ranged from 460 to 3700, while

the Re of individual phases based on superficial velocities ranged from 180 to 1400 and 390 to 3200,

respectively, for hexane and water. Thus, unlike the typical microreactors with very well defined and

predictable flow patterns, the flow regime in an AFR is expected to range from laminar to turbulent. Similarly,

the Weber number (We) for each phase was estimated using the superficial phase velocity24 defined by eq 3.2:

Wei = V(3.2)

For the range of flow rates tested (10-80 mL/min of each phase), the We for hexane and water vary in

a range of 0.30-19 and 0.45-29, respectively. Both interfacial and inertial forces are important in the AFR and

the later ones gain more relevance at higher flow rates. In the process of drop formation, the orientation of

the droplet with respect to the main flow and its deformation process both depend on the competing
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hydrodynamic and interfacial stresses. The viscous forces act on the droplet tending to elongate it, whereas

the surface tension tends to keep the shape of the droplet as spherical, minimizing the drop surface to volume

ratio 35 and are estimated in terms of the Capillary number (Ca) defined by eq 3.3:

Ca = L (3.3)

The range of Ca for the operating conditions studied here varies from 0.003 to 0.024, which reflects a

larger contribution of surface tension to the droplet formation. It has been reported that droplet formation in

microfluidics is dominated by surface tension effects and geometrical confinement. Typically in

microreactors, at low velocities inertial effects are usually negligible and a critical Ca decides the droplet

break-up and fluid-fluid interaction 36.During two phase flow in a microfluidic system, as the fluid filament

stretches and thins down, the capillary number decreases and when it becomes less than a critical value (i.e. ~

0.1 to 0.01), the surface tension forces break the liquid filament into droplets thereby minimizing the

interfacial area. However, the flow rates in the AFR are of the order of 10-100 mL/min and in the transient

to turbulent regime, the hydrodynamic characteristics of AFR would be different when compared to simple

straight microchannels. Thus, in an AFR, for a non-reactive system, while the viscosity and surface tension

would remain unchanged, the superficial velocity varies significantly depending upon the cross-sectional area.

Thus, regions along the flow path can exist where the Ca can be lower than the critical levels that lead to

droplet break-up. Since in our range of experimental conditions, the values of Ca at the inlet of AFR (which

has dimensions similar to the inlet for individual heart shapes) are in the critical level range, the local shear

and Ca would govern the droplet break-up.

The two other dimensionless numbers that used for the analysis are the E6tv6s number (Eo) and

Morton number (Mo). The former (also called Bond number, given by eq 3.4) is normally used together 37

with the later (eq 3.5) to characterize the shape of bubbles or drops in multiphase systems. They are defined

as:

Eo = Apgd (3.4)
a*
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Mo = 3 (3.5)
PCa

Specific to the hexane-water system, the Morton number was 2.5x10-11. Typically, the droplet

formation undergoes a sequence of phenomena viz. dispersed phase fluid displacement, its elongation,

deformation and detachment events, and as the drops flow through the continuous phase, they undergo

break-up and/or coalescence. These dynamic processes are significantly affected by the presence of walls in

small channels (confined geometries as in the AFR) as compared to conventional stirred vessels, where the

large dimensions make wall effects negligible.38 It is observed from the visualization experiments that water is

always the continuous phase, regardless of the operating flow rates of each phase. The hydrophilic material of

construction of the AFR (glass) keeps the hexane dispersed in drops, while the water phase wets the walls.

This observation is not found in conventional stirred vessels, where the initial conditions as well as the power

input determines the possibility of phase inversion 39. In a stirred reactor, the droplet size depends on the

input energy (agitation), the design, type of impeller used, and the physical properties of the two liquids.

Studies in microchannels demonstrate that the flow patterns are affected by numerous factors: some of them

variable (operating conditions, fluid properties), and others, fixed (channel dimensions, and device geometry).

Thus, the dispersion characteristics are device-dependent and it is almost impossible to establish general rules

to predict the drop size.In the AFR, with a fixed design, the phase flow rates and the physical properties of

the two liquids also govern the drop size. In this Section the relevant observations are discussed in a

quantitative manner.

Most of the studies on liquid-liquid flow (dispersion or slugs or annular flow) have been performed for

single droplets generated in T-junctions or flow-focusing devices 31. However, dispersions, such as those

generated in the AFR, behave differently than single droplets, with inter-drop interactions that affect the flow

38. Because of the confined geometry of the AFR and the small flow paths, both shear rates and detachment

dynamics affect the dispersion characteristics. The dominant flow pattern along the AFR is drop flow, with

drop sizes smaller than the device characteristic dimension. Slug flow also exists in the straight sections
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connecting the first two rows, where the drop size is still larger than the channel cross-section and the drops

get squeezed by the walls forming slugs.

Another important observation from Figures 3.3 and 3.4 is that unlike in a microreactor 4 (where very

narrow drop size distributions are obtained), depending on the flow rates the AFR leads to the formation of

droplets with a relatively broad size distribution.

3.4.2 Drop size distribution

Drop size distributions and number average drop sizes are measured from the images obtained from

the visualization experiments. The Sauter diameter (d32) calculated as shown in eq 3.6 is also used to

characterize the dispersions. Its magnitude depends on both the maximum and minimum drop size as well as

the shape of the drop size distribution 4.

d32 = (3.6)
Zinid?

Examples of the effect of hexane flow rate on the drop size distribution for water flow rates ranging

from 10 to 80 mL/min are shown in Figures A.6.1-5 of the Appendix. The number density functions for the

drop size resemble log-normal distributions, with a stronger effect at the lowest water flow rates, for which

the breakage of drops is more difficult due to the low inertia of the continuous phase to overcome the

interfacial force. High shear is needed to induce break-up of drops, which is obtained at high total flow rates.

The drops remain small at high flow rates, where the continuous phase prevents coalescence. It is also

observed that the narrowest size distributions and smaller drop size are obtained at high total flow rates. This

is generally desirable for most applications, as smaller drops offer high effective interfacial area for mass

transfer (m2/m
3
).
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Figure 3.2: Flow patterns of hexane/water in the Advanced-Flow Reactor. Drop size decreases from
inlet to outlet after breakup enhanced by reactor design through convergent/divergent channels in the
form of heart-shaped cells in series
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Figure 3.3: Effect of flow rate on droplet formation regime: a) water/hexane flow rate ratio = 1, b)
water flow rate/hexane flow rate = 1, 4, and 1 for total flow rates changing from 20 mL/min, 50
mL/min to 80 mL/min.
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The Sauter diameter remains within the interval 0.37 - 1.5 mm for most flow rates, except for the

lowest water flow rates (10 and 20 mL/min) and highest hexane flow rates (60 mL/min and 80 mL/min of

hexane for 10 mL/min of water, and 80 mL/min for 20 mL/min of water) for which the Sauter diameter

exceeds 2 mm. This behavior is in accordance with the experimental observation at these low water flow

rates, for which it was observed that drop break-up was difficult due to the very small amount of water

present. Coexistence of very large drops with very small drops was observed which affects the Sauter

diameter estimated through the statistical moments of the drop size distributions.

The different regimes of droplet formation are shown in Figure 3.4 b) for a constant water-to-hexane

flow rate ratio for increasing total flow rate. For a vertical configuration of the AFR, gravity affects the

biphasic flow at the lowest flow rates (10 mL/mmi of each phase) and the lightest phase (hexane) occupies the

upper half of the heart cell. As the total flow rate increases, inertia overcomes buoyancy effects. At low flow

rates of both phases (total flow rate of 40 mL/min), a dripping regime is observed, with a periodic formation

of individual drops that pinch-off at the inlet of the heart cell. Increasing the total flow rate results in the

formation of a jet, which subsequently breaks to yield drops of different sizes. The shear rate increases with

total flow rate producing drops of smaller size and broadening the size distribution. The jet length also

increases with increasing flow rate. The transition from the dripping to the jetting regime is observed by

increasing the outer flow rate, which increases the viscous drag (Figure 3.3 b) and yields smaller drop sizes.

Increasing the inner flow rate in the jetting regime increases the jet length and broadens the drop size

distribution.

The average drop size of hexane decreases with both hexane and water flow rates, however the change

in drop size for water flow rates of 10 and 20 mL/nn with hexane flow rate is more significant than the

change observed for lager drop sizes. In the decision of selecting the operating conditions, it is important to

notice also that water flow rate determines mainly the droplet size, whereas the hexane flow rate determines

the number of drops. This effect can be visualized in Figure 3.4, where three very representative cases of the

hexane-water flow are shown. In "Case 1" the low flow rates of water (10 mE/min) and hexane (10 mL/min)

generate drop sizes of about 1 mm. If "Case 1" is taken as basis for comparison, increasing water flow rate
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from 10 mL/min to 80 mL/min while keeping hexane flowing at 10 mL/min (which brings us to "Case 3")

causes mainly a reduction in drop size with an approximately same number of droplets. Increasing hexane

flow rate from 10 mL/min to 80 mL/min, while water flows at 80 mL/min ("Case 2") increases the number

of drops whereas the drop size remains almost unchanged.

Case 1 Case 2 Case 3

Figure 3.4: Effect of flow rate on drop size and number of drops: case 1) Qh 10, Q = 10; case 2)
Qh= 80, Qw = 80; case 3) Qh 10, Qw = 80 (flow rates in mL/min)

The effect of the capillary number (Ca) in the hexane drop size is shown in Figure 3.5, with hexane

flow rate as parameter. It was found that both Ca and Qh have a strong impact on determining the droplet

size. At low Ca, the effect of hexane flow rate is significantly larger than at higher Ca, with a general tendency

to reduce the droplet size. There is a compromise between droplet size and power consumption, since flow

rate increase results in increasing the energy input (increasing water flow rate is equivalent to increasing Ca).

There is a point from which increasing the energy input to pump the hexane phase does not result in a

significant reduction in drop size. Nevertheless, it has an impact on the interfacial area and the mass transfer

coefficients, since the hexane phase has larger influence on the number of drops.

The effect of the hexane Weber number (We) in the average drop size, shown in Figures 3.6 a) and b),

reflects a change in the flow regime: at low Weh, surface tension effects dominate over inertia, while at higher

Weh inertial effects take over and dominate interfacial forces. The effect of We, (continuous phase) has a

stronger effect than Weh (dispersed phase) on the droplet size, as was already reflected by the stronger
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influence of the water flow rate as compared to hexane flow rate. The same observation is seen in rectangular

microchannels for kerosene/water system.24
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Figure 3.5: Drop size versus capillary number. Hexane
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Figure 3.6: Relationship between mean droplet size and flow regimes in Advanced-Flow Reactor: a)
drop size of dispersed phase versus hexane Weber number; b) drop size of dispersed phase versus
water Weber number. Legend: a) water flow rate, b) hexane flow rate (mL/min): u, 10; 0, 20; A, 40;
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3.4.3 Drop size variation along flow path

The AFR shows a different behavior with respect to microchannels operating in slug flow regime.

While microchannels have slugs of defined size, as shown in Figures 3.3 and 3.4 the AFR has a distribution of

drop sizes along the flow path. The system hexane-water is not reactive but still shows a reduction of drop

size along the flow path, as shown in Figure 3.7. One interesting result is that, regardless of the water flow

rate, the drop size remains almost constant from the fourth row, which could correspond to an equilibrium

drop size. In order to show that an equilibrium state has been reached, the ratio of average drop size in each

row/Sauter diameter is shown in Figure 3.8. It is seen that the equilibrium size (ratio = 1) is reached in earlier

rows at higher flow rates.

3.4.4 Hexane hold-up

The hexane hold-up, which is important to determine the slip velocity, was measured as the volume

fraction of hexane using the information provided by the images. The number of drops was counted in each

heart cell as those seen from a plane parallel to the plane of the AFR. Since the AFR layer thickness is 1.1

mm, two possibilities of coexisting drops exist: floating drops and stacked drops. In the first case, the hexane

hold-up can be calculated easily from the number of drops and drop size, since the number of droplets seen

from the above is exactly the number of drops actually existing in the entire channel height. In the second

case, the stack of droplets makes impossible to know exactly how many drops exist when seen from above,

and some assumptions need to be made. Depending on the packing structure of droplets, the number of

drops that can coexist in the thickness will be slightly different. Two packing configurations have been

considered: simple cubic packing and close-packing (Appendix, Figure A.7). Neglecting the end effects along

the width of the channel and focusing on the end effects on the height, the close-packing is able to hold a

larger number of drops (ratio simple cubic packing / close packing = 0.67). Close-packing was selected for

the calculation of the hold-up fraction as it was considered to be in better agreement with experimental

observations.
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Two limitations to the calculation of the hold-up fraction were encountered. First, only one droplet

size (the average) has been considered for each heart cell. Second, each row has been assumed to be

composed of heart cells with identical drop size distributions, but the droplet size actually decreases

continuously from the inlet to the outlet of the AFR. However, calculating the hexane hold-up from an

averaged drop size for each row can be used as a first approximation for the estimation of mass transfer

coefficients.

The hexane hold-up is shown in Figure 3.9 as a function of the flow rate ratio Q,/Qh. The fractional

hexane hold-up is seen to decrease with increasing water to hexane flow ratio (at almost all water and hexane

flow rate combinations).There are some deviations at very low water-to-hexane ratios may be because the

hexane flow rate is so high that the continuous phase inertia is not enough to break drops. It was not possible

to obtain a good correlation connecting phase hold-up with flow rate ratios. This is probably due to surface

tension effects.
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Figure 3.9: Hexane hold-up variation with

10; 0, 20; A, 40; 0, 60; A, 80
flow rate ratio. Water flow rate as parameter (mL/min): m,
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The effect of Ca on the hexane hold-up is shown in Figure 3.10. It is seen that hexane hold-up

decreases when increasing the Ca, which indicates the effect of inertial forces over the surface tension force.

It is important also to notice that there is a drastic reduction in hexane hold-up when the hexane flows at 10

and 20 mL/min for low Ca. A decrease was observed by increasing the two-phase Re, being this drop more

drastic at lower Re. Increasing We of the continuous phase also reduced the hexane hold-up, with a larger

effect at the lower hexane flow rates (Figure 3.11).
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Figure 3.10: Hexane hold-up variation with capillary number. Hexane flow rate as parameter
(mL/min): m, 10; o, 20; A, 40; 0, 60; A, 80

99

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

C-

0 I
j

U U



0.9

0.8

0.7

0.6

0.5

8 0.4
ca

0O.3

0.2

0.1

0.0
0 10 20 30 40

We.

Figure 3.11- Hexane hold-up variation with water Weber number. Hexane flow rate as parameter
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3.4.5 Specific interfacial area

The interfacial area was calculated from the number average drop size and the experimental hexane

hold-up using eq 3.7.

a = 6eh/dp (3-7)

High specific interfacial areas were observed at low flow rate ratios Qw/Qh and high water flow rates.

The rate of increase of interfacial area with Reynolds number was seen to increase with water flow rates and

slows down at larger hexane flow rates. The effect of the Capillary number on the effective interfacial area is

shown in Figure 3.12.The variation in a is a strong function of the hexane flow rate as the dispersed phase

flow rate controlled the number of drops. The values of a decrease slightly with Ca at low hexane flow rates

and its effect is negligible beyond 40 mL/min, which is a typical operating condition for pilot or industrial

scale production. However, for the largest hexane flow rates, 60 and 80 mL/min, a continuous increase in the

effective interfacial area is observed with Ca.
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3.4.6 Mass Transfer Coefficients

Mass transfer coefficients were estimated using the Calderbank's modification of surface renewal

theory 42. In the original penetration theory of Higbie for gas-liquid mass transfer 43, the mass transfer across

the interface is considered as an unsteady process, where the continuous liquid surface is considered to be

formed by small elements of fluid which contact the gas phase for some time, after which they penetrate the

bulk fluid, to be replaced by new elements of fluid at the gas-liquid interface. The true mass transfer

coefficient (kL) based on the surface renewal theory is given by eq 3.8:

kL = 2 I (3.8)

The contact time was calculated as the ratio of droplet size to drop terminal velocity 44,45. The slip

velocity (vs) is essential for the determination of mass transfer coefficients and is estimated using eq 3.9,

which needs the superficial velocity of each phase and the hold-up measured from the visualization
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experiments. The formula is analogous to the bubble slip velocity for a gas-liquid reactor with co-current flow

46,47 and has been used also for liquid-liquid systems in many other contactors.

VS = Vh -w (3.9)
Ch Cw

The overall mass transfer coefficients are plotted in Figure 3.13 in terms of water-to-hexane flow rate

ratio. A general decrease in the mass transfer coefficients is observed as Qw/Qh increases. For a constant

water flow rate Q, the overall mass transfer coefficient (kia) increases with the hexane flow rate. This

variation is related to the decrease in drop size with flow rates, which increases the interfacial area, and the

increase in internal circulations within the droplets with higher shear rates and velocities. For a constant

hexane flow rate Qh, the mass transfer coefficients increase for larger water flow rates. Thus, it is

recommended for kinetically controlled reactions to operate at high water and hexane flow rates. Also, high

overall mass transfer coefficients indicate that it is necessary to have short residence times (Figure 3.14) in the

reactor. Thus, less number of AFR plates would actually be sufficient for such cases thereby providing a pilot

or commercial scale production for fast reactions that are completed in the smaller residence time. On the

other hand, slow reactions need long residence times to achieve reasonable conversions and increasing the

temperature and/or connecting several AFR units in series could solve this problem without compromising

on the overall mass transfer coefficient. The requirements for each reaction are specific and thus, the

operating conditions need to be chosen carefully.
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3.4.7 Pressure drop

Pressure drop measurements were used for the estimation of the power consumption which directly

dictates the specific interfacial area as well as the mass transfer rates. In the AFR only the pumping of the two

liquids into the device is required and no additional power to provide agitation as in the case of stirred vessels

is needed. The experimentally measured pressure drop at different inlet two-phase Re is shown in Figure 3.15.

A correlation to estimate the pressure drop for hexane/water was developed using the framework of

Lockhart-Martinelli method M. This is one of the most used methods to predict two-phase pressure drop and

it can be used within a broad range of flow regimes of both phases (laminar-laminar, laminar-turbulent,

turbulent-laminar, turbulent-turbulent) by modifying the value of specific parameters. A modified correction

factor of the Chisholm parameter (C*) was calculated to fit the experimental data. A good prediction of the

experimental data, shown in Figure 3.16, was seen when one correlation for the correction factor for each

water flow rate in terms of the ratio Qh/(Qw+Qh) was used. The relative errors were reduced from 0.43 - 170

% to 0.16 - 37 % and randomized, with respect to a single correlation for the correction factor not depending

on the water flow rate, as shown in Figure 3.17. It was also seen that the larger errors were obtained for the

lowest flow rates (combination of 10 and 20 mL/min flow rates of each phase).
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Figure 3.15: Pressure drop variation with Reynolds number. Water flow rate as parameter (mL/min):
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3.4.8 Comparison of AFR with other liquid-liquid contactors

The different hydrodynamic parameters for AFR that are presented can be compared with the similar

parameters that are reported in the literature for different conventional liquid-liquid contactors and static

mixers. Values of different parameters at identical power consumption per unit volume were considered as

the basis for comparison. The average drop size is presented versus power consumption in Figure 3.18. First

of all, it is seen that for a specific device, i.e. a vibromixer 48,49 the achieved drop size depends on the physical

properties of the liquid-liquid system. It can be seen here that the AFR does not provide the smallest drop

sizes. However, it is important to consider not only the drop size, but also the number of generated drops,

because this affects the total interfacial area, and therefore, the overall mass transfer coefficients.

The values of effective interfacial area for the AFR operating with flow rates from 10 to 80 mL/min

are in the range 1,000 to 10,000 m2/m3, which are one order of magnitude higher than those obtained in

conventional stirred vessels, where interfacial areas are on the order of 500 m2/m3 52. Effective interfacial

areas typical of other liquid-liquid contactors are presented in Table 3.2. Packed bed columns and RTL

extractors are not able to generate interfacial areas as high as those provided by the AFR. However,

impinging jet reactors and microchannels present a larger capability in producing specific surface areas, but as

it will be shown later, the mass transfer coefficients are smaller than those obtained in the AFR, mainly due to

smaller drop sizes and higher hold-up values in the AFR. A better metric for comparison of specific

interfacial areas takes into account the power consumption, as shown in Figure 3.19. According to this metric,

the AFR is more efficient than other liquid-liquid contactors in creating interfacial area, probably due to its

design with a series of divergent/convergent sections through heart-shaped cells along the flow path that

cause continuous break-up and coalescence of the dispersed phase creating a large number of small droplets

which increase the interfacial area, requiring only energy input for pumping the fluids. However, other

contactors require extra energy input to provide agitation and there is probably higher energy dissipation

which is not devoted to the creation of new surface between phases.
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Very few data on interfacial area and mass transfer coefficients for static mixers is available in the

literature, being more predominant data related to drop size. Here we provide some information about mass

transfer and interfacial areas for gas/liquid and liquid/liquid systems in static mixers for comparison. Overall

mass transfer coefficients for immiscible liquids in screen-type static mixers s3 are in the range of 1 to 10 s-1

for energy dissipation rates from 10 to 100 W/kg. HEV static mixer is reported to be more efficient than

other mixers, with interfacial areas ranging from 3x10 2 to 3x10 3 m2/m3 for power consumptions of 0.1 to 1

J/kg 54. Interfacial areas are on the same order of magnitude as the values obtained in capillary microchannels

and not very far from the values obtained in the AFR.
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Figure 3.18: Drop size versus power consumption for different liquid-liquid contactors. 49. 50, 51

Legend: 0, Coming; A, vibromixer (kerosene-water); *, annular centrifugal extractor (silicon oil-
water); <, unbaffled shaking flask; *, stirred tank; 0, vibromixer (paraffin oil-water); El, vibromixer

(methyl silicon oil-water); 0, stirred tank fermentor 14 L; A, baffled shaking flask 300 mL; +, static
mixer I; X, static mixer II; --, static mixer III
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Table 3.2: Comparison of effective interfacial area and mass transfer coefficients in liquid-liquid contactors55

kca Reference
Contactor type A (ser)

(M2/M3) (s-I)

Agitated contactor 32-311 (48-83)10-3 Fernandes and Sharma, 1967

Packed bed column (Pall/Raschig ring, 80-450 (3.4-5)10-3 Verma and Sharma, 1975
Intalox saddles)

RTL Extractor (Graesser raining bucket) 90-140 (0.6-1.3)10-3 Alper, 1988
Air operated two impinging jet reactors 350-900 0.075 Dehkordi, 2002
Two impinging jet reactors 1000-3400 0.28 Dehkordi, 2001
Capillary microchannel 830-3200 0.88-1.67 Kashid et al., 2007
Static mixers 300-3000 a 1-10 b a Lemenand, T. Et al, 2005

b Taweel, A. M., et al. 2007
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Figure 3.19: Specific interfacial area versus power consumption for different liquid-liquid contactors.

Legend: o Coming Qw = 10 mL/min A Corning Q, = 20 mL/min X Corning Qw = 40 mL/min *
Corning Q, = 60 mL/min + Coming Qw =80 mL/min e Capillary microchannel; m Two impinging
jets reactor; A Air operated two impinging jet reactors; +Agitated contactor; > Sulzer static mixer;
0 HEV static mixer 41
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It is known that in conventional vessels higher mass transfer rates can be achieved by increasing the

shear at the cost of higher power consumption rates. The relationship between mass transfer coefficients and

power input is therefore a measurement of the efficiency of the device and can be used as a metric to

compare different liquid-liquid contactors. Some typical values for batch reactors, static mixers and packed

microchannels are shown in Figure 3.20, together with the AFR results. While agitated vessels need energy to

pump the liquids and also stir their fluid content, microchannels and the AFR work in a way that they do not

need to provide extra power for agitation. It is seen from the results and the mass transfer data from the

literature that the AFR is superior in terms of mass transfer versus power consumption, with values of kta

within the range 1.9 - 41 s1 and power input of 0.2 - 400 kW/m 3. Capillary and packed microchannels are

the closest contactors in performance to the AFR, while the agitated vessels and the Koch static mixer -6 are

the furthest.
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Figure 3.20: Overall mass transfer coefficient versus power consumption for different liquid - liquid
contactors57. Legend: 0 Corning, A Batch reactor, A Static mixer, x Packed microchannel, 0 Air
operated two impinging jet reactors, 0 Capillary microchannel, > Agitated contactor, * Two
impinging jets reactor
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3.5 Conclusions

In the context of microreactor technology, the Advanced-Flow Reactor® by Corning Inc. appears as

one of the commercially available options to scale-up multiphase reactions from the laboratory (micro) scale

to the production levels (mili scale). The complex geometry of the AFR with a continuously changing cross-

section along the flow path and obstacles within the heart cells creates pressure changes that cause drop

break-up and enhance mass transfer. It has been shown the superior performance of this device versus other

conventional liquid-liquid contactors in terms of overall mass transfer coefficients and power consumption.

For the recommended operating conditions in the AFR ranging from 10 to 80 mL/min of each phase, the

values of drop sizes as small as 0.3 mm and mass transfer coefficients on the order of 1 - 10 s1 were

achieved. Since the fluid properties have a strong impact on the characteristic of the dispersion (drop size

distribution, dispersed phase hold-up, interfacial tension, etc), more investigations using fluids having a wider

range of properties need to be explored. Further analysis of the effect of fluid properties is included in

Chapter 6 using computational fluid dynamic simulations.

3.6 Notation

a Effective interfacial area (m2/m3)

Ahrt Total surface of one single heart cell (m 2)

C Chisholm parameter (-)

C* Correction factor based on the fractional phase hold-up of the dispersed phase (-)

CI Confidence interval

dyj Individual drop size (mm)

dp,heart Number average drop size over one heart cell (i)

dp Number average drop size over the entire plate (i)
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d32 Sauter diameter (mm)

Dh Hydraulic diameter (m)

DL Diffusion coefficient (m2/s)

H Channel height (m)

kL True mass transfer coefficient (m/s)

kia Overall mass transfer coefficient (1 /s)

Nher Number of drops in each heart cell (-)

ni Number of drops of size d (-)

M Number of measurements (-)

N Number of rows in the AFR (-)

P, Specific power consumption (W/m 3)

Qh Volumetric hexane flow rate (mL/min)

Q. Volumetric water flow rate (mL/min)

s Standard deviation

t Time (s)

VP Terminal rise velocity of a drop in stagnant liquid (m/s)

V Superficial velocity (m/s)

Vh Hexane superficial velocity (m/s)

VW Water superficial velocity (m/s)

V Slip velocity of the droplet (m/s)

Vhearti Total volume of drops in one heart cell (im3)
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VP

W

xi

x

AP/AL

Dimensionless numbers

Ca

Eo

FrHOM

Mo

Re

We

WeHOM

Greek letters

OC, a'

P, -Y, '

Sh

SW

Volume of one single droplet (m
3
)

Channel width (m)

Individual measurement of variable X

Mean value of M measurements of variable X

Pressure drop per unit length (Pa/m)

Capillary number (-)

Edtvos number (-)

Froude number for homogeneous flow (-)

Morton number (-)

Reynolds number (-)

Weber number (-)

Weber number for homogeneous flow (-)

Parameters in drop size prediction (m)

Constant parameters in drop size prediction (-)

Energy dissipation rate (m2/s 3)

Fractional hexane hold-up (-)

Fractional water hold-up (-)

Density (kg/m3)

Friction factor (-)
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Yw, Yh

Total pressure drop

Two phase frictional flow

Acceleration

Hydrostatic head
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4 Experimental determination of residence time distribution in the

Advanced-Flow Reactor

4.1 Abstract

Determination of the residence time distribution (RTD) to characterize the hydrodynamics of a reactor

is essential for reactor development, scale-up, design, and optimization purposes. Here the RTD for single-

phase flow in the Advanced-Flow Reactor (AFR) Gen 1 is determined experimentally covering flow rates

from 10 mL/min to 80 mL/min at ambient temperature and atmospheric outlet pressure. Comparison with

conventional RTD models (tanks in series and dispersion models) and a two-zone model that accounts for

dynamic/static zones with mass transfer between them is also included. From the analysis, it is concluded that

the two-zone model with no axial dispersion describes with best accuracy the RTD in the AFR. Percentage

reductions of 78 - 88 % for sum of errors with respect to the tanks in series and dispersion models are

achieved with the two-zone model.

4.2 Introduction

Understanding and characterizing the hydrodynamics of a reactor is essential in every scale-up, reactor

design, and optimization process. Not only the kinetics of the reaction may be affected by residence time

distribution (RTD), but also comparison of the different RTDs for different reactor sizes provides insight

about the challenges that can be encountered during the scale-up process.

Residence time distribution studies are frequently used to determine the "mixing" characteristics of a

vessel or continuous flow device. Each fluid particle stays a different amount of time inside the reactor and

thus, the entire fluid system is characterized by a distribution function of residence times for fluid particles.

The function F(t) is defined as the fraction of particles whose residence time is "t" or less, whereas the

complementary function, F*(t), is the fraction of particles possessing a residence time greater than "t", as

given by eq 4.1. 1, 2
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F*(t) = 1 - F(t) (4.1)

Both F(t) and F*(t) functions are seen as probability functions: F(t), the probability of a single fluid

particle staying in the system for a time "t" or less; F*(t), the probability of a single particle possessing a

residence time greater than "t". The density function E(t) is defined as the derivative of the function F(t) and

is given by eq 4.2. The amount "E(t)dt" represents the probability of a fluid particle having a residence time

between "t" and "t + dt". 1,2

E(t) = dF(t)/dt (4.2)

The first (i) and second (p2) statistical moments of the density function E(t) provide information

about the mean residence time (T) and the variance of the distribution (a2), respectively.

n = 0 tn E(t)dt (4.3)

There are two methods mainly used to measure experimentally the residence time distributions: a)

introducing an impulse of tracer within a very short time (resembling a delta function) at the entrance of the

reactor and measuring the concentration at the outlet. This outlet concentration is proportional to the density

function E(t); b) introducing a step change of tracer concentration at the entrance of the reactor and

monitoring the concentration at the outlet until a constant value is reached. The F(t) function is then given by

the ratio C(t)/Cr 1 , and E(t) by the temporal derivative of F(t). In both cases, the system must be at steady

state.

There are two ideal cases considered when studying RTDs:

a) Plugflow reactor (PFR): there is no axial mixing and each element of fluid is completely mixed in the

radial direction at each axial position. All fluid elements leave the reactor at time t (residence time

of the PFR) if they entered the reactor at time zero. The RTD of a PFR is a Dirac delta function at

T (eq 4.4) and its variance is zero.

E(t) = S(t - -r) (4.4)
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b) Complete stimd tank reactor (CSTR): the fluid particles are instantaneously mixed once they enter the

reactor so that the outlet has a homogeneous composition. The RTD is decreasingly exponential,

as given by eq 4.5.

E(t) = e (4.5)
T

Deviations from the PFR are very common in real reactors and non-zero variances are encountered,

normally due to the presence of dispersion, diffusion, non-uniform velocity profiles, or turbulence. Stagnant

zones cause deviations from the ideal PFR or CSTR, with an earlier arrival of the fluid at the outlet, whereas

channeling and strong internal circulations may cause the presence of more than one peak in the E(t) curve.

Simple models have been developed to account for non-idealities in the flow. One-parameter models

include the "tanks in series" and "dispersion" models. A more complex model called "two-zone model"

accounts for dynamic and static zones within the reactor with mass transfer between them. These three

models are explained in detail in sections 4.2.1-3.

4.2.1 Tanks in series model

The "tanks in series" model is one of the conventional models used to model real reactors. The single

parameter to determine is the number of tanks in series which best describes the RTD compared with the

experimental data. The RTD E(t) and E(O) are given by eqs 4.6 and 4.7, respectively 3. The number of tanks

can be either obtained from the dimensionless variance (eq 4.8) or by fitting the experimental data to the

predicted RTD by the model. For cases when the variance is very sensitive to the experimental data, the

second approach is preferable.

E(t) = - e-t/Ti (4.6)
(n-1)!T!'

E(0) = n(n e- (4.7)
(n-i)!

119



n = 2 (4.8)

4.2.2 Dispersion model

Non ideal reactors can be described by a "dispersion model" in which the single parameter to

determine is the Peclet number (Pe), defined by eq 4.9. Pe is a dimensionless number that measures the

degree of dispersion in the vessel. For low degrees of dispersion, Pe > 100, eqs 4.10 and 4.11 describe the

dimensionless residence time distribution curve E (0) and variance, respectively 4:

Pe = UL (4.9)
D

E(0) = 21 - ) (4.10)

2 = (4.11)

For higher degrees of dispersion, Pe < 100, only when the boundary conditions for the inlet and outlet

are open (there is dispersion both upstream and downstream), an analytical solution can be obtained. Here

the non-dimensional concentration of tracer, mean residence time, and dimensionless variance, are given by

eqs 4.12 - 14, respectively:

- 1 (-(1-0)
2

\
E(6) = exp 4- )(4.12)

2 5ft/Per 40/Per'

S=(1 + '2 (4.13)

2 = 2+ (4.14)

4.2.3 Two-zone model

The "two-zone model" considers the presence of stagnant zones in the reactor by dividing the liquid

flow into a dynamic zone, modeled as plug flow with axial dispersion, and a static zone, with mass transfer
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between both zones (Figure 4.1) 5. 6. The model incorporates the contribution of stagnant holdup and

dynamic holdup through the parameters EL,st and ELd, respectively, and the mass transfer between them by

incorporating the number of mass transfer units, N. The Peclet number (Pe) is a measurement of the amount

of axial dispersion in the dynamic zone.

N

Figure 4.1: Schematic of two-zone RTD model. This model incorporates contributions from a static
zone and an axially dispersed dynamic zone, with mass transfer between them.

The mass balances for the tracer in the dynamic and the static zones are described by eq 4.15 and eq

4.16, respectively 5,6:

EL,d 2-d+ !L- -+ N !L- (Cd - Cst) =L VS 2
a t stax L Pe L X

2

ELst -+ N LL Cst -Cd) = 0

(4.15)

(4.16)

The boundary and initial conditions considered are given by eqs 4.17 - 4.19.

1 a cd
x =0, Cd|x=o- = Cdlx=o+ - e ax

x =1, aCd= 0ax

(4.17)

(4.18)

(4.19)t = 0, Cd = 0; Cst = 0

4.3 Experimental

The measurements of the residence time distribution (RTD) in the AFR were performed following the

tracer injection method. The variation in the UV absorbance of the liquid phase at the outlet of the
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microreactor was monitored. An online UV spectro photometer (Ocean Optics with multi-wavelength UV

source) was used to measure the tracer concentration in terms of absorbance at a sampling frequency of 70

Hz. In these experiments, a DH-200 Mikropack UV-VIS - NIR deuterium and halogen light source was

used. The experimental setup is shown in Figure 4.2.

Figure 4.2: Experimental set-up for RTD measurements. Liquid is introduced in the Advanced-Flow
reactor through an ISCO pump; a six-way valve is used to introduce a pulse of tracer into the liquid
phase; a flow cell at the outlet measures UV absorbance and results are monitored in a computer

Water was used as the liquid phase and the tracer was an aqueous solution of acetone with

concentration 20% vol./vol. The water was pumped at constant flow rate using an ISCO syringe pump, and a

six-way two-position valve operated manually was used to introduce a small amount of tracer as a pulse at

time t = 0 into the liquid phase that flows into the AFR. The volume injected by the valve into the system

was 50 pL. Downstream of the reactor, the spreading of the tracer pulse was measured by UV absorbance of

the outlet stream (linearly related to the tracer concentration) through a flow cell of 0.2 mL volume, giving a

discrete data for the impulse response of the system. The signal was integrated for wavelengths ranging from

200 to 300 nm, which comprises the wavelengths of maximum absorbance of acetone. The data acquisition

time was varied for case-to-case depending on the complete exit of the tracer from the plate. The RTD was
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measured at ambient conditions (22 'C and atmospheric pressure at the outlet) for 10, 20, 60, and 80

mL/min of water, injecting the tracer three times for each flow rate.

4.3.1 Analysis of experimental data

The raw data are processed by computing moving average to reduce the noise. The mean residence

time and variance were then determined for each experiment using the experimental discrete data of UV

absorbance, A(t), as given by eq 4.20 and eq 4.21, respectively:

f A(t)tdt
t t (4.20)

= f A(t)dt

= f A(t)(tdt - fA(t)tdt -_2i = 0 t2 (4.21)
f A(t)dt f A(t)dt

The integration of the discrete data was performed numerically by the trapezoidal integration method

using Matlab 7.8.0. The E(t) curve was determined from the processed discrete data by eq 4.22.

E(t) = (4.22)
ft A(t)dt

The dimensionless E(O) curve was determined from the mean residence time and the E(t) curve, as

given by eq 4.23.

E(6) = E(t)! (4.23)

The dimensionless residence time and variance are determined by eq 4.24 and eq 4.25, respectively.

6 = (4.24)
f

S= at (4.25)

There are two methods used to fit the model to the experimental data: Method A relies on finding the

parameter that best matches the experimental and predicted dimensionless variance, whereas Method B finds

the parameter that minimizes the sum of the square of errors between the experimental data and the model.
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In our experiments, it was found that the dimensionless variance was very sensitive to the noise in the

experimental data and the criteria used in data processing, such as the decision of the start and end points

characterizing the RTD curve. Thus, the criterion for the selection of the parameter that fit best the

experimental data is to minimize the sum of the squares of the errors between the experimental E(t) vs. t and

the one predicted by the model, as given by eq 4.26.

Minimization function = Wj0 (Yexpi - Ymodeli) 2  (4.26)

4.4 Results and discussion

4.4.1 Experimental Data

In this section, the residence time distribution curves (RTD) obtained at ambient conditions are

presented at different liquid flow rates. The collected raw data (absorbance) corresponding to the response of

the system to a pulse injection of tracer was normalized to obtain the residence time distribution, E(O). The

experimentally obtained E(0) versus the dimensionless time, 0, are shown in Figure 4.3, for the different

liquid flow rates. The mean residence times (E), variance (a), and dimensionless variance (co) calculated for

10, 20, 60, and 80 mL/min residence time distribution E(t) curves are shown in Table 4.1.

Table 4.1: Experimental mean residence time and variance

QL.(mL/min) (S) 0 s
55.83 82.42 0.0264

10
55.79 89.57 0.0288

27.55 19.59 0.0258
20

27.71 21.89 0.0285

9.31 1.68 0.0194
60

9.39 2.07 0.0235

6.94 1.01 0.0210
80

6.85 0.98 0.0209

In a plug flow reactor, all the tracer arrives at the outlet of the tube at time t (reactor residence time)

yielding a Dirac delta function for E(O) centered at 1 and with zero variance. However, from the experimental
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RTD it is seen that the E(0) curve is centered around 0 = 1 but there is some dispersion that broadens the

distribution: some fluid particles arrive at the outlet earlier than most part of the fluid particles that arrive

close to the mean residence time, and there is also a fraction of particles that arrives later than the average.

Thus, the RTD characteristic of the AFR is PFR with dispersion. Here it should be noticed that the

recommended operating conditions for the AFR are flow rates above 30 mL/min, and thus, the AFR will

perform with a more symmetric RTD than what is observed at 10 mL/min, which can be seen as an atypical

case and not the commonly observed behavior of the AFR.
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4.4.2 Models

4.4.2.1 Tanks in series model

The results obtained for the tanks in series model are shown Table 4.2. The number of tanks was first

calculated from the experimental dimensionless variance. A better agreement was found when the sum of the

square of errors was chosen as the criterion to decide the number of tanks in series. The reason why for some

experiments there is a significant difference between both methods is caused by the uncertainty in the

determination of the experimental variance. The experimental data itself, and the initial and end points

selected to compute the variance affect directly the result obtained. The parameters that characterize the RTD

curve predicted by the tanks in series model for both methods are shown in Table 4.2. The results show that

as the flow rate increases the number of tanks in series increases, which means that the Peclet number or

mixing in the reactor is smaller at larger flow rates therefore resembling a plug flow behavior with small

degree of dispersion.

Table 4.2: Number of tanks in tanks in series model

QL N.i. based Nwi, based on
(mL/min) on o2 sum of square of errors

10 38 30
35 31

20 38 39
34 37

60 52 52
43 53

80 50 62
60 62

The predicted curves by the tanks in series model using different number of tanks for different flow

rates are shown in Figure 4.4. It is observed that none of the number of tanks is able to predict with excellent

accuracy the RTD, especially at the lowest flow rates. Better agreement with the experimental results is seen

at the highest flow rates, 60 and 80 mL/min, for which the number of tanks is 52 and 62, respectively. A

more complex RTD model that introduces more parameters may be necessary to predict more accurately the

RTD in the AFR for all flow rates.
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Figure 4.4: Predicted RTD by tanks in series model at different flow rates (mL/min): a) 10, b) 20, c)
60, d) 80

A device whose RTD can be described with a large number of tanks in series resembles a plug flow

reactor with dispersion. In the limit of a number of tanks equal to infinite, the behavior of the reactor is close

to PFR. The AFR is composed by 51 hearts in series which are designed to provide good mixing

performance. Based on the reactor design, one would expect the RTD to be similar to 51 CSTRs in series,

each CSTR having the volume of a single heart cell. We cannot obtain further information about this

hypothesis here, because the experimental measurement of RTD requires additional tubing and measuring

system that affect the overall RTD. However, further computational fluid dynamic simulations have been

performed in order to obtain isolated RTDs for the AFR module for different flow rates. The results are

included in Chapter 5.
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4.4.2.2 Dispersion model

The dispersion model for large and small degrees of dispersion is used to predict the experimental

RTD data. The dimensionless RTD curves E(6) are calculated using eq 4.10 and 4.12 for Pe > 100 and Pe <

100, respectively. Table 4.3 includes the results using both dispersion models for both approaches of: a)

matching the dimensionless variance; b) minimizing the sum of the square of errors between experiments and

model, similarly to the tanks in series model analysis. It is seen from the results that a better agreement with

the experiments is obtained when the analysis is performed in base of the minimization of errors due to the

increased uncertainty in the determination of the dimensionless variance of the RTD from the experiments.

Focusing now on the calculated parameters, it is clearly seen that larger Peclet numbers are obtained for

higher flow rates. Peclet numbers are a measurement of the degree of dispersion, being smaller for higher

degrees of dispersion. Infinite values of Pe correspond to a PFR RTD. Thus, increasing the flow rate reduces

the axial dispersion. Figure 4.5 includes the Peclet numbers in terms of flow rates. It is observed that the

slope Pe versus QL changes from the lowest flow rates to the largest flow rates, which may be due to a change

in the flow regime in the reactor. This observation needs further investigation and a more detail explanation is

included in Chapter 5.

Pe based

Dispersion I

76
69
77
69

104
85
99
120

Table 4.3: Peclet number for dispersion model

2 Pe based onon sum of square of errors

Dispersion II Dispersion I Dispersion II

80 60 57
73 65 63
81 79 76
81 75 81
107 105 101
89 111 104

103 125 125
124 126 122

Derived variables from
Peclet

Dispersion Dispersion
module coefficient
0.0175 0.0029
0.0159 0.0026
0.0132 0.0044
0.0123 0.0041
0.0095 0.0095
0.0090 0.0090
0.0080 0.0107
0.0079 0.0106
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Figure 4.5: Peclet number versus liquid flow rate for dispersion model. Two flow regimes are
observed based on the Peclet numbers with different behavior at the lowest flow rates with respect to
the largest flow rates.

A comparison of the results obtained with the dispersion model and the tanks in series models together

with the experimental RTDs are presented in Figure 4.6 for different water flow rates. Similar agreement is

seen for both the tanks in series and the dispersion models. While the least agreement is seen at the lowest

flow rates, the best agreement is obtained at 60 and 80 mL/min, where the behavior is closer to plug flow

with certain degree of axial dispersion. In particular, for 80 mL/min, Pe = 123. The AFR has an overall

length of 2.2 meters if the flow is treated as if it was split between the two sides of the hearts traveling at half

speed (half flow rate flows through each side of the heart channel). Considering that Pe = UL/D, where D is

the dispersion coefficient, the dispersion module (1 /Pe) for 80 mL/min is 0.008 and D is 0.011 m2/s. The

remaining values for all flow rates are also included in Table 4.3. According to Levenspiel 6, it is considered

that the dispersion is large when the dispersion module is on the order of 0.1, intermediate when it is 0.01 and

small when it is on the order of 0.001. At the limit of plug flow, the dispersion module is zero, and for

complete mixing (CSTR), the dispersion module is infinite. Based on these general rules, the dispersion in the

AFR ranges from small to intermediate when operating at the largest flow rates or at the smallest flow rates,

respectively.
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(red), Dispersion model Pe < 100; - (black) Dispersion model Pe > 100;

4.4.2.3 Two zone model

A more complex model with more than one parameter is presented here. This model considers the

presence of a static zone connected to a dynamic zone with mass transfer between them. The Peclet number

(Pe), static holdup (ELst), number of mass transfer units (N), and reactor length (L) are four parameters that

need to be known for the correct application of this two-zone model. In order to examine the effect of each

parameter, a sensitivity analysis of the parameters is performed. The response variables to monitor are: a)

mean residence time (I); b) variance (cr , as). Here we present only a few examples showing the main trends
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in Figures 4.7 and 4.8. It was observed that increasing the number of mass transfer units and the static holdup

the variance increases, with the effect of the static holdup stronger at low N (slow mass transfer between

static and dynamic zones). On the other side, increasing Pe reduces the axial dispersion and thus, the

variance. The Peclet number, N, and static holdup do not have a strong effect on the mean residence time.

The main parameter affecting the mean residence time is the flow path length, L.
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Figure 4.7: Effect of static holdup on dimensionless variance. Pe = 150, L 2.15 m, N 0.5.
Legend: - (red), 10; (green), 20; - (pink), 60; - (blue), 80 (mL/min water)
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The best fitting parameters of the two-zone model were obtained using Matlab 7.8.0. The code imports

the processed experimental data from a .xhs file, calculates relevant parameters and finds the Peclet number

(Pe), number of transfer units (N), flow path length (L), and static holdup (EL,st ) that fit best the

experimental data. The RTD model was implemented by discretization of the spatial derivatives, selecting

upwind differencing mode for one order differential equations to reduce numerical oscillations, and solving

the differential equations for the independent variable time. In this way, the problem is to find the solution to

a system of algebraic and one-order differential equations.

Before trying to find four parameters that best fit the experimental data, it is best to find physical

meaning to each one of them and try to estimate them based on prior knowledge of the system. Theflowpath

length is a parameter that has a significant influence on the mean residence time. The value obtained based on

the dimensions of the additional tubing (29 cm 1/8" OD and 17 cm /4" OD) and the flow path length of the

AFR considering that the flow splits into two streams flowing near the walls at half speed is 2.2 m.

A dimensional analysis provides information about what terms are important in the equations

describing the two zone model (Section 4.2.3). The dispersion term is negligible as compared to other terms

in our system (as seen in Table 4.4) and, as a first approximation, will be neglected in the simulations. This is

also in accordance with the results obtained with the axial dispersion models, where the Peclet numbers

correspond to a small dispersion in the system.

Table 4.4: Dimensional analysis of two-zone model equations

Lin Dispersion Transient Convection Dispersion/transient Dispersion/convection

10 0.0006 0.0161 0.0344 0.0375 0.0175
0.0005 0.0161 0.0344 0.0339 0.0159

20 0.0009 0.0327 0.0689 0.0277 0.0132
0.0009 0.0325 0.0689 0.0262 0.0123

60 0.0020 0.0967 0.2066 0.0212 0.0099
0.0020 0.0958 0.2066 0.0207 0.0096

80 0.0022 0.1297 0.2755 0.0170 0.0080
0.0023 0.1314 0.2755 0.0172 0.0082
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The number of mass transfer units, static holdup, and flow path length were obtained by adjusting the

experimental data to the model based on a minimization of the sum of square of errors. The results are

presented in Table 4.5. For all experiments, the resulting flow path length L was approximately 2.1 m, very

close to the estimated value of 2.2 m based on the physical measurement of the reactor length and tubing. It

is important to notice here that the two-zone model is a simplified model that assumes a constant velocity Vi.

In reality, the velocity is different at each point along the width, the height and the reactor length. Calculating

the cross section average velocity at different positions along the heart cell and averaging them gives an

averaged velocity (U) that represents well the system.

Table 4.5: Model parameters for two-zone dynamic-static model.

QL (mL/min) 48 (i/s) EtL (-) L (m) L (Exp. - Model)2 (-)

0.034 0.19 2.21 0.014
10 0.039 0.17 2.15 0.022

20 0.063 0.13 2.11 0.0086
0.068 0.14 2.12 0.0068
0.168 0.094 2.13 0.0189

60 0.114 0.076 2.14 0.0252
0.128 0.064 2.14 0.0399

80 0.133 0.063 2.08 0.0319

A comparison between the RTD's obtained using the two-zone model and the experiments is shown in

Figure 4.9. It is seen that the prediction using the two-zone model is in better agreement with the experiments

than using the one-parameter "tanks in series" and "dispersion" models.

The relative error in predicting the mean residence time and variance is presented in Table 4.6. It is

noticed here that the mean residence time is predicted with excellent accuracy with this model. However,

there is a larger disagreement when predicting the variance. The reason for this discrepancy is derived from

the noise in the experimental data more than the variance itself. In order to discriminate between different

RTD models, the sum of square of errors between the experiments and the model is used as a better metric

for comparison.
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Figure 4.9: E(t) predicted by two-zone model for different flow rates (mL/min): a) 10, b) 20, c) 60, d)

80; Model yields excellent agreement with experimental residence time distribution.

Table 4.6: Relative error (o) in mean residence time and variance in prediction by two-zone model.

Mean residence time Variance

QL (mL/min) Experimental Model Error (%) Experimental Model Error (%)

55.83 57.95 3.80 82.42 175.19 112.56
10

55.79 56.23 0.79 89.56 129.57 44.67

27.54 27.56 0.07 19.6 26.06 32.96
20

27.71 27.70 0.00 21.41 27.23 27.18

9.31 9.31 0.00 1.68 2.17 28.99
60

9.39 9.33 -0.64 2.07 2.29 10.72

6.94 7.00 0.86 1.03 1.20 16.12
80

6.85 6.80 0.00 0.98 1.10 12.24
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4.4.3 Comparison among models

It has been shown that there are many factors affecting the RTD variance, and, in consequence, the

obtained model parameters. Such factors include ones that affect the direct measurement, and ones that come

from the signal processing. The former include the oscillations/variability in the measured absorbance of the

tracer, and the later, the decision of the start and end point in the recorded absorbance with time, in addition

to the method used to smooth the signal. For this reason, a comparison of the suitability of the models was

established in base of the sum of the squares of the errors between the predicted and the experimental data

points. A summary of these results is presented in Table 4.7.

It is seen that the two-zone model is able to predict the RTD for different flow rates with the smallest

sum of square of errors. The largest sum of square of errors is obtained for 10 mL/min for all models. This is

due to the presence of noise in the data at this flow rate. With the two-zone model, reductions of the total

error for all predictions from 10 to 80 mL/min of 78%, 88%, and 87% with respect to the tanks in series,

dispersion I, and dispersion II models respectively, are achieved. The percentage of reduction in the total

errors is even larger when not considering the lowest flow rate (for which the errors are larger in all models):

92%, 96%, and 96% for the tanks in series, dispersion model I, and dispersion model II, respectively.

Table 4.7: Comparison between models based on sum of square of errors

(mL/mn) Tanks in series Dispersion I Dispersion I statiw-dyn c
136.3 301.2 215.6 46.5
201.0 362.4 343.7 68.8

20 82.6 161.5 149.9 6.7
85.2 169.7 153.8 5.4

60 18.8 41.1 37.4 1.7
33.8 75.0 63.7 2.3
6.8 24.3 18.5 2.280 18.8 34.4 37.1 1.6

Total 583.26 1169.57 1019.74 135.09

Thus, accounting for the presence of static zones and mass transfer between dynamic/static regions is

important and one-parameter models such as the tanks in series and dispersion models are not as accurate as

the two-zone model because they do not consider additional phenomena present in the system. For very large
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flow rates (60 and 80 mL/min) the difference between the three models is smaller, probably due to the

smaller contribution of mass transfer and static volume. At these flow rates, the system behaves closer to plug

flow with small axial dispersion.

4.5 Conclusions

Residence time distributions have been measured in the Advanced-Flow reactor (AFR) for water flow

rates of 10, 20, 60, and 80 mL/min. Comparison with single-parameter models such as tanks in series and

dispersion models gave fair agreement with experimental results. The number of tanks that best fit the

experimental data are 30, 38, 52, and 62 tanks, and the Peclet number (Pe) characteristic of the dispersion

model are 60, 79, 105, and 124, for the flow rates tested, respectively. The high Pe numbers informs us about

the small axial dispersion present in the system. The AFR presents a plug-flow behavior with small axial

dispersion for a wide range of flow rates, especially at the flow rates for which the device is recommended to

operate (above 30 mL/min). To further improve the accuracy of the model, a two-zone dynamic-static zone

model is seen to improve the accuracy with respect to the one-parameter models by at least 78%.

4.6 Notation

a Specific interfacial area (m2/m3)

A(t) UV Absorbance (arbitrary units)

C(t) Concentration of tracer (mol/L)

Cfi1 Concentration of tracer at final time (mol/L)

Cd Concentration in dynamic zone (mol/L)

Crst Concentration in static zone (mol/L)

D Effective diffusion coefficient (m2/s)

E(t) Residence time distribution (s-1)
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E(O)

F(t)

F*(t)

kL

kra

N

n

QL

t

to

tf

U

L

Vs1

x

Yexpi

Ymodeigi

Dimensionless numbers

D
UL

PC

Dimensionless residence time distribution (-)

Probability function for particle residence time in reactor (-)

Probability function complementary to F(t) (-)

Individual mass transfer coefficient (m/s)

Overall mass transfer coefficient (1 /s)

Mass transfer units between static and dynamic zones (-)

Number of tanks in series (-)

Liquid flow rate (mL/miin)

Time (s)

Time of injection of tracer at reactor inlet (s)

Final time at which no more tracer is seen at reactor outlet (s)

Mean residence time (s)

Average velocity (m/s)

Reactor length (m)

Liquid superficial velocity (m/s)

Dimensionless distance in x coordinate (-)

Data point corresponding to experiment

Data point corresponding to model

Dispersion number (-)

Peclet number (-)
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Per Peclet number based on the diameter of the tube (-)

Greek letters

o Dimensionless time (-)

eLMSt Liquid holdup in static zone (-)

eld Liquid holdup in dynamic zone (-)

2t Variance (s2)

2j Dimensionless variance (-)

t Expected residence time (-)

Expected residence time of a single tank (s)

nth moment of the distribution function E(t) (s-)
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5 Computational fluid dynamic simulations: single-phase flow

5.1 Abstract

Computational fluid dynamic (CFD) simulations are performed for single-phase flow in the Advanced-

Flow Reactor (AFR) using the open source software OpenFOAM 1. Streamlines, stagnant zones, velocity

profiles, and pressure fields are obtained at different flow rates ranging from 5 mL/min to 100 mL/min. A

change in the flow regime with presence of recirculation zones is observed at 40 mL/min flow rate. The

extent of the recirculation zones increases with increasing flow rate from 40 to 60 mL/min and is limited

further by the presence of a second cylindrical post inside the heart cell, remaining almost constant for the

flow rate range 60 - 100 mL/min.

The residence time distribution (RTD) is also determined for all flow rates and a comparison between

different reactor designs (two - posts, single - post, Low - Flow reactor - like single - post) is presented. The

AFR shows a plug-flow behavior with a small degree of dispersion, which broadens the RTD. Symmetric

RTD curves are obtained for the single - post designs, while the Gen 1 AFR design experiences asymmetry in

the RTD at flow rates in the transition between 20 and 60 mL/min.

5.2 Introduction

Knowledge of the hydrodynamic characteristics of a reactor is essential for reactor design,

development, and optimization. The traditional approach for process development is experimentally based.

However, experiments provide limited information about the behavior inside the reactor. Computational

Fluid Dynamics (CFD) is a useful tool that allows the prediction of the hydrodynamics without the need of

performing experiments once the model has been validated. In particular, the complex geometry of the AFR

and its design makes difficult to obtain information locally from experiments. The availability of local

information helps understand how the system works and make decisions about how to modify the reactor

design to improve its performance by overcoming the limitations of the existing devices. Moreover, CFD
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simulations can be used to study the effect of the fluid properties on the flow characteristics and its influence

on reactor performance. In this way, the CFD tool can be further used to optimize reaction conditions and

maximize yields, minimize energy requirements, and identify safety concerns.

In this section CFD simulations are limited to single-phase incompressible flow, using water as the

model fluid. The response variables analyzed are: pressure drop, velocity profiles, streamlines, stagnant zones,

and swirling strength, as function of flow rate. CFD simulations are performed using the Open Source CFD

Toolbox "OpenFOAM" (Field Operation And Manipulation) '._CFD results are compared with experimental

measurements of pressure drop and residence time distributions.

5.2.1 Basic physical equations

The governing equations for single-phase flow of an incompressible Newtonian fluid in isothermal

conditions with only gravity as body force are given by the continuity equation (eq 5.1) and the conservation

of linear momentum equation (eq 5.2).

V -i= 0 (5.1)

p ( +. -V) = -VP + pg + pV2i (5.2)

For an incompressible fluid of known density (p) and viscosity (p) there are four equations (eq 5.2 has

three components) and four unknowns (P, v, v., vt. The boundary conditions for these variables and the

initial condition are needed to fully specify the problem.

These equations are sufficient to describe laminar flow. To include turbulence, additional equations for

the Reynolds stress or turbulent stress (i'') that provide closure to the Reynolds-averaged Navier-Stokes

equations are needed. 2-6

V -K = 0 (5.3)
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p = p + i. V:;) = -V + pg + yv2i + V, j' (5.4)

Where the over-bar indicates time averaged values, and v' fluctuating velocity. An eddy viscosity (r), is

defined by eq 5.5 in analogy to molecular motions and does not depend on fluid properties, but rather on the

local turbulence of the flow.

-pujU1  = T + Uj 2 PTILT +pk (5.5)
i ~ x PT( x & ) 3 05 x &

Combination of eq 5.4 and eq 5.5 leads to a closed set of equations provided the turbulent viscosity is

known. The form of the Reynolds averaged momentum equation is analog to the momentum conservation

equation for laminar flow having the molecular viscosity (u) replaced by an effective viscosity (t4), given by eq

5.6.

Peff = I + P (5.6)

Different turbulent models that describe the turbulent viscosity in different ways have been developed

over the years, each one being more convenient depending on the flow characteristics. These allow for the

calculation of the mean flow without the need to calculate the full - time dependent flow field. Although

there are zero - equation (mixing length) and one - equation (Spalart-Ailmaras) turbulence models, the two -

equation models are the most used due its relative simplicity and suitability. In these models, two additional

partial differential equations need to be solved. Here we present the standard k - F, k - E RNG, realizable k

- s, and k - co turbulent models. The k - F turbulence models incorporate two additional equations for the

turbulent kinetic energy (k) and dissipation rate of turbulent kinetic energy (c), while the k - (o model uses a

transport equation for the specific dissipation energy (o) and the turbulent kinetic energy (k). 2-6

The standard k - E model leads to stable calculations with relatively fast convergence, predicting

reasonably the flow in many situations. However, it introduces a very simplistic equation for E, generally

leading to poor predictions for flows that present swirling, rotation, strong separation, axisymmetric jets,
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unconfined flows, and fully developed flows in non-circular ducts, and it is only valid for fully developed

flows. In the RNG model the Renormalization Group Method is applied to the instantaneous Navier -

Stokes equations to account for the effects of smaller scales of motion. It also includes an additional term in

the & - equation to account for the interaction between turbulence dissipation and mean shear. This model

improves the prediction of swirls and transitional flows, but still does not predict well the spreading of a

round jet correctly. The realizable k - c model is based on the same turbulent kinetic energy as the standard k

- F model, but includes an improved equation for E and variable parameters, which helps improve the

performance of the model for planar and round jets, flow separation, rotation, recirculation, and strong

streamline curvature. 2,7 In OpenFOAM@, these models are specified in the "constant/RASProperties" file

in RASModel by kEpsilon, RNGkEpsilon, realizableKE, kOmega, and kOmegaSST. 1

The CFD simulations shown here are performed at steady - state for single - phase flow for different

inlet flow rates. Determination of the residence time distribution (RTD) is implemented using a convection -

diffusion equation for the tracer (CT = tracer concentration), which is treated as a passive scalar based on the

velocity profiles obtained at steady - state (-0). The transport equation is shown in eq 5.7 where DT is the

diffusion coefficient of the tracer, assumed constant.

+-V. (tCr) -V 2 (DTCT) = 0 (5.7)

5.2.2 Numerical approach

OpenFOAM@ is based on a finite volume discretization method applied to arbitrary shaped cells and

uses a segregated iterative solution (separate matrix equations for each equation instead of a single matrix for

the entire system of equations). I Inter - equation coupling is treated in the explicit manner and non-linear

equations are linearized before discretized. The space is divided into a finite number of discrete regions

(control volumes) and the finite volume equation discretization is based on the integral form of the equation
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over the control volume. For transient problems, time is a parabolic coordinate and it is sufficient to specify

explicitly the time step or implicitly through the Courant number.

The OpenFOAM solver used for our simulations to study the flow is simp/eFoam, implemented for

incompressible steady - state single - phase flow. Once the flow field is known, the RTD is determined using

the scalarTransportFoam solver, which solves a transport equation for a passive scalar, which in this case is the

tracer injected at the reactor inlet. In order to solve the equations for velocity and pressure, these solvers use

the Pressure - Implicit with Splitting of Operators (PISO) algorithm, for transient problems, or semi -

implicit method for pressure - linked equations (SIMPLE) algorithm, for steady - state problems. Both

algorithms in OpenFOAM can introduce non - orthogonality correctors ("O" for an orthogonal mesh, and

"20" for the most non - orthogonal mesh). 1, 8

OpenFOAM has several options available to solve velocity, pressure, and turbulent variables,

depending on the symmetry of the matrices to solve. Velocity and turbulent variables are solved with

preconditioned bi - conjugate gradient (PBiCG) and the preconditioner DILU. For pressure, a

preconditioned conjugate gradient (PCG) solver with the preconditioner DIC is used (Tables 5.1 and 5.2).

Tolerances and maximum number of iterations can also be specified here. Relaxation factors are used to

stabilize the computation, especially for steady state problems. They work limiting the amount by which the

variable changes between iteration steps. Small values enhance stability, but make the computation slower.

Maximum and minimum values for relaxation factors are 0.2 and 0.9. Based on CFD experience, relaxation

factors have been set to 0.3 for the pressure field and 0.7 for the velocity and other turbulent variables.

Table 5.1: Linear solvers I

Solver Keyword

Preconditioned bi-conjugate gradient PCG (symmetric)/PBiCG (asymmetric)
Solver using a smoother smoothSolver
Generalized geometric algebraic multi-grid GAMG
Diagonal solver for explicit systems Diagonal
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Table 5.2: Preconditioner options 1

Preconditioner Keyword

Diagonal incomplete-Cholesky (symmetric) DIC
Faster diagonal incomplete-Cholesky FDIC
Diagonal incomplete-LU (assymetric) DILU
Diagonal diagonal
Geometric-algebraic multi-grid GAMG
No preconditioner none

The numerical schemes used in this work are: 'Gauss linear corrected' scheme for laplacian calculations,

and 'Gauss upwind/linear' for gradient and divergence calculations. For steady - state simulations the time

derivative is not solved and the keyword "steadystate" within the ddtSchemes is used. 1

The evolution of residuals for the main variables (pressure and velocity for laminar regime, additional

variables - k, e, co - for turbulent cases) and velocity and pressure at a fixed point in the domain located at the

inlet of the third heart cell was monitored until convergence was achieved. In addition, validation of the

predictions is performed comparing CFD results with experimental data of pressure drop and residence time

distribution.

5.2.3 Mesh

The computational domain of the portion of the AFR of study is discretized in cells forming an

unstructured mesh and the dependency of CFD results with grid resolution is studied. In addition, effect of

2D and 3D mesh is also studied in order to determine if the presence of walls at such small scales is

significant. All meshes are constructed using the software Pointwise V. Additional simulations are performed

using a structured mesh and the results are compared with the unstructured mesh (Figure 5.1). For

multiphase simulations based on the volume - of - fluid method, the use of structured meshes is highly

recommended. Further details for two - phase CFD simulation are included in Chapter 6.
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Table 5.3: Resolution (in number of cells) of 2D and 3D unstructured mesh

Mesh type Resolution 1 Resolution 2 Resolution 3

2D 79,972 57,170 29,793
3D 1,599,440 857,550 446,895

a) b)

Figure 5.1: Detail of mesh for single-phase CFD simulations with simpleFoam- a) unstructured; b) structured

5.2.4 Boundary conditions

All simulations share the following boundary conditions: the velocity is fixed at the reactor inlet with a

flat profile, non - slip condition at the walls, and zero gradient velocity at the outlet. The pressure is fixed at

the outlet (zero, reactor outlet opened to the atmosphere), whereas the gradient pressure at the inlet and at

the walls is zero.

The turbulent models require the specification of additional variables: dissipation rate of turbulent

kinetic energy (E), turbulent kinetic energy (k), and specific dissipation of turbulent kinetic energy (O). An

estimated fixed value for these variables based on the characteristic length and velocities for each case is

specified at the inlet, while the gradient is set to zero at the outlet, and a wall function is used at the walls. The

turbulence model variables (k, e, o) are estimated based on other better known parameters, such as the

turbulent intensity, turbulent viscosity ratio, and turbulence length scale. The turbulent intensity (/) for

internal flows at the inlet can vary from 1 to 10%. Another parameter is the turbulence length scale ( , which
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represents the size of the large eddies in turbulent flows. An empirical relationship between the characteristic

length (L) and the size of the eddy () can be used to estimate the turbulent length scale, according to eq 5.8.

The characteristic length L can be the width or hydraulic diameter of the channel.

I= 0.07L (5.8)

These turbulence variables are related to the turbulent kinetic energy (k), turbulent dissipation rate (e),

and specific dissipation rate (w), and can be estimated using equations 5.9 - 5.12 for RANS models.

For the k - e model:

k = 3(UI)2 (5.9)2

E = .1643 5  
(5.10)

For the Spalart - Allmaras model:

vt =jUl (5.11)

For the k - w and Menter SST Models:

W =- (5.12)

Different wall function models available in OpenFOAM can be applied at the boundaries and are

specified within the "0" folder for incompressible RAS. The low - Reynolds turbulence models, such as

Spalart - Allmaras and k - w SST, describe both sublayer and log - law wall turbulence and they can be used

both in high Reynolds (needing wall functions) and low Reynolds regimes.

5.2.5 Analysis of results

Steady - state simulations for single-phase flow using water as incompressible fluid for flow rates

ranging from 5 to 100 mL/min were performed. A laminar flow model for flow rates smaller than 20

mL/min and turbulent Reynolds - Averaged - Stress (RAS) model for flow rates larger than 20 mL/min is
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used. A detailed study of the flow for 2D and 3D meshes in a portion of the AFR including the straight inlet

portion and four heart-shaped cells were first performed. After this preliminary study, simulations for the

entire reactor were performed based on the experience obtained in the simulations of the portion of the

domain. This enabled obtaining pressure drop for the entire AFR and velocity profiles that are later used to

obtain the residence time distribution and compare both with experimental results.

Analysis of the results includes post - processing of velocity fields to obtain streamlines and swirling

strength. It is known that swirling strength is useful to identify stagnant zones and eddies, and calculating

reliable vortex statistics that are not identified by velocity decompositions. 9 The strength of any local swirling

motion or "vortex swirling strength" is quantified by the imaginary part of the complex eigenvalue (kc) of the

local velocity gradient tensor. For a 2D case, the velocity gradient tensor (D2D) is represented by eq 5.13 and

it has either two real eigenvalues (kr) or two complex conjugate eigenvalues (kr ± i X). Vortices are identified

by plotting iso-regions of imaginary part of the complex conjugate, ,.9

au1  au1

D2
D = ax1  ax 2  

(5.13)
0u 2  au2

ax1  ax2

The results are validated comparing pressure drop and residence time distributions with experimental

data. The relative error is calculated with respect to the experimental value (eq 5.14). For the RTD

measurements the sum of square of errors is calculated (eq 5.15).

error = Psimj-Pexpj 100 (5.14)
Pexpi

E = ZilPsim,i - Pexp,i2 (5.15)
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5.3 Results and discussion

In this section, the CFD simulations results are presented for each flow rate. Comparison between 2D

and 3D meshes is also shown. Velocity, pressure fields are presented, in addition to streamlines, stagnant

zones, and swirls after post - processing using the softwares Tecplot@ and paraView@.

5.3.1 Velocity fields, streamlines, and swirling strength

The velocity profiles within each heart - shaped cell are shown in Figure 5.2 for different flow rates,

ranging from 5 to 100 mL/min, comparing the results between 2D and 3D meshes. Reynolds numbers for

these flow rates calculated at the inlet of the heart are 79 - 1,580. Significant differences are observed

between 2D and 3D meshes, being these differences stronger below 40 mL/min of flow rate. In all cases, the

maximum velocity is achieved at the inlet of each heart - shaped cell. The fluid encounters the first obstacle

and splits into two streams, each one traveling at approximately half speed next to the walls, leading to a low

velocity region between the two obstacles. Recirculation zones are formed between these two obstacles,

increasing the amplitude with increasing flow rates, as shown by the streamlines.

The 2D mesh is equivalent to having the top and bottom walls of the reactor far from each other, as if

the walls did not have any effect on the flow pattems. However, at these small characteristic lengths, the

effect of having two walls very close to each other (1.1 mm height) is significant and cannot be ignored. The

recirculation zones present between the two obstacles within the heart are suppressed by the walls, and while

in the 2D mesh for flow rates from 5 to 40 mL/min recirculation zones are present, this effect is suppressed

in the 3D mesh. The suppression effect is captured in 3D simulations for different heights of the reactor, as

shown in Figure 5.3.
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QL Velocity profiles Streamlines
(mL/min) 2D mesh 2D mesh
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Velocity profiles Streamlines
3D mesh 3D mesh

WFW

wMFA-w Aw WqW d w
Figure 5.2: Velocity profiles and streamlines for 2D and 3D meshes in Advanced-Flow Reactor.
Velocity profiles are non-dimensionalized by the maximum velocity (U). Minimum velocity
represented by: M. Computations using simpleFoam; post-processing in Tecplot.
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a) b) C) d)
Figure 5.3: Streamlines of 3D mesh for different Advanced-Flow Reactor heights at 5 mL/min: a) H
= infinite; b) H = 5 mm; c) H = 2 mm; d) H = 1.1 mm. Computations using simpleFoam; post-
processing in Tecplot.

As already mentioned previously, the computation of the swirling strength from the velocity profiles

can help identify stagnant zones within the heart - cell that otherwise would be difficult to detect. The

swirling strength has been computed for different flow rates in a 3D mesh and the results are shown in Figure

5.4. The amount of swirling strength increases with flow rate and creates stagnation points in those regions

where the swirling strength is higher. These stagnation points are located right before the flow encounters the

first obstacle within the heart and also at the edges of the long post. It should be noticed here that these CFD

simulations correspond to single - phase flow, and thus, although these stagnation points can affect the

residence time distribution for single - phase, the results for two-phase flow may be different and require

further study. However, it was observed in two - phase visualization experiments that bubbles were trapped

in the stagnation points already detected in single - phase flow CFD simulations. These bubbles are observed

when the pump flow is set at very high flow rates. Bubbles disappear if the pump flow is set first to low flow

rates and the flow is progressively increased until the desired high flow rate is achieved.

Legend 5 10 20 40 60 80 100
500
450o
400
350 ______
300
250I200
150 i
100
so
0

Figure 5.4: Swirling strength for different water flow rates (mL/min). Computed from simpleFoam
velocity profiles in 3D mesh. Post-processed in Tecplot. Swirling strength identifies stagnant spots
and recirculation zones non-detected by other methods.
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Additionally, the effect of turbulent flow model for 80 mL/min is shown in Figure 5.5. It can be

observed that there are no significant differences among the standard and realizable k - e, Launder - Sharma

k - e, RNG, and k - o SST models. Not only no significant differences are observed in the velocity fields, but

also the total pressure drop across the entire AFR is less than 4% different, a percentage that falls within the

relative error range with respect to the experimental results (as seen in Section 5.7.2).

a) b) c) d) e)

Figure 5.5: Velocity profiles for different turbulent flow models at 80 mL/min water using a 3D mesh: a)
realizable k - s; b) RNG; c) standard k - e; d) Launder-Sharma k - e; e) k - w SST. Post-processing in
Tecplot.

Additional CFD simulations have been performed for the entire AFR using a mesh composed by

378,460 hexahedral cells reducing the computation time while keeping enough accuracy in the results. The

objectives of these simulations are: a) determine velocity field along the reactor and the position at which the

flow becomes fully developed; b) determine total pressure drops in the AFR and compare them with

experimental results (Section 5.3.2); c) use the velocity fields to obtain the residence time distribution and

compare them with experiments (Section 5.3.3).

The velocity profiles in the middle plane of the Z coordinate (at z = 0.00055 m) along the cross section

at one side of the center of the heart cells and at the center of the heart cells are shown in Figures 5.6 and 5.7,

respectively. It is observed that in both cases the velocity profiles are periodic along the row of hearts. The

maximum velocities for both locations of the cross sections (side and center) fall under the same parallel

lines, only with slight differences encountered in the first heart. This shows us that almost a fully developed

flow is already reached within the first heart of the reactor and all heart cells behave in the same way

regarding the single - phase flow.
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Figute 5.6: Velocity profile along cross-section on side of heart cell (represented by black line
crossing above) in first row of AFR. Water flow rate (mL/mnin): , 5;
40; - , 60; -, 80; - - -, 100;
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Figure 5.7: Velocity profile along cross-section at center of heart cell (represented by black line
corssing above) in first row of AFR. Water flow rate (miL/miin): -- ,5; -- ,10; -- ,20;--,
40; - , 60; -, 80; - - - , 100;
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5.3.2 Pressure fields

A typical pressure field is shown in Figure 5.8. A confined annular configuration yields a co - flow

followed by a converging/diverging section that generates a low - pressure zone followed by a pressure

recovery. This series of converging/diverging sections help break the flow and increase the specific interfacial

area in multiphase flows. Similar results for the pressure field are obtained for the different flow rates, with

the total pressure drop being different.

Table 5.3 includes results for pressure drop in each heart - cell and the entire AFR for different flow

rates. The CFD results obtained with OpenFOAM are validated by comparison with experimental results

between 20 mL/min and 80 mL/min. As it is shown in Table 5.3, the CFD results are in very good

agreement with the experiments, with relative errors below 4% in absolute value, which is the same order of

magnitude for relative errors in pressure drop predictions among the different turbulent flow models.

Figure 5.8: Non-dimensional pressure field for incompressible water in structured 3D mesh.
Atmospheric outlet pressure. Maximum (0) and minimum (0) pressure. Simulation in simpleFoam,
post-processing in Tecplot.
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Table 5.3: Comparison of experimental and CFD results
drop includes additional tubing at the inlet and outlet

QL Reynolds U;inet he. Um..
(mL/min) (-) (m/s) (m/s)

5 79 0.076 0.108
10 158 0.152 0.197

20 317 0.303 0.360
40 634 0.606 0.677
60 951 0.909 0.998
80 1268 1.212 1.362

100 1584 1.515 1.710

for pressure drop in AFR. Total pressure

APFR
(kPa)

0.7
1.6
4.1

11.4

21.7

35.0
51.1

APtoW
(kPa)
0.81
1.9

5.0
14.0
26.8

43.2

63.1

APexpried
(kPa)
N/A
N/A

4.82

13.8

26.2

44.8

N/A

It is known that in classical theory, a liquid flowing in laminar flow regime through a pipe has a

pressure drop that is linearly proportional to the flow rate or Reynolds number as shown by Hagen -

Poiseuille 10 equation 5.16.

AP = 8ATQ (5.16)

For a fully turbulent fluid, the pressure drop can be estimated using the Darcy - Weisbach 1 equation

(eq 5.17), in which the friction factor is calculated using eq 5.18. In this flow regime, the pressure drop is

proportional to the square of the flow rate or the Reynolds number, instead of being linearly proportional as

in laminar flow regime.

L v2

AP =f -pT-

1 -21og E 2.51

73.7Dh ReJf

(5.17)

(5.18)

The maximum Reynolds numbers at the inlet of the heart - cells in the AFR range from 79 to 1,584

and thus, a laminar flow behavior would be expected a priori. However, the non - linear dependence of

pressure drop with the Reynolds number, shown in Figure 5.9, with a power law AP - Rel4 suggests that the

flow within the AFR is in the transition regime for the operating conditions tested. This early transition may
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be due to higher friction at small scales linked to surface roughness or/and presence of obstacles along the

flow path. It is reported in the literature the critical Reynolds numbers (Rec) at which the transition occurs can

range from 300 to 2,000 12. In addition, several authors have reported in the literature deviations in the

predictions of pressure drop in microchannels from the classical theory. This is probably due to the effects of

surface roughness at the walls that becomes very significant at such small scales, causing an earlier transition

from laminar to turbulent regime. Several authors that obtained experimental values of the Poiseuille number

fRe larger than the conventional theory, such as Harley et al. 13, Rahman and Gui 14, Wilding et al. 15, Peng et

al. 16,17, Jiang et al. 18, Mala and Li (0 - 40 %) 19, Papautsky et al. (10 - 20 /6) 20, Qu et al. 21, Ding et al. 22,

Pfund et al. 23, Ren et aL 24, Kandlikar et al. 25, Li et al. 26, and Urbanek et al. (5 - 30 /6) 27. In other cases, this

value was lower than the expected]Re using the classical theory. This was found by Pfalher et al (0 - 30 %) 28,

Yu et at (19 /6) 29, Jiang et at (50 - 100 /6) 18, Xu et at 29, and Judy et al. 30 In other cases, no significant

differences were found with respect to the classical theory: Harms et a. 31, Pfund et at 23, Webb and Zhang 32.

60

50 0

40

30 -

AP =0.0012 Rel-4363

R2 = 0.9971
20

10

0
0 500 1000 1500 2000

Re (-)

Figure 5.9: Pressure drop in AFR for incompressible water at different Reynolds numbers using
simpleFoam. The non-linear behavior indicates that the flow is in the transition regime, as opposed to
the laminar regime where the pressure drop is linear (Hagen-Poiseuille). Presence of obstacles within
the flow causes an earlier transition to turbulent regime.
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Table 5.4 includes critical Reynolds numbers reported in the literature by several authors to determine

the transition regime for different materials, geometries, and channel sizes. Wu and Little reported values for

Re, between 350 and 900 33, Peng et al. (Rec = 200 - 700) 16, 17, Mala and Li (Rec =300 - 900) 34. Higher

ranges were observed by Choi et al (Rec = 2,300) 35, Yu et al. (Re, = 2,000) 29, Pfund et al. (Rec = 1,700 -

2,200) 23, and Wu and Cheng (Rec = 1,500 - 2,000) 36. In 2004, Morini 37 experimentally investigated the

pressure drop through microchannels and observed deviations from conventional behavior for hydraulic

diameters less than 1 mm. The transition from laminar to turbulent occurs at lower Reynolds numbers than

conventional channels and is explained in base of the Obot - Jones model and the increase in the surface

roughness. Morini also concluded that the fluid flow in microchannels still remains a topic of future research

for a full understanding of this phenomenon.

Table 5.4: Transition regime for different microchannel geometry, hydraulic diameters, and materials. 37

Reference Geometry Dh (Um) Material Re range Re critical Fluid

Wu and Little Trapezoidal 55.8-83.1 Silicon, 100-15,000 350- 900 N2, H 2, Ar

(1983) glass

Peng et al. Rectangular 133 -367 SS 50-4,000 200-700 Water

(1994)

Choi et al. Circular 3.0- 81.2 Silica 30-20,000 2,300 N2

(1991)

Yu et al. (1995) Circular 19-102 Silica 250 -20,000 2,000 N 2, water

Flockhart and Trapezoidal 50-120 Silicon < 600 N/A Water
Dhariwal (1998)

Mala and Li Circular 50-254 Fused silica, 80-2,100 300 - 900 Water

(1999) SS

Qu et al (2000) Trapezoidal 51 - 169 Silicon 0-1,500 N/A Water

Pfund et al. Rectangular 252 -973 Polycarbonate/ 40-4,000 1,700 - Water
(2000) polyinide 2,200

Judy et al. Round, 15-150 Fused silica, 8- 2,300 N/A Water,
(2002) square SS methanol,

isopropanol

Wu and Cheng Trapezoidal 25.9 - 291 Silicon 10-3,000 1,500 - Water
(2003) 2,000
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5.3.3 Residence time distribution

One of the essential steps in the scale-up of reactors is the determination of the residence time

distributions (RTD). In previous sections, differences between simulations using 2D and 3D meshes are

observed. Velocity fields and streamlines are different, and this is found to have a significant effect on the

residence time distribution. For single-phase simulations at steady - state, the velocity fields are steady over

time, and thus, the scalarTransportFoam solver can be used to compute the RTD of a tracer for the two

different meshes.

First, the RTD for 10 mL/min water at the outlet of the second heart - shaped cell is shown in Figure

5.10 for 2D and 3D meshes. A step of tracer concentration is introduced at the inlet, and the concentration is

monitored at the outlet of the second heart cell over time. Calculating the derivative of each signal C(t) versus

time yields the residence time distribution curve for both cases, E(t). Typical tracer concentration profiles at

two different times for 2D and 3D meshes (D2DU1 and D3DU1) are presented in Figure 5.10. It is observed

that the presence of recirculation zones in the velocity field predicted by the 2D model affects the RTD

making the tracer bypass the recirculation zones, reach the outlet earlier, and leave the reactor later than in the

3D mesh, resulting in a broader E(t) curve. This demonstrates the importance of using validated CFD

methods before predicting flow behaviors. In addition, 3D meshes tend to represent better the real device,

especially when working at small scales when wall effects are important. In this specific case, a 3D mesh is

required for an accurate prediction of the flow and RTD in the AFR. It was observed how recirculation zones

are suppressed from 2D simulations (upper and bottom walls of the AFR are located at an infinite distance

from each other) to 3D simulations (upper and bottom walls are located 1.1 mm far from each other),

affecting the RTD.
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Figure 5.10: Comparison of RTD simulation for a) 2D mesh vs. b) 3D mesh at two different times
(5.4 s and 7.5 s); c) F(t) curve; d) E(t) curve. The tracer is introduced at the inlet in a step pulse and its
concentration at the outlet is monitored. Legend a) and b) for tracer concentration (mol/m 3): a, 1;E,

0; c) and d): 0, 2D mesh; A, 3D mesh

The RTD simulations for the entire AFR (not including the measuring system and additional tubing)

use a structured mesh composed by 378,460 hexahedral cells in order to reduce the computation time while

keeping enough accuracy in the results. The dimensionless RTD curves are shown in Figure 5.11. Here it can

be clearly seen a different regime at the lowest (10 and 20 mL/min) and the largest (60 and 80 mL/min) flow

rates, with a transition regime at 40 mL/min. At the lowest flow rates, the RTD is sharper than at the highest

flow rates, while the intermediate flow rate causes a non - symmetric RTD curve. This reflects the complexity

of the geometry and thus, of the flow in the AFR.
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In a single tube one expects that larger flow rates increase the Peclet number and reduce the axial

dispersion, with the result of a narrower E(O) curve 38. This is not what is observed in the AFR according to

the CFD simulations. An explanation is found based on the streamlines obtained and how they change for

the different flow rates. Looking back at Figure 5.2, flow rates from 5 to 20 mL/min do not show any

recirculation zone, which yields a narrow RTD. Increasing the flow rate to 60 and 80 mL/min broadens the

RTD. This is due to two main contributions: a) the recirculation zones that occupy the region between the

two obstacles make the tracer bypass these regions and arrive at the outlet of the reactor earlier than if no

recirculation zones are present; b) the mass transfer between the recirculation zones and the main flow stream

makes the tracer to be transported first from the main stream to the recirculation zones, and then to leave the

recirculation zones and follow the main stream towards the outlet of the reactor. This causes a delayed arrival

of the tracer and, together with the bypass effect, broadens the RTD symmetrically.
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Figure 5.11: Dimensionless residence time distribution E(0) for different flow rates. Water flow rate
(mL/min): -- , 10; - , 20; -- , 40; - , 60; -- , 80; A plug flow behavior with certain degree
of dispersion is observed, with a change of regime above 40 mL/min where recirculation zones are
present.
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A different behavior is observed for 40 mL/min. Here, recirculation zones are also present, but there

are two smaller recirculation zones enclosed into a larger one. First, the tracer arrives earlier to the outlet of

the reactor due to the bypass effect, but later than for 60 and 80 mL/min, since the extent of the recirculation

zones is smaller (and thus, the effective volume, larger). The RTD curve is not symmetric, and this is due to

the enclosed recirculation zones. Not only the tracer is transported from the main stream into the

recirculation zones, but also it takes more time to get out because the resistance to the transport is higher due

to the enclosed double recirculation zones.

In practice, it is desirable to have a reactor with well - defined or easily predictable RTD curves. This is

not the case for the AFR, in which there are two different behaviors with symmetric RTDs at the lowest (10

and 20 mL/min) and highest flow rates (60 and 80 mL/min), and a transition region with non-symmetric

RTD's for intermediate flow rates (40 mL/min). A detailed study of the influence of reactor design on the

velocity profiles and RTD is described in Section 5.3.4.

The next step is to compare the RTD obtained from CFD simulations with experimental results. The

CFD overall RTD is obtained by convolution of the RTD of the AFR and the RTD of the tubing at the inlet

(17cm 1/16" O.D.) and the outlet (13 cm 1/8" O.D.; 16 cm 1/16" O.D.) of the reactor with the measuring

system similar to the experimental setup. The dimensionless RTD curves for different flow rates are shown in

Figure 5.12. As is it observed, the convoluted RTD obtained with CFD is in agreement to the experimental

RTD.

161



3.5

3.0

2.5

2.0

. 1.5 I

1.0

0.5

0.0 ' , ,

0.0 0.5 1.0 1.5 2.0 2.5

a) O (-)

3.5

3.0

2.5

2.0

1.0

0.5

0.0.

0.0 . . . . . . .

0.0 0.5 1.0 1.5 2.0 2.5

b) 0(-)

Figure 5.12: Comparison of CFD and experimental residence time distribution, E(0). Simulation
results obtained for 3D mesh using scalarTransportFoam and differentiation of signal obtained at the
outlet using a step function for the inlet concentration. Flow rates (mL/min): a) 60; b) 80; Legend: ---
-, Experimental 1; ------, Experimental 2; ----- , CFD
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5.3.4 Effect of reactor design

There are different versions of the Advanced-Flow Reactor (AFR) that Corning Inc. has created with

slightly different designs. The Generation 1 (design 1) includes two posts inside each heart - cell. A second

design removed the post - dot, which was first introduced for simplicity in the manufacturing process of the

AFR. The Low-Flow Reactor (LFR), a smaller version of the Gen 1 AFR with a volume of 0.45 mL per

module, removes the entire region of low velocity between the two posts, as shown in Figure 5.13.

Modifications in the reactor design can have a significant impact on the reactor performance and thus,

determination of the hydrodynamic characteristics and comparison between designs can provide insightful

information on this matter. Here we analyze velocity fields and pressure drops for the three different designs

and determine through CFD simulations residence time distributions (RTD) for single - phase flow.

Simulations are performed in 3D meshes for the entire AFR reactors.

Design 1
Advanced Flow Reactor Gen I

0

Design 2
Advanced Flow Reactor Gen II

U> K

Design 3
Low Flow Reactor

//

Figure 5.13: Geometry for three AFR designs studied

The velocity profiles and streamlines for the three different reactor designs at 10, 20, 40, 60, and 80

mL/min are included in Figure 5.14. A common characteristic at low flow rates is the absence of recirculation

zones for the three designs. The largest difference appears at 40 mL/min, when recirculation zones start to be

present in design 1 and design 2, while they are almost absent in design 3. The design 1 has two enclosures of
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recirculation zones, while design 2 only has two single recirculation zones at both sides of the heart cell. Thus,

one would expect the RTD to be more symmetric for the design 2 as compared to design 1. Regarding design

3, the RTD is expected to be narrower since no significant recirculation zones are present. The residence time

distributions for the three designs are shown in Figure 5.13.

The extent of recirculation zones increases significantly from 40 to 60 mL/min for all designs. A

further increase in the flow rate increases the recirculation strength in design 2. However, the second obstacle

in design 1 prevents the wake to extend further downstream and makes the streamlines to be very similar to

all flow rates above 60 mL/min. This causes the RTD to be the same for design 1 at flow rates above this

flow rate. In design 2, however, the extent of recirculation zone still increases with flow rate. This causes the

tracer first to bypass these zones of increasing volume (and thus, reduced effective reactor volume), causing

the tracer to arrive earlier at the outlet of the reactor as the flow rate increases. At the same time, the tracer

takes longer time to arrive at the outlet as the extension of recirculation zones increase. The overall effect is

to broaden symmetrically the RTD as the Re increases for design 2.

In design 3, increasing the flow rate from 60 to 80 mL/min does not increase the extent of

recirculation zones; it has the contrary effect instead. This causes a narrower RTD: the effective volume is

larger, the tracer takes more time to arrive at the outlet, and leaves sooner because mass transfer process from

a smaller recirculation zone is faster overall.
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Figure 5.14: Comparison of velocity fields and streamlines among three different AFR designs (dot,
no dot, low-flow reactor-like) for incompressible flow using simpleFoam and a 3D mesh. Non-
dimensionalized velocity fields with maximum velocity (0). Post-processing in Tecplot.
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Figure 5.15: Dimensionless residence time distributions E(O) for different AFR designs: a) design 2;
b) design 3. Simulation results obtained for 3D mesh using scalarTransportFoam and differentiation
of signal obtained at the outlet using a step function for the inlet concentration. Water flow rate
(ML/mrin): -, 10; -, 20; - , 40; - - - , 60; - , 80;
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The pressure drop across the entire reactor for the three designs is shown versus the Reynolds number

at the inlet of the heart cell in Figure 5.16. It is observed that the three designs have similar pressure drops,

especially at the lowest Re, but differences start to increase at larger Re. Design 3 has an average channel

width smaller than designs 1 and 2, and this may be the reason why pressure drops for this reactor design are

higher. If we compare the AFR with the LFR of 0.45 mL volume, the total pressure drops are even larger

(Figure 5.17). This is due to the smaller reactor height and width. The height dimension for the AFR of 8.7

mL volume is 1.1 mm, whereas the LFR has a height dimension of 0.35 mm. the maximum recommended

operating flow rate for the LFR is 10 mL/min, for which the pressure drop almost equals the pressure drop

in the AFR at 100 mL/min.
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0
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Figure 5.16: Effect of reactor design on pressure drop. Results obtained with simpleFoam using a 3D

mesh. Legend: 0, design 1; 0, design 2; A, design 3.
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Figure 5.17: Pressure drop for LFR and comparison with AFR. Results obtained with simpleFoam
for 3D mesh. Legend: 0, AFR (8.7 mL); A, LFR (0.45 mL). Larger pressure drops are observed for
same Reynolds number in the LFR than in the AFR, which limits the recommended maximum flow
rate in the LFR.

An improvement in the design has been made in the LFR, with removal of the space between the two

posts in the original AFR design, using a single post. As shown in Figure 5.18, this design removes the

formation of large recirculation zones for the recommended flow rates, between 0.5 and 10 mL/min. It is

expected that the residence time distribution for this reactor design will be shaper and closer to plug flow

behavior with less axial dispersion, especially at the largest flow rates. This is shown in Figure 5.19, where it is

seen also that the RTDs are symmetric, as expected from the streamlines in the LFR. A small tail in the RTD

is observed at the largest flow rate. This is due to the appearance of small recirculation zones, which makes

the tracer bypass these zones while mass transfer occurs from the main stream. Later on, mass transfer

transports the tracer from the recirculation zones to the main stream, taking more time to arrive at the outlet

of the reactor. Due to the very small extent of recirculation zones, this effect is not as important as in the

AFR design.
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Figure 5.18: Velocity profiles and streamlines in LFR. Results obtained with simpleFoam for 3D
mesh. Velocity profiles are non-dimensionalized with respect to maximum velocity. Water flow rates
(mL/min): a) 0.5; b) 1; c) 5; d) 8; e) 10;
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Figure 5.19: Residence time distribution in LFR. Simulation results obtained for 3D mesh using
scalarTransportFoam and differentiation of signal obtained at the outlet using a step function for the
inlet concentration.

One important thing to consider here is the ease of scalability of the different Corning reactors. The

best case scenario would be to have the same RTD for the same Reynolds numbers (or other variable of

reference for scale-up) at the different Corning scales. In this way, the overall reaction kinetics would be

affected in the same way at the different scales and the scalability between different sizes would be

straightforward. However, this is not the case for the designs shown in this work. Although the reactors have
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plug-flow behavior with certain degree of dispersion, bypass, and mass transfer effects, the degree of each

phenomenon is different depending on the flow rates and the design.

In order to quantify the importance of the differences between designs in the actual performance of

the reactor when reaction is occurring, the average reagent concentration is calculated from the residence time

distribution and compared with two ideal cases: a) plug flow (PFR); b) single stirred tank (CSTR). The results

are shown in Figure 5.20 and Table 5.5 for different Damkdhler numbers and designs. The model reaction to

study is an irreversible reaction A + B -+ C, with first order kinetics: r = CA. The Damkh6ler number is

calculated as given by eq 5.19.

Da = rk (5.19)
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Figure 5.20: Conversion of reagent A in first order kinetics (r = kCA) irreversible reaction A + B -+

C. Legend: M, Plug flow 0.45 mL; *, LFR 0.45 mL; A, CSTR 0.45 mL; EI, Plug flow 8 mnL; >, AFR
8 mL; A, CSTR 8 mL
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From the results, it can be seen that the conversion for all reactor designs is not significantly different,

and all of them are very close to the plug flow conversions. A single CSTR gives the minimum conversion

that can be achieved in the system and is below the actual conversion achieved in the AFR (8 mL volume)

and the LFR (0.45 mL). A slight better performance is achieved in the LFR, which has sharper RTD curves

and this reflects a closer conversion to PFR. However, the difference is not significant, especially at the

smallest Da numbers (high flow rates, small residence time, narrower RTD). This shows once more that the

different generations of AFR have been designed to provide a sharp RTD regardless of the flow rates and

slight different designs. This behavior might not be the same for two-phase flow, where mass transfer effects

are also important and compete with the intrinsic reaction kinetics. Chapter 6 is devoted to modeling two-

phase flow and will study this matter in more detail.

Table 5.5: Comparison of conversion (%) between different reactor designs

QL (mL/min) Da (-) Xu design 1 X4 design 2 XA design 3
3.04 92.4 93.2 92.9
0.61 42.6 44.3 41.5

80
0.30 24.4 25.5 23.5
0.06 5.6 5.7 5.3
4.05 96.2 96.5 97.0
0.81 52.6 54.2 52.3

60
0.41 31.3 32.5 31.0
0.08 7.3 7.6 7.2
6.08 98.3 98.3 99.1
1.22 67.6 69.0 66.3

40
0.61 43.5 44.7 42.1
0.12 10.9 11.2 10.4
12.15 97.9 97.6 99.0
2.43 88.5 88.9 88.7

20
1.22 67.7 68.6 67.1
0.24 20.6 21.1 20.1
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5.4 Conclusions

Computational fluid dynamic (CFD) simulations were performed in the Advanced-Flow Reactor (AFR)

for single-phase incompressible flow using the open source software OpenFOAM. Results showed a very

good agreement with experimental results of pressure drop and residence time distribution (RTD). The

velocity profiles reveal the presence of stagnant zones between the two obstacles within the heart-shaped

Gen 1 reactor and recirculation zones starting at 40 mL/min. The RTDs for the AFR are plug flow with

certain degree of back mixing, with two different flow regimes. The extent of recirculation zones, which

increases with flow rates, broadens the residence time distribution above 40 mL/min. Introduction of slight

differences in the design in the zone between the two obstacles changes slightly the flow patterns and

recirculation zones, therefore having an effect on the RTD. However, predictions for a first order irreversible

reaction in all designs yielded conversions that were not significantly different.

The Low-Flow Reactor (LFR) of volume 0.45 mL was also simulated. Results showed a higher pressure

drop for the same Reynolds numbers than the Gen 1 AFR, which limits the operating flow rate to a

maximum of 10 mL/min. On the other hand, sharper RTD curves are obtained in the LFR with respect to

the AFR, yielding conversions slightly larger for large Damkh6ler numbers. Whereas the AFR is able to

achieve 95 - 99 % times the PFR conversion, conversions above 99 % the PFR conversion is achieved in the

LFR. However, the LFR has the limitation of low throughput, whereas the AFR can handle flow rates on the

order of 100 mL/min.

5.5 Notation

CA Concentration of reagent A (mol/L)

CT Tracer concentration (mol/L)

Dh Hydraulic diameter (m)

DT Tracer diffusion coefficient (m2/s)

D2D Determinant to determine vortices from velocity field
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E Sum of square of errors between simulated and experimental results

E(t) Residence time distribution from pulse experiment (s-1)

E(O) Dimensionless residence time distribution of E(t) (-)

F(t) Residence time distribution from step experiment (-)

f Darcy's friction factor (-)

Gravity vector (m/s2)

I Turbulence intensity (-)

1 Turbulence length scale (i)

L Characteristic length (i)

k Kinetic constant (s-1)

P Pressure (Pa)

AP Pressure drop (Pa)

Pfsjm; Result from simulation

Pee; Result from experiment

Q Flow rate (mE/min)

QL Liquid flow rate (mL/min)

t Time (s)

Uinlet heart Average velocity at inlet of heart (i)

U. Maximum velocity at inlet of heart (m)

V Velocity vector (m/s)

V' Velocity fluctuation (m/s)

Averaged velocity (m/s)

V Velocity magnitude (m/s)

r Channel radius (m)

xAF Reagent concentration (/o)

z Coordinate in Z axis
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Dimensionless numbers

Da Damkh6ler number (-)

D/UL Dispersion module (-)

Pe Peclet number (-)

Re Reynolds number (-)

Rec Critical Reynolds number (-)

Greek letters

p Fluid density (kg/m3)

E Turbulence dissipation rate (m2/s3)

Ar Real eigenvalue

Acr Real part of complex conjugate eigenvalue Ar + ici

Ac Imaginary part of complex conjugate eigenvalue .Ar + iAci

k Turbulence kinetic energy (m2/s2)

to Specific turbulence dissipation rate (s-1)

vt Turbulence dynamic viscosity (m2/s)

Er Material rugosity (m)

0 Dimensionless time (-)

i Fluid viscosity (Pa s)
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6 Computational fluid dynamic simulations: two-phase flow

6.1 Abstract

This Chapter focuses on modeling two-phase flow in microchannels and the Advanced-Flow Reactor

using the volume-of-fluid method and OpenFOAM. After describing the main equations and numerical

schemes, several test cases are used in order to validate the model with simple geometries and conditions.

These serve to realize the challenges of this modeling approach for this particular application and the existing

alternatives to overcome these difficulties. After validation with test cases, it is applied to the Advanced-Flow

Reactor (AFR) to predict flow patterns for carbon dioxide/water and hexane/water systems. The results are

in good agreement with experimental results from visualization experiments, with larger discrepancies

observed at the largest flow rates.

6.2 Introduction

There has been a strong effort over the years directed towards the simulation of multiphase flow with

the aim of capturing dynamic events observed experimentally. Capturing detachment, deformation, breakup,

and coalescence of bubbles and drops becomes a challenging task. An additional challenge is to capture

accurately capillary effects important at small scales. Accuracy is a desired characteristic in simulations, but

achieving high accuracy normally requires very large computation times. Over time, different approaches have

been developed, each one providing specific features and advantages. Figure 6.1 includes different approaches

reported in the literature to simulate multiphase flows 2.

The continuum methods for computation of two-fluid flows are based on macroscopic conservation

equations for mass and momentum, and an additional equation that expresses the conservation of each phase

mass for the description of the phase evolution. Coupling with the main conservation equations is required to

achieve a full description of the multiphase system. 2 The continuum methods can be classified into two

groups, depending on how the interface is described:
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a) Sharp interface methods: physical properties experience an abrupt jump at the interface. There are

two subgroups depending on the nature of the mesh:

(1) Moving unstructured grid, interface as boundary (Lagrangiang movement): the mesh is adapted by

local coarsening and refining to capture the interface deformation and curvature. This method is

not appropriate when the system undergoes strong topological changes because of the very

complex algorithms needed to capture the evolution in topology. The advantage of this method is

that sharp interfaces can be achieved.

(2) Fixed structuredgrid within this subgroup, there are front-capturing methods 3,4, where the interface is

embedded in a scalar field, and the front-tracking methods 25,6, in which the interface is represented

by Lagrangian particles or markers that move with the interface.

The front-capturing methods include the volume-of-fluid (VOF) method and the level set (LS)

method. The VOF method uses an indicator function to describe the interface. In most cases, the

indicator function (a) is the volume fraction of a reference phase. All grid cells that are fully

occupied by phase 1 adopt a value of a equal to 1, and those cells fully occupied by phase 2 have

a value of a equal to 0. Those cells that contain the interface possess a value between 0 and 1,

depending on the relative phase volume fraction occupied in the cell. The LS method, however,

uses a distance function, with a value of zero at the interface, a positive value for phase 1, and a

negative value for phase 2. The absolute value for the distance function determines how far each

fluid point is from the interface.

In the front-tracking methods, the interface position is described by the motion of Lagrangian

particles or markers in the structured mesh. The disadvantage is the complexity of the method.

Additional markers need to be added when the interface stretches or eliminated when the

interface grows. Other problems arise in three-dimensional computations and merging of

interfaces within one grid cell.
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b) Diffusive interface methods: physical properties vary continuously along the interface. In the Color-

function volume-of-fluid (CF-VOF) 7 and Conservative level-set (C-LS) 8 methods, the diffusive

interface is result of a numerical approach. In the phase-field method 9, the diffusive interface is based

on a physical approach.
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Figure 6.1: Illustration of the different continuum methods for describing the evolution of deforming
interfaces. 2 Lagrangian approach includes moving mesh and front-tracking methods; Eulerian type,
Level-set, VOF with interface reconstruction, color function - VOF and conservative level-set

6.3 Modeling two-phase flow using OpenFOAM

The flow visualization experiments for carbon dioxide/water and hexane/water revealed the dynamic

nature of the multiphase flow within the Advanced-Flow Reactor (AFR). The observations showed that many
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events of detachment, deformation, breakup, and coalescence of dispersed phase are continuously present at

all times along the reactor, and need to be captured by the simulation method.

The OpenFOAM solver developed for modeling two-phase flows called interFoam 1-12 is based on the

color function volume-of-fluid (CF-VOF) method. Its implementation is based on an Eulerian description of

each phase on a fixed mesh (eq 6.1) and description of the interface between the two phases using a transport

equation for an indicator function (eq 6.2), which in OpenFOAM implementation is the local volume fraction

of one phase, a. This code uses the multidimensional universal limiter with explicit solution (MULES)

algorithm to solve the advection equation for the volume fraction.

p + V, -v) = -V + pV+ V2i (6.1)

a+ V - (ta) = 0 (6.2)

With this definition, each grid cell is described by a velocity vector, pressure, and volume fraction.

Those cells fully occupied by phase 1 have a value of a = 1, while cells fully occupied by phase 2 adopt a

value of a = 0. Cells that contain the interface have a value of a between 0 and 1, depending on the volume

fraction of each phase.

The approach of the VOF method is to describe the entire domain with a single momentum

conservation equation with volume averaged values for the fluid properties at the interface: density (eq 6.3)

and viscosity (eq 6.4).

p = pa + p2 (1 - a) (6.3)

y = Mia + p 2 (1 - a) (6.4)

The surface tension is a two-dimensional (2D) effect that in a classical problem formulation appears in

the stress boundary condition at the interface, both in the normal and tangential components, as described in

eq 6.5.
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(6.5)(Pi -P2 +c OC =(rk -r2ik k +VO-

However, in the VOF approach the exact position of the interface is not known, and it is described by

a number of cells with finite volume. Thus, the surface tension effect (2D) needs to be converted into a

volume effect (3D) that can be incorporated into the main momentum equation valid for the entire domain

(eq 6.6).

(6.6)p +; -vi) = -VP + p- + pV2 - + F

Surface effect
(discontinuous)

Volume effect
(continuous)

Fluid 2
Interface

Fluid 1

Fluid 2

h Transition
region

Fluid 1

Figure 6.2: Schematic of the Continuum Surface Force (CSF) approach. The surface tension two-

dimensional effect is converted into a three-dimensional approach to be inserted into the main

momentum conservation equation.

The OpenFOAM solver designed to solve two-phase flows of incompressible fluids with no phase

change called 'interFoam' follows the approach described by Brackbill et al.13 for the surface tension force.

The Continuum Surface Force (CSF) interprets surface tension as a continuous, three-dimensional effect

across an interface. For a volume force F,,(x) that provides the correct surface tension force per unit

interfacial area, Fsa (xs), for an interface thickness approaching zero, and being zero outside of the interface:

limh-, f v Fsv,(x)dV = fAA Fsa(Xs) dA (6.7)
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where the area integral over the portion AA of the interface within the small volume of integration AV. The

original discontinuous indicator function is defined by c(x) using eq 6.8:

phase 1 c(x) = C,
c(x) = interface c(x) = (c1 + c2 )/2 (6.8)

phase 2 c(x) = C2

Within the thickness of the interface (h), called transition region, an indicator function that varies

smoothly from phase 1 to phase 2 is defined, E(x). For very small interface thickness, the two equations are

equivalent:

limh-o e (x) = c(x) (6.9)

limh.O VE (x) = Vc(x) (6.10)

And, for very small interface thickness (h -+ 0):

fA Fsa(xs)d A = lim fv (x) H dV (6.11)

Thus, by comparison with the volume force, & (x), it is demonstrated that for small interface

thickness, the expression given by eq 6.12 can be used to approximate the surface tension effect as a body

force which can be inserted in the momentum conservation equation (eq 6.6).

F,(x) = ax(x) V c(x) (6.12)
C2-C1

As mentioned previously, the indicator function in interFoam is defined as the phase fraction (a.) and

an additional advection equation for the transport of a is defined. However, the advection equation for the

volume fraction suffers from numerical diffusion, and an additional compression term that compensates for

this artificial diffusion of the interface is added to the original eq 6.2 to yield eq 6.13:

a + V - (3) + V - (r (a(1 - a)) = 0 (6.13)at V
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Where Vr is the relative velocity between phases and is calculated using eq 6.14:

vr = nf min CrIPI, max (V) (6.14)
1Ist I If0

This compression factor is only active at the interface and vanishes at those cells that are fully occupied

by phase 1 or phase 2. The amount of compression can be adjusted by specifying the cAipha value, Cr (usually

ranges from 0 to 4) in the "system/fvSolution" file.

The local surface curvature (K) is calculated using eq 6.15, where n is the normal vector perpendicular

to the interface, calculated with eq 6.16.

r =V -n (6.15)

n = Va/|Va| (6.16)

The wall adhesion force is considered by specifying the three-phase contact angle:

A = Rw cos(Ow) + f, sin(.,) (6.17)

where n,, and f, are the normal and tangential vectors to the wall, respectively. In the subsequent

simulations, the contact angle is considered to be constant and independent of the velocity and the direction

of the contact line movement.

6.3.1 interFoam solver validation

There is a very limited number of publications in the literature regarding two-phase flow modeling in

microchannels using OpenFOAM. Most of the work is done using other commercial softwares, such as

Fluent, STAR-CCM, or COMSOL. The advantage of the OpenFOAM software is that being open source the

original code is available for consultation and modifications to improve the current performance of solvers or

create new ones to satisfy specific modeling requirements. Indeed, there are continuous efforts in both the

academic and industrial communities to broaden the applicability of OpenFOAM to solve different problems.
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The publications that report the use of the interFoam solver for two-phase incompressible flow include

the work performed by Deshpande et al. (2012) 14 , Hoang et al. (2012) 15, Raees et al. (2011) 16 and Raeini et

al. (2012) 17. Deshpande et al focused on a detail evaluation of the performance of the interFoam solver using

a variety of test validation cases trying to cover a wide range of applications: a) pure advection; b) dynamics

for inertia dominated flows; c) dynamics for surface tension dominated flows. It is concluded in this work

that the performance of interFoam is comparable to other VOF existing algorithms, but the geometric

reconstruction schemes, such as the one available in Fluent, perform better. It was also shown that for inertia-

dominated flows with large density ratios interFoam is able to perform with excellent agreement with

experimental and analytical values. In the case of surface tension dominated flows, interFoam guarantees a

consistent formulation of pressure and surface tension. However, 10 % disagreement for the computation of

curvature with respect to analytical values is observed. Further improvements need to be done in this regard.

A common problem when simulating two-phase flow at small scales are artificial velocities appearing at

the interface. This problem has been reported by many authors using VOF methods 15 - 27 in their

simulations. This is attributed to an imbalance of forces caused by the introduction of surface tension body

force as approximation for the surface effects into the single-conservation momentum equation and/or

incorrect method for the computation of the interface curvature. This effect is especially important at low or

zero velocities and strong capillary forces. The artificial velocities created are often called 'spurious or

parasitic currents'. To overcome the problem of spurious currents in interFoam, Deshpande et al. suggest a

criterion based on the analysis of Galusinski and Vigneaux 24 for the time step which depends on the fluid

properties (e, a, p), as given by eq 6.18:

At ; max[10T,, O.lrp] (6.18)

Tit= - (6.19)

TP =(6.20)
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However, other authors introduce modifications into the main solver to reduce parasitic currents. For

instance, Hoang et al. 28 use a Laplacian smoother for the volume fraction a, as given by eq 6.21, and

recommend best selection of parameters, such as the compression factor C, for best performance.

a = f =1 afsf (6.21)

Raeini et al. 17 follow a more complicated procedure, incorporating a semi-sharp surface model (SSF) to

reduce the artificial diffusion of the interface, and two new filtering methods (FSF) to correct for capillary

forces and reduce spurious currents. This solver is implemented after reformulation of the Navier-Stokes

equation by defining a dynamic pressure Pd according to eq 6.22 and a body force which lumps together the

effects of gravity, capillary forces, and capillary pressure gradients, as described by eq 6.23.

Pd = P-Pc (6.22)

f = pg + fc - VPc (6.23)

The capillary pressure is calculated by eq 6.24.

V -VPc = V fc (6.24)

The capillary force is sharpened using a modified indicator function, which limits the capillary pressure

transition area to one cell. The value for the sharpening factor Cpc ranges from 0 to 1. The limit of C = 0

corresponds to the original CSF formulation, Cpc 0.98 is demonstrated to be the best option to remove

spurious currents in static problems (SSF), and Cpc = 0.5 is best used for moving interfaces. More details are

described in the literature. 17

Different test cases of two-phase flow using the OpenFOAM simulation solver interFoam are shown

in this section in order to illustrate with examples and discuss the different challenges that are encountered

when simulating two-phase flow using this solver. Test cases include: a) static bubble in a stagnant liquid; b)

rising bubble in a stagnant liquid; c) flow in T-junctions and microchannels.
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6.3.1.1 Static bubble

The "static bubble" test case consists of a transient simulation of a bubble immersed in a stagnant

liquid in absence of gravity. Initialization of the domain is done by setting the volume fraction of the

dispersed phase in the form of a cube of side L, as shown in Figure 6.3. The simulation runs until the bubble

reaches at equilibrium a spherical shape of diameter dB and the maximum velocity magnitude within the entire

domain (v,,,,) is monitored over time. The mesh is 3D, structured, with 8,000 cells, and fixed cell size to 5x10-

6 m. The model system is water/air, whose properties are included in Table 6.1. The effect of the solver used,

bubble size, and compression factors are studied here.

L a

Initial condition: cube Equilibrium shape: sphere

Figure 6.3: Schematic of the static bubble test case. Initial shape of the dispersed phase is in the form

of a cube. Relaxation of the cube shape into a sphere occurs while the maximum velocity within the

entire domain is monitored.

Table 6.1: Fluid properties of air and water at 25*C.

e (kg/m3) I (Pa s) c- (N/m)

a) Effect of solver

Two different solvers are used for comparison in the simulations: a) interFoam, the original

formulation of VOF approach in OpenFOAM; and b) poreFoam, the modified solver based on interFoam,

performed by Raeini et al. 17
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A comparison between results obtained with interFoam and poreFoam is shown in Figures 6.4 and 6.5

for a bubble size of 0.4 mm. The maximum velocity over time is shown in Figure 6.4 and the velocity field in

the cross section at the center plane of the bubble, in Figure 6.5. The maximum velocity that should be

observed for both solvers in an ideal case is zero at the equilibrium state (once the sphere shape has been

reached). However, artificial velocities are created at the interface yielding a maximum velocity on the order

of 0.0005 m/s when interFoam is used. This velocity is not reduced further over time, but remains constant.

The reason behind this behavior is that at such small scales, capillary effects become significant and there is

an imbalance created by the surface tension body force embedded in the momentum conservation equation.

It is seen from Figure 6.4 that poreFoam is effective in reducing the maximum velocity in 0.4 seconds from

0.0005 m/s to zero. The velocities observed initially in the simulations are caused by the transient

transformation of the initialized cube of air achieving the final equilibrium sphere shape.

0.004

0.0035

0.003

1-N 0.0025

0.002
.

0.0015

0.001

0.0005

0
0 1 2 3 4 5

time (s)

Figure 6.4: Comparison between interFoam and poreFoam solvers for bubble diameter of 0.4 mm.
Legend: --- , interFoam; --- , poreFoam; poreFoam solver is effective in reducing the maximum
velocity whereas interFoam creates spurious velocities that remain steady over time.
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a) " "b

Figure 6.5: Velocity fields showing spurious currents for 0.4 mm bubble size using a) interFoam; b)
poreFoam. Spurious velocities are effectively reduced using poreFoam from 0.002 rn/s (interFoam) to
10- rn/s.

b) Effect of bubble size

The next example shows the effect of the bubble size on the maximum velocity magnitude

encountered during the simulation with interFoam and poreFoam for two different bubble sizes: a) 0.4 mm

and b) 0.2 mm. Reducing the bubble size increases the capillary pressure, and thus, it is expected the effect of

the spurious currents to be stronger for 0.2 mm than for 0.4 mm. The comparison between solvers and

bubble sizes in shown in Figures 6.6 and 6.7. Again, it is very clear how the poreFoam solver is effective in

reducing the spurious velocities, while the interFoam solver encounters problems and creates artificial

velocities which are more significant at smaller bubbles (0.2 mm) than at larger bubbles (0.4 mm), as

expected. Not only the average maximum velocity is about four times larger at 0.2 mm bubble size, but also

the oscillations at smaller bubble size become more pronounced.
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Figure 6.6: Comparison between interFoam and poreFoam solvers for two different bubble
diameters. Legend: -- , interFoam, dB = 0.4 mm; - - -, interFoam, dB = 0.2 mm; --- , poreFoam, dB
= 0.4 mm; - - -, poreFoam, dB = 0.2 mm
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Figure 6.7: Velocity fields showing spurious currents using interFoam for different bubble sizes: a)
0.4 mm; b) 0.2 mm. Spurious currents increase significantly with reduction in droplet size.
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c) Effect of compression term

Another variable in the interFoam solver that is defined in the simulation is the compression term

through the quantity 'cAlpha'. A comparison between different compression factors in terms of maximum

velocity magnitude monitored over time is included in Figure 6.8. It is seen that very large spurious velocities

are created for both compression factors and do not decay over time. Interestingly, at short times, the

absence of compression factor reduces the spurious velocities ten times, whereas from 0.35 seconds on, the

magnitude of the spurious currents increases abruptly reaching over 0.2 m/s of maximum velocity. Increasing

the compression term to 2 helps stabilize the spurious velocities whose magnitude remains almost constant

over time despite of the instantaneous oscillations.

1

0.1

0.01
IE

0.001

0.0001
0 0.2 0.4 0.6

Time (s)

Figure 6.8: Comparison between different compression terms using interFoam for bubble size 0.2
mm. Legend for cAlpha: -- , 0; -- , 2; Increasing compression term does not help reduce spurious
currents for this bubble size. Moreover, at low compression terms, higher velocities are observed at
longer times.
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d) Effect of Courant number

Additional simulations were performed in order to see if the method used to specify the time step in

the simulations has an influence on the poreFoam solver performance. The time step can be specified in two

ways: a) fixed constant value; b) varying time step to keep Courant number (Co = VAt/Ax) constant. The

later adjusts the time step (At) depending on the velocity (V) and the cell size (Ax) in the domain.

Simulation results performed for a bubble size of 0.4 mm are shown in Figure 6.9. Although with both

approaches the maximum velocity magnitude is below 10 m/s, using the Courant number as reference to fix

the time step seems to be more stable than fixing the time step directly. It is important to consider this for

future simulations, especially when the cell sizes that form the mesh are different.

2.E-04

1.E-04

U)

5.E-05

0.E+00
0 0.2 0.4 0.6 0.8 1
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Figure 6.9: Stagnant bubble 0.4 mm, simulation with poreFoam solver. Legend: --- , fixed time step;

----- , fixed Courant number. Effective reduction in spurious currents is observed with poreFoam

using a fixed Courant number. Although maximum velocity is small, oscillations are observed for

fixed time steps.
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6.3.1.2 Rising bubble

Another common test to validate VOF solvers is to simulate an air bubble moving upwards in a

stagnant liquid driven by buoyancy. This is a good way of analyzing how the interFoam solver performs when

gravity is present and a way of evaluating the problem of spurious currents for moving interfaces. Terminal

rising velocities have been measured experimentally for a number of systems and bubble sizes, and they are

available in the literature 2 930. For air/water system, typical representations of the terminal rise velocity versus

the equivalent bubble diameter are presented, as shown in Figure 6.10.

Table 6.2: Flow characteristic numbers for air rising bubble in water.

dB (mm) 40 4 0.4

Eo (-) 217 2.2 2.2 10-2

We(-) 88.7 3.47 8.9 10-2
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Figure 6.10: Terminal velocity of air bubbles in water at 20 *C. Reprinted from Clift et al 29

192



The effect of interface compression term for different bubble sizes on the bubble rise velocity is shown

in Figure 6.11. It is observed that at 40 mmn of equivalent bubble size diameter the bubble moves with a rising

velocity of 0.4 m/s. Its terminal rise velocity is predicted within 5% accuracy by the interFoam solver,

regardless of the interface compression factor. Here the gravitational forces are significantly more important

than surface tension effects. Decreasing the bubble size to 4 mm, the difference among predictions for

different compression terms increases, especially at longer times. The prediction of the bubble rising velocity

is still in agreement with the experiments, but discrepancies increase when decreasing the bubble size further.

For bubble sizes of 0.4 mm, the effect of the interface compression term is even more drastic. For a 0.4

mm bubble, where capillary forces are important (Ca = 5.6 10-4), the rising velocity spans from 0.36 to 0.003

m/s for compression factors between 1 and 3, respectively, whereas the experimental terminal rising velocity

is 0.04 m/s. This reflects the problem of the spurious velocities which appear in the vicinity of the interface

and become important at low capillary numbers, affecting the overall bubble rising velocity. The effect of

spurious currents was already observed for the case of a stagnant bubble and studied in detail by Hoang et al

15, 28. They provide best practices in selecting the compression term to minimize spurious currents and

interface thickness. Increasing the compression term decreases the interface thickness, but increases spurious

currents. A compromise between those two variables needs to be achieved. However, they do not study the

rising bubble test case. Raaes et al 16 evaluated the performance of interFoam in modeling the rising bubble

case regarding the compression term available in OpenFOAM. They showed that interFoam is in good

agreement for a two-dimensional case of rising bubble due to buoyancy comparing the results with an anti-

diffusion scheme. On the other hand, three-dimensional simulations with interFoam under-predict the rising

velocity and spurious currents are observed at the interface. further studies in this regard need to be done.

On the positive side, the interFoam solver is more accurate in the prediction of the bubble shape for all

bubble sizes. Figure 6.10 includes the different flow regimes in terms of bubble diameter and E6tvos number.

A spherical-cap regime is expected for Eo numbers larger than 40, ellipsoidal regime for Eo between 0.15 and

40, and spherical regime below Eo = 0.15. From Table 6.2 we can anticipate the shape of the bubble to be
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spherical-cap for 40 mm, ellipsoidal for 4 mm, and spherical for 0.4 mm. This is what is observed in our

simulations despite of the compression terms used and the disagreement of the modeling results in terms of

rising velocities, as shown in Figure 6.12. However, a more detailed study needs to be performed in this

regard for a broader number of bubble sizes. It has been reported in the literature that other momentum

advection schemes combined with mesh refinement help achieve better performance with the interFoam

solver 31.
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Figure 6.11: Rising velocity for air bubble in water for different bubble sizes: a) 40 mm; b) 4 mm; c)

0.4 mm, as function of compression term cAlpha. Legend for cAlpha: -- , 1; -- , 1.5; -, 2; -- , 3;

Good agreement with experiments is seen at large bubble sizes, but rising velocity highly depends on

compression term at lowest bubble sizes.
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a) b) c)

Figure 6.12: Bubble shape for air bubble rising in water for different bubble sizes: a) 40 mm; b) 4
mm; c) 0.4 mm. CFD results are qualitatively in agreement with experiments. Bubble shape is a)
spherical-cap; b) ellipsoidal; c) spherical.

6.3.1.3 Microchannels and T-junctions

A test case that increases the complexity of the multiphase simulations with respect to stagnant bubbles

in quiescent liquids or the simulation of rising bubbles in water, is modeling two-phase flow in microchannels

and T-junctions. This type of flow involves the formation of slugs through deformation and detachment of

the dispersed phase at the inlet of the T-junction. The phenomenon of bubble detachment does not occur in

either of the two previous cases. The objective is to validate the solver with cases that resemble more closely

the two-phase flow in the AFR, although the geometry is different.

Simulations in microchannels have been published by several authors in the literature. Most of them

conducted for gas-liquid flows, and very few for liquid-liquid systems. In addition, the most part of them are

simulated using commercial softwares such as COMSOL, Fluent, or STAR-CCM, but very few are performed

using OpenFOAM. To the best of our knowledge, only Hoang et al. 15,28,32 investigated droplet breakup in a

T-junction, Plouffe et al 33, the passive mixing in the micro and milliscales, and Semyonov et al 34, the

hydrodynamics of a microstructured plate reactor, all using interFoam. Other authors have used CFD

commercial softwares to investigate biphasic flow in microchannels. For example, Taha et al (2006) used

Fluent to model slug flow inside square capillaries and vertical tubes. 35, Zheng et al. (2007) determined

through CFD the hydrodynamics in gas-liquid vertical upward slug flow 36, Kashid et al (2007, 2010) used

Fluent to model liquid-liquid slug formation in microreactors 37, 38. Shao et al (2008) used COMSOL

Multiphysics to simulate the effect of inlet configuration on slug flow formation 39 as well as mass transfer
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with and without chemical reaction during Taylor flow in microchannels 40. Gupta et al (2009) used Fluent to

model Taylor flow in microchannels with emphasis on capturing the liquid film 41. Qian et al (2006)

performed an extensive study using Fluent to study Taylor flow in microchannels for gas/liquid slugs varying

cross-section width at various operating conditions finding good agreement with literature data 42. Santos et al

(2010) 43 investigated air/water two-phase flow in a microfluidic T-junction with square microchannels both

experimentally and using Fluent. Asadolahi et al (2012) investigated the hydrodynamics and heat transfer of

Taylor flow with Fluent and compared the results with nitrogen/water and nitrogen/ethylene glycol

experimental data 44. Raj et al (2010) used Fluent to investigate numerically drop/slug formation for

liquid/liquid flow in microchannels studying the effect of flow rates, channel size, flow distributor shape, and

fluid properties. 45

Here simulations of two-phase flow in microchannels and T-junctions using OpenFOAM for different

gas/liquid and liquid/liquid flow rates are compared with simulation results and experiments available in the

literature 42,43,45.

Two-phase flows studied by Qian and Lawal 42

Qian, D. and Lawal 42, A. simulated the formation of slugs of air/water in a T-junction using Fluent.

Here the interFoam solver is used to simulate the air/water biphasic flow using the same operating conditions

as the authors. The simulations are performed in a 2D structured mesh of a T-junction having a channel

width of 0.5 mm, with the geometry shown in Figure 6.13.

water

d
6d

air ----------------- >
60

Figure 6.13: Schematic of T-junction with channel size d for two-phase simulations, adapted from
Qian and Lawal 42
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First, the effect of the mesh resolution is studied and the results are shown in Figure 6.14 for gas and

liquid inlet velocities of 0.02 m/s and 0.08 m/s, respectively. Four mesh resolutions are used for comparison,

with the following number of cells: a) 1,444; b) 6,534; c) 13,594; d) 27,664. As it is observed in the images of

the two-phase flow along the channel, there are significant differences between the coarser mesh (1,444 cells)

and the other meshes. The coarser mesh predicts the formation of air slugs followed by smaller satellite slugs,

whereas the other three meshes predict the formation of independent air slugs. The slug length for the liquid

and gas phases are predicted very similarly by all mesh resolutions, reaching asymptotic values for the larger

number of cells. The results are shown in Table 6.3. The corresponding velocity profiles and streamlines for

0.02 m/s and 0.08 m/s of inlet velocity for the gas and liquid phase are shown in Figure 6.15. For the three

meshes of higher resolution, the results are very close to each other, with similar velocity profiles and

streamlines. A compromise between accuracy and computation time needs to be established for each

simulation.

Table 6.3: Effect of mesh resolution on gas and liquid slug lengths for different air and water
inlet velocities. LG: Gas slug length (mm), LL: liquid slug length (mm)

VG (m/s) VL (m/s) 1,444 cells 6,534cells 13,594 cells 27,664 cells

0.08 0.02 LG = 3.11 LG 3.79 I =4.13 14 4.16
LL = 0.69 LL = 0.81 LL = 0.88 LL = 0.83

0.05 0.05 LG= 1.35 LG = 1.54 LG = 1.55 LG = 1.55
LL = 1.23 LL = 1.35 LL = 1.37 LL =1.38

Snapshots of the transient simulation of air and water at one second using the finest mesh at varying

inlet velocities of gas and water are shown in Figure 6.16. Here, the effect of varying the inlet velocities of

each phase is clearly observed: the slug length of each phase is determined by the flow rates of air and water.

For the same inlet velocity, increasing the total flow rate creates slightly smaller slugs. In addition, the slug

length of one phase can be increased by increasing the inlet velocity (and thus, the flow rate) of the phase of

interest. The ratio of slug length can be roughly estimated by the ratio of inlet velocities. In this particular
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example, the slug length of the gas phase is slightly larger than the theoretical ratio based on inlet velocities,

probably due to the different fluid properties of air (density, viscosity) against water.

Another interesting feature of CFD simulations is that the effect of introducing changes in the design

of the devices can be easily studied. For instance, Qian and Lawal studied the effect of modifying the inlet

channel width and configuration on the slug length. Here similar simulations were performed for inlet

channel dimensions of 0.5 mm, 1.0 mm, and 0.25 mm, which correspond to "d" (same width as downstream

channel), "2d" (double width), and "d/2" (half width). For the same phase inlet velocity (0.02 m/s water, 0.02

m/s air), the slug length increases exponentially with the inlet channel width, as shown in Table 6.4 and

Figure 6.17. Another design parameter of study is the configuration of the inlet channels, which also have an

effect on the slug length, as shown in Figure 6.18. The trend observed is the same as the described by Qian

and Lawal in the literature. However, the actual values of the slug lengths vary, due to several reasons:

OpenFOAM and Fluent are different not only in the different numerical schemes they use, but also in the

physical representation of the interface effects. In addition, the interFoam solver is modified by the

specification of a compression factor cAlpha that also has an influence on the CFD results, as shown in

Figure 6.18 and Table 6.5. Both gas and liquid slug lengths decrease with increasing the compression factor.

Nevertheless, both simulation methods can provide similar results and trends for the studied system.

Table 6.4: Effect of inlet channel width on slug length for 0.02 rn/s air and 0.02 M/s water inlet

velocities.

interFoam cAlpha = 4 Qian and Lawal (2006)

0.25 1.10 0.89 1.40 1.05

1.00 4.14 4.07 4.19 3.28

Table 6.5: Effect of cAlpha on slug length for 0.02 m/s air and 0.02 m/s water inlet velocities,
configuration C.

cAlpha LG (mm) LL (mm)

1.0 2.51 2.16
4v 19K17
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Another factor studied is the effect of the inlet channel length on the slug length. It is observed in

Figure 6.19 that the inlet channel length does not have any effect on the slug length and flow development as

long as this channel provides enough length to have fully developed flow when the two flow streams meet.

This result is in agreement with the observations of Qian and Lawal.

a)

b)

c)

d)

Figure 6.14: VG = 0.02 m/s, VL = 0.08 m/s, snapshot of transient simulation at t = 1 s; Number of
cells: a) 1,444; b) 6,534; c) 13,594; d) 27,664; d = 0.5 mm; phases: red 0, water; blue n, air;
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a)

b)

c)

d)

Figure 6.15: Streamlines and velocity profiles for VG = 0.02 m/s, VL 0.08 m/s, snapshot of
transient simulation at t = 1 s; Number of cells: a) 1,444; b) 6,534; c) 13,594; d) 27,664; d = 0.5 mm;
phases: red m, water; blue a, air;
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a)

b)

c)

d)

Figure 6.16: Snapshot of transient simulation air/water flow at t = 1 s; number of cells: 27,664; a) VG
= 0.02 m/s, VL = 0.02 m/s; b) VG 0.05 m/s, VL = 0.05 m/s; c) VG = 0.02 m/s, VL = 0.08 m/s; d)
VG = 0.08 m/s, VL = 0.02 m/s; d = 0.5 mm; phases: red 0, water; blue M, air; Slug size is mainly
controlled by the flow rate of each phase. When inlet velocities are 0.08 m/s, the largest slug sizes are
obtained. For the same gas and liquid inlet velocities, slugs of similar size are obtained.
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a)

b)

c)

Figure 6.17: Effect of inlet channel width on slug length for VG = 0.02 m/s, VL = 0.02 m/s: a) W =
0.5 mm; b) W = 1 mm; c) W = 0.25 mm; d = 0.5 mm; phases: red u, water; blue a, air; Inlet channel
dimension governs the slug size for constant inlet velocities. Increasing channel size increases the slug
sizes of both phases.

a) LG = 1.79 mm, LL = 1.65 mm

Ib) L = 1.52mm,LL =1.28 mmn

c) LG = 1.93 mm, LL = 1.72 mm

I

LG = 1.95 mmn, LL 1.85 mm

LG =1.64mm, LL = 1.45 mm

I
LG = 2.51mm, LL 2.16 mm

I

Figure 6.18: Effect of inlet configuration on slug length, simulations with interFoam, VG = 0.02 m/s,
VL = 0.02 m/s; left, cAlpha = 4; right, cAlpha = 1; d = 0.5 mm; phases: red m, water; blue n, air; the
effect of inlet configuration on slug size is not as strong as other factors such as inlet velocity of each
phase and inlet channel dimension.
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a) LG = 1.79 mm; LL = 1.65 mm

b) LG = 1.75 mm; LL = 1.60 mm

Figure 6.19: Effect of inlet channel length on slug length, simulations with OpenFOAM: a) short
inlet channels; b) long inlet channels; interFoam, cAlpha = 4; d = 0.5 mm; phases: red 0, water; blue
0, air; The slug size is independent of the inlet channel length as long as the flow is fully developed.

In addition, the effect of fluid properties and wetting characteristics on the slug flow can be easily

studied using CFD simulations. Here the effect of contact angle, viscosity, density, and surface tension are

studied.

The effect of contact angle is shown in Figure 6.20. Below 900 water wets the walls and air form the

slugs, while above 90' there is an inversion in the wetting phase: in this case, air wets the walls and slugs with

convex edges of water are formed.
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Figure 6.20: Effect of contact angle on slug flow and slug shape: a) interFoam, cAlpha = 1; b)
interFoam, cAlpha = 4; c) comparison with literature values; legend: --- , liquid slug (Qian and Lawal);

-- , gas slug (Qian and Lawal); 0, liquid slug cAlpha = 4; A, gas slug cAlpha = 4; C3, liquid slug
cAlpha = 1;*, gas slug cAlpha = 1;
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Figure 6.21: Effect of a) liquid viscosity and b) interfacial tension on liquid and gas slug lengths.
Legend: --- , liquid slug (Qian and Lawal); -- , gas slug (Qian and Lawal); 0, liquid slug cAlpha = 4;

A, gas slug cAlpha = 4; Viscosity and interfacial tension have a negligible effect on the slug size for
the interval tested.
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According to the simulation results shown in Figure 6.21 a), the effect of liquid viscosity is negligible

for this gas/liquid system. This is the same conclusion obtained by Qian and Lawal for the same gas/liquid

system. However, other authors in the literature present experimental results and simulation results for

different liquid/liquid systems and find that different viscosities can lead to different slug lengths. For

instance, Cherlo et al (2010) 46 show that the kerosene/water system presents larger water slugs than the

coconut oil/water system due to the lower viscosity of kerosene with respect to coconut oil.

The simulation results shown in Figure 6.21 b) demonstrate that both liquid and gas slug lengths do not

depend significantly on the surface tension for other fixed conditions (density, viscosity, contact angle, and

flow rates were fixed). This is in accordance with results obtained in the literature, such as those presented by

Qian and Lawal for gas/liquid systems, or the results presented by Cherlo et al. for a liquid/liquid system of

kerosene and water and interfacial tension values ranging from 0.05 to 0.12 N/m.46

Two-phase flows studied by Raj, R. et a145

Another extensive study of two-phase flow, in this case, liquid-liquid flow, using CFD simulations is

performed by Raj et 4 5 al using Fluent. Here OpenFOAM is used to compare results with available ones in the

literature, both experimental and computational. The simulations are performed in a structured mesh with the

dimensions shown in Figure 6.22.

oil I

W
water

Figure 6.22: Microchannel geometry and computational grid, as shown by Raj et al. 45
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The simulations with OpenFOAM were first performed in a 2D structured mesh composed by 15,448

cells. Using as reference the geometry A, where W.i = 100 tm, W.ater = 50 pm, and H = 33 pam, the two-

phase flow for oil/water was simulated with interFoam using a cAlpha value of 1. The CFD results are

compared in Figure 6.23 with experimental values from Garstecki et al 47, and the CFD results using Fluent

published by Raj et al. By visual comparison, it is seen that the predictions using OpenFOAM are in

agreement with both experiments and CFD results from Fluent, not only in the size and shape of the slugs

formed, but also in the slug formation time. CFD results for a 3D mesh are also presented here. As expected,

a 3D mesh captures better the interfacial effects, especially the contact angle at the top and the bottom walls

of the T-junction. Since the height of the channel is only 33 pm the wall effects at small scales are important.

t Experimental Fluent OpenFOAM OpenFOAM OpenFOAM
(ms) (Garstecki et al) (Raj et al) (this 'work) (thi work) (this work)

2D mesh 15,448 3Dmesh 77,240 2D mesh 28,579

0 M I "-
1.8

3.6

7.0

Figure 6.23: Comparison among Fluent (Raj et al 45), OpenFOAM, and experimental results
(Garstecki et al 4) of slug formation for Geometry A, Qwater = 0.14 pL/s, Qoti = 0.083 pL/s

A more detailed analysis is presented here for different combinations of oil and water flow rates. The

effect of oil flow rate for a constant water flow rate is shown in Figure 6.24. It is observed that decreasing the

oil flow rate changes both water and oil slug lengths: the oil slug length decreases, while the water slug length

increases. There are differences in the predictions between Fluent and OpenFoam, although both are fairly
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accurate. Note also here that 3D effects are important and differences in the predictions can be seen using a

3D mesh against a 2D mesh.

Q oil
(s/) Source of data, Resultu

Experimental (Garstecki et al)

Fluent (Raj et al)
0.408 

_OpenFOAM, 
2D mesh

OpenFOAM, 3D mesh

Experimental (Garstecki et al)

Fluent (Raj et al)
0.124 

_OpenFOAM, 
2D mesh

OpenFOAM, 3D mesh

Experimental (Garstecki et al)

Fluent (Raj et al)
0.019 OpenFOAM, 2D mesh

OpenFOAM, 3D mesh

Figure 6.24: Effect of oil flow rate on slug formation; comparison among experiments (Garstecki et
al 47), Fluent (Raj et al 45), and OpenFOAM (this work, 2D mesh 15,448 cells, and 3D mesh 77,240
cells with 5 cells in Z); Geometry A, Qwtr = 0.14 uL/s; a) Qwater/Qoi = 0.343; b) Qwater/Qoii = 1.129;
c) Qwater/Qoii = 7.179;

The effect of water flow rate for a constant water flow rate is shown in Figure 6.25. Increasing the

water flow rate grows the water slug size, whereas the oil slug size is decreased significantly. The CFD results

provided by Raj et al using Fluent are not accurate enough for the two largest water flow rates, whereas

OpenFOAM is able to capture the slug formation with a fair accuracy in slug size prediction for both oil and

water phases. However, varying some simulation parameters, such as the Courant number, mesh resolution,

or numerical schemes, may improve the results. Indeed, in our simulations, it was observed that decreasing

the Courant number from 0.5 to 0.1 for Qwter = 0.050 L/s and Qo = 0.028 L/s, the results are improved

and detachment of the droplet occurs as expected, as shown in Figure 6.26.
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Qwer Experimental Fluent OpenFOAM
(pL/S) (Garsteci et al)- (Raj et al) (this work, 3D mesh)

0.004

0.050 [

0.111

Figure 6.25: Effect of water flow rate on slug formation; comparison among experiments (Garstecki
et al), Fluent (Raj et al), and OpenFOAM (this work, 2D mesh); Geometry A, Qoii = 0.028 4/s; a)
Qwater/Qoai = 0.143 p.L/s; b) Qwater/Qoni = 1.8 pL/s; c) Qwater/Qoai = 3.96 L/s;

15 ms

16 ms

17ms

1i ms

19 ms

20ms

a)

- -
- -
- -
- -
- -
- -

b)

Figure 6.26: Effect of Courant number on slug formation. Geometry A, Qwat = 0.050 p.L/s and Qi
= 0.028 p.L/s. a) Co = 0.5; b) Co = 0.1; c) Experimental 47; d) Fluent (Raj et al 45)

The effect of contact angle (the specified value is the angle formed by the water phase with the wall)

for constant water and oil flow rates is shown in Figure 6.27. It is observed that the flow patterns change with

the contact angle. While the flow pattern is drop flow for contact angles between 1200 and 1800 and drop

sizes slightly smaller at larger contact angles, for water wetting the walls, the flow patterns are closer to

stratified flow. The CFD results obtained with OpenFOAM are very similar to the results shown by Raj et al

using Fluent. Here it is shown as well that the simulations need to be 3D, especially for contact angles larger

than 1400.
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Figure 6.27: Effect of contact angle on slug formation; Geometry A, Qwate = 0.14 ±L/s, Qjji 0.408 iL/s,
Qwate,/Qoii = 0.343
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The trends predicted by both CFD simulations reflect the same as the trends observed experimentally.

Thus, we can conclude that even if the exact values of the slug sizes are not the same as the experimentally

observed, the effect of each variable can be easily studied using computational tools.

Another interesting observation is the liquid film between the slug and the wall. Figure 6.28 shows that

increasing the mesh resolution near the wall it is possible to predict the formation of a thin liquid film. In this

particular case, increasing the number of cells of the width of the channel from 46 cells to 64 cells was

sufficient to account for the liquid film.

EKII Eell 64 cells
Figure 6.28: Effect of increasing mesh resolution on liquid film

The importance of having a high mesh resolution in order to capture the presence of the liquid film in

CFD simulations has been studied by several authors (Taha et al. 35, Qian et al. 42, Gupta et al. 41, Yu et al. 48)

in the literature. Gupta et al. 41 came to the conclusion that if the mesh size is 1/4 of the liquid film thickness, it

is possible to capture the liquid film. However, decreasing the cell size further may create artificial pressure

jumps and spurious currents, creating non-physical results. For capillary numbers higher than 0.01 the liquid

films are thicker and the results are in good agreement with the experiments. Horgue et al. 49 performed a

parametric study for low capillary numbers using Fluent. They concluded that having more than two cells in

the liquid film does not improve the accuracy of the results. In addition, irregular meshes have a small

influence on the results provided that the liquid film is covered by at least two cells. Thus, it is good practice

to refine the mesh locally near the walls where the liquid film forms, which reduces computation times while

increasing the accuracy locally.
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Raj et al also studied the effect of changing the distributor configuration for a fixed phase inlet velocity

and concluded that the slug length does not depend significantly on the distributor geometry for the flow

rates and conditions tested. Here the results obtained with OpenFOAM are shown in Figure 6.29 and

compared with the results obtained using Fluent by Raj et al. Similar results are obtained for the cross-flow

and co-flow T-junctions, with slug lengths of 80 pm and 81 pm for water and 153 mn and 154 pm for oil.

Slightly larger sizes are obtained in the Y-junction (101 pm and 212 pm, for water and oil, respectively).

a)

b)

c)

I I M 1,a

I
)

I (h)

(C)

Figure 6.29: Effect of distributor configuration on slug formation, Geometry B, Qwat, = 0.14 tL/s,
Qod = 0.408 pL/s, Qwate/Qoi = 0.343: a) cross-flow T-junction; b) co-flow T-junction; c) Y-junction

6.3.2 Application to the Advanced-Flow Reactor

The interFoam solver has been applied to the Advanced-Flow Reactor (AFR) for different fluid

systems and the results of the CFD simulations have been compared with flow visualization images 50, 51. The

objective for these simulations is to capture the flow patterns and the effects that are seen in the experiments

by changing the flow rate of each phase. The mesh is composed by 251,320 hexahedral cells (10 cells in the z
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direction) comprising two hearts of the AFR. This was necessary to reduce the computation time. A previous

mesh resolution study was performed in order to determine the best grid that captures with accuracy the

experimental observations while keeping reasonable computation times. In order to further reduce the

computation time, the entrance of the AFR where each phase flows separately, was simulated independently

using the simpleFoam solver for incompressible single-phase flow. The outlet of those simulation velocity

profiles were used as input for the two-phase simulations with interFoam. In addition, it was necessary to set

the boundary conditions for the volume fraction. Water was assigned a value for a = 1, and the dispersed

phase (carbon dioxide or water), a value of a = 0. The boundary condition at the walls was a constant contact

angle of 0' (water wetting phase). No-slip condition at the walls for velocity and zero gradient at the outlet

were also used. For pressure, zero gradient at the inlet, fixed flux pressure at the walls, and fixed value at the

outlet were specified. With all these considerations, the CFD simulations for carbon dioxide/water and

hexane/water were performed.

Carbon dioxide/water CFD simulations are shown in Figure 6.30. It is assumed that the effect of

reaction of carbon dioxide in water negligible, since the interFoam solver is not capable of accounting for

reaction kinetics. This is a reasonable assumption when only simulating two heart cells of the AFR. In Figure

6.30 a), buoyancy effects are observed because of gravity acting towards the left. This effect is captured also

in the simulations. Water being the heavier phase and carbon dioxide the lighter phase, have an effect on the

flow patterns. Indeed, the Froude number (eq 6.25), which represents the ratio of inertia versus gravitational

forces, is less than unity at these flow rates. The gas phase preferentially occupies the top half of the heart

with occasional flow of small bubbles at the bottom, whereas if gravitational effects are not present (Figure

6.30 b), the gas phase altematively flows through both sides.

Fr = (6.25)
gH
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a) b)

Figure 6.30: CFD simulations of carbon dioxide/water and comparison with experiments 50. a) Q,
10, Qco2 = 13.3, vertical orientation; b) Q, = 10, Qco2 = 20.8, horizontal orientation;

As shown in Figure 6.31, the detachment point is well captured by the CFD simulations, being located

between the point at which the two phases get in contact and the inlet to the heart cell. The shape of the

bubbles is also well captured by interFoam. The shape is distorted by the presence of obstacles along the path

length of the AFR. In addition, both in the simulations and the experimental images, it was observed that

carbon dioxide was always the dispersed phase, regardless of the relative flow rates of each phase. This is due

to the hydrophilic walls which keep the water wetting them along the entire flow path. The wetting properties

of the material are introduced through the contact angle in the simulations, which in this case was set to 00. It

will be shown in later subsections how the properties of the fluids, including the contact angle, affect the flow

patterns and, in consequence, the mass transfer rates.

a) b)

Figure 6.31: Detail of detachment point at different times for carbon dioxide/water system. Q = 10,
QCo2 = 13.3, vertical orientation;
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The second system to consider is hexane/water. Characteristic images of the transient flow for CFD

simulations and experiments are shown in Figure 6.32 for different water and hexane flow rates. Similarly to

the carbon dioxide/water system, water is also the wetting phase due to the hydrophilic walls of the AFR,

regardless of the flow rates (6 = 00). This does not happen always in conventional vessels, where wall effects

are not important. An inversion of phases normally occurs at certain phase flow rates, where the continuous

phase is no longer continuous and starts to form dispersed droplets.

a) C)d)

Figure 6.32: CFD simulations of hexane/water and comparison with experiments 51. Phase flow rate
(ML/min): a) Qv = 10, Qh = 10; b) Qw = 20, Qh = 20; c) Qw 40, Qh 10

The CFD simulations are in good agreement with the experimental results, as seen in Figure 6.32. It is

seen that interFoam is able to capture the effect of flow rates on the droplet size. For instance, increasing the

phase flow rate from 10 mE/min to 20 mL/min reduces the droplet size significantly. Increasing the

continuous phase flow rate from 10 to 40 ml/min for a fixed hexane flow rate (10 mL/min) reduces the

droplet size further and also decreases the hexane holdup. Increasing the flow rate of the hexane phase from

10 to 40 mL/min for a fixed water flow rate (10 mL/min) increases the hexane holdup, what is advantageous

from the point of view of having a larger specific interfacial area. However, no breakup occurs and most part

of the heart is occupied by the hexane phase, therefore reducing the specific interfacial area with respect to

other cases.

More difficulties are observed at higher flow rates (40, 60, and 80 mL/min of each phase), where the

degree of breakup seen in the simulations is smaller than in the experiments. There is artificial coalescence of

droplets in the simulations due to the proximity of droplets that are within one grid cell distance. This
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problem is not observed in the carbon dioxide/water system, where the effect of coalescence is physically

observed in the experiments. The current method used in the simulations does not prevent the coalescence

between droplets when they are closer than a mesh cell. In principle, increasing the mesh resolution would

solve this problem. However, these two-phase simulations are computationally very expensive and decreasing

the grid cell size would increase the computation time further becoming an inefficient process. This is one of

the disadvantages of VOF methods, which are known to require fine meshes in order to capture all the

effects that occur at small scales. Development of a simulation method based on the VOF approach that can

handle this problem is out of the scope of this work, but would be a topic of interest for many applications.

a) b) c)

Figure 6.33: CFD simulations of hexane/water and comparison with experiments 51. Phase flow rate
(mL/min): a) Q, = 40, Qh = 40; b) Q, = 60, Qh = 60; c) Q, 80, Qh 80

6.4 Conclusions

OpenFOAM has been demonstrated to be a powerful CFD tool capable of predicting two-phase flow

in simple and complex geometries using interFoam, a solver based on the volume-of-fluid method (VOF).

Validation with standard test cases, such as the stagnant bubble, rising bubble in a stagnant liquid, and flow

through T-junctions and microchannels, was performed. Comparison of the predictions was done with

existing simulations and experimental results available in the literature. Good performance of the interFoam

solver and comparable to other commercial softwares was demonstrated. The challenges of simulating two-

phase flow with a VOF approach were also illustrated with examples and best practices to achieve good

numerical predictions were presented. Some of this include: sufficiently high mesh resolution, especially near
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the walls, to capture the formation of liquid films; low Courant numbers to capture detachment accurately;

sufficiently long inlet channels to eliminate entrance effects; selection of proper compression term in

interFoam or use of different alternative approaches to reduce spurious currents.

The interFoam solver was applied to simulate two-phase flow in the Advanced-Flow Reactor. Carbon

dioxide/water and hexane/water systems were simulated and CFD results were compared with the flow

patterns observed using flow visualization techniques. The CFD simulations were in good agreement with the

experiments in terms of flow patterns and detachment point at the inlet of the reactor for low flow rates.

Larger discrepancies were observed in the prediction of flow patterns for hexane/water system, at the largest

flow rates. The differences between CFD results and experiments are attributed to an excess of numerical

coalescence of droplets that are closer than one grid cell.

6.5 Notation

a specific interfacial area (m2/m 3)

A area (m 2
)

e color function (-)

c indicator function (-)

CC interface sharpening factor (-)

Cr compression term (-)

dB bubble diameter (m)

d channel diameter (m)

Dh hydraulic diameter (m)

Fsv surface tension body force (N/m 2)

Fsa surface tension force (N/m)

f' modified body force (Pa/m)
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fc capillary body force (Pa/m)

g gravity (m/s2)

h interface thickness (m)

H channel height (m)

k; kinetic constant of direct reaction in phase i (i= 1, 2, 12)

krevi kinetic constant of reverse reaction in phase i (i= 1, 2, 12)

kL individual mass transfer coefficient (m/s)

kira individual mass transfer coefficient (m/s)

ni normal vector to interface (-)

nk tangential vector to interface (-)

nf normal vector of the cell surface (-)

iw normal vector to the wail (-)

P pressure (Pa)

Pd dynamic pressure (Pa)

Pc capillary pressure (Pa)

S1  cell surface area (m
2)

t time (s)

tw tangential vector to the wall (-)

At time step (s)

Ax cell size (i)

V velocity vector (m/s)

Vr. relative velocity (m/s)

Vnu maximum velocity (m/s)

VG velocity of gas phase (m/s)

VL velocity of liquid phase (m/s)
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V volume (m
3
)

W width of water inlet channel (m)

W width of oil inlet channel (m)

Dimensionless numbers

Re Reynolds number (-)

Eo E6tvos number (-)

Ca Capillary number (-)

We Weber number (-)

Co Courant number (-)

Fr Froude number (-)

Sc Schmidt number (-)

Greek letters

a volume fraction (-)

et smoothed volume fraction (-)

E density (kg/m3)

K curvature (1/M)

Ow contact angle (0)

time step limit based on viscous term (s)

TP time step limit based on inertial term (s)

'p mass flux (mol n- 2 s-1)

a surface tension (N/m)

p. viscosity (Pa s)
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7 Computational fluid dynamic simulations: modeling mass transfer

between immiscible phases in the Advanced-Flow Reactor

7.1 Abstract

This chapter is focused on modeling species mass transfer across an interface between immiscible

fluids using the volume-of-fluid method and OpenFOAM. Modification of the original interFoam solver

based on existing models is performed. After successful validation with test cases that can be solved

analytically and/or with Matlab, the solver is applied to simulate mass transfer in the Advanced-Flow Reactor

at different flow rates and ambient temperature and pressure. The CFD results are shown in terms of bulk

concentration in the dispersed phase, average drop size, specific interfacial areas, dispersed phase holdup, and

individual and overall mass transfer coefficients. Comparison with the observations in flow visualization

experiments showed good agreement between experimental and CFD results, with larger discrepancies

present at the largest flow rates. Mass transfer coefficients were compared with semiempirical values based on

the surface renewal theory of Danckwerts and the largest discrepancies were attributed to a poor prediction

of the specific interfacial areas at the largest flow rates. In addition, study of the influence of fluid properties

and reactor design is also performed. It was concluded that the most influencing variable on the flow patterns

was the contact angle (wetting properties) and the surface tension had a strong effect on the average drop

size. The effect of reactor design for the conditions tested was concluded to be non-significant.

7.2 Introduction

The interFoam solver available in OpenFOAM is able to determine flow patterns and streamlines for

two-phase flow. However, in most chemical engineering problems, it is important to determine mass transfer

of components between two immiscible phases. Thus, in addition to the momentum conservation equation

coupled with the advection equation for the volume phase fraction, an additional species conservation

equation needs to be solved. In addition, the boundary conditions for concentration jump and flux continuity
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at the interface need to be satisfied. The challenge is how to incorporate the boundary conditions which are

only effective at the interface (2D effect) within the entire formulation of one-equation for the entire domain

(3D effect) in the context of VOF method.

Investigations about modeling mass transfer using the VOF method are very few, and the first ones

had the limitation of being applicable only for constant concentrations across the interface. Ohta and Suzuki I

first studied mass transfer from a drop in a solvent extraction process. Sato et al 2 simulated in 3D the mass

transfer process of liquid carbon dioxide single rising droplets in the continuous phase water using a front

capturing method, Davidson and Rudman 3developed a method to simulate in 2D heat and mass transfer

between interfaces, and only for continuous equilibrium concentrations between phases; but it was Bothe et

al. 4who in 2003 started modeling mass transfer of oxygen from single bubbles and bubble chains rising in

aqueous solutions using VOF method and considering equilibrium of concentrations across interfaces based

on Henry's law. In 2006, Onea et al.5 developed a method based on VOF approach also based in Henry's law

to simulate conjugate mass transfer of dilute species accounting for the concentration jump. After validation

of the method, application to qualitative investigation of mass transfer in upward bubble train flow within

square and rectangular channels is performed. Although their code is not restricted to low Schmidt (Sc)

numbers, for large Sc, very fine mesh resolution in order to account for the thin concentration boundary layer

need to be used.

Another approach is that followed by Haroun et al. 6,7 that combines VOF approach with transport of

species across interfaces with application to stable liquid films and structured packing. More recently,

Marschall et al. 8 developed an algorithm to solve for mass transfer of species across interfaces in free-surface

flows using OpenFOAM. In order to capture the concentration jump at the interface, both approaches

consider that the solubility is determined by Henry's law with a constant coefficient. Haroun et al.

demonstrated that their method is effective and accurate for planar interfaces, however, modifications of the

basic algorithm is required in order to diminish the spurious concentration fluxes that arise at curved

interfaces. Here we present the implementation of Haroun et al. approach in OpenFOAM and compare it
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with the implementation of Marschall et al. using simple validation cases. This solver is later applied to the

Advanced-Flow Reactor for determination of mass transfer coefficients.

7.3 Implementation of solver

The implementation of HarounScalarTransportFoam and MarschallScalarTransportFoam are based on

the ScalarTransportFoam solver which is already available in OpenFOAM to solve mass transfer of a passive

scalar in single-phase flow. This solver solves a species conservation equation in which the velocity profile is

fixed over time. The HarounScalarTransportFoam and MarschallScalarTransportFoam solvers are similar to

the formulation of ScalarTransportFoam. They consider fixed velocity profiles and phase volume fraction

fields (which can be set initially in the specific case or can be solved in a first simulation stage using

interFoam).

The species conservation equation that needs to be solved is given by eq 7.1.

+ V - (*Ci) = V(DjVC1) (7.1)

The boundary conditions that need to be satisfied at the interface are described by eq 7.2 and 7.3:

He = CL/CG (7.2)

DfrV4L = Df VCG (7.3)

The approach followed by Haroun et al. considers one-fluid variables in the interface region for

concentration and diffusion coefficients defined by eq 7.4 and 7.5 and a concentration flux defined by eq 7.6.

Ci = aCCf + (1 - a)1  (7.4)

Di = crD + (1 - a)D9 (7.5)

jP = If (7.6)
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The concentration flux expression eq 7.7 is different from the conventional one after the definition of

these variables at the interface. As it can be seen, the second term is zero within the domain of each phase

separately, and is different from zero only at the interface.

Ji = -Di(aVCP + (1 - a)VCf) = -DLVCL + DL(CL - CF)Va (7.7)

Reformulating in terms of the Henry constant, eq 7.8 is obtained. The second term vanishes as well for

Henry constant equal to 1.

Ji = -DjVCi + Di i (1-2e) Va (7.8)

An additional study showed that the harmonic average of the diffusion coefficient (eq 7.9) behaved

better than the conventional linear average based on the volume phase fraction a.

Di = D LD 79
aDP+(1-a)Dg

The approach of Marschall et al. (2012) is slightly different. It is based on conditioning and volume-

averaging of species conservation equation (eq 7.10) with a definition of molar mixture concentration

expressed by eq 7.11.

I, L + ILV - (iC) = ILV(DLVCL) (7.10)

DL ~aC+D9(1-a)cg
Ci-:LII t (7.11)

DP a+(1-a)DfiI1 L

The final equation valid within the entire domain containing the interface is described by eq 7.12.

S+ V - (Civ-) = V - (DjVCi) + V - (CjVDi) - V - /HL C~ag.2at Lka+(1-a)/He) I

Both formulations have been implemented in OpenFOAM and here we present a comparison of the

performance of both solvers. Table 7.1 includes the code within the main solver and the main differences in
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the formulations can be observed. In the 'createFields.H' file, the additional variables required to describe the

system are also included (concentration field, diffusion coefficients in each phase, diffusion coefficient at the

interface, Henry constant).

Table 7.L: CEqn.H including species conservation equation for solver including mass transfer using
approaches of Haroun 6,7 and Marschall 8

Haroun et al Marschall et al

surfaceScalarField phiCi= surfaceScalarField phiCi=
( (fvc::interpolate(DT)*(1- ( (DT1-DT2/He)/(fvc::interpolate(alphal)+(1-
He)/(fvc::interpolate(alphal)+(1- fvc::interpolate(alphal))/He)*fvc::snGrad(alphal)
fvc::interpolate(alphal))*He))*fvc::snGrad(alphal) )*mesh.magSfQ;

)*mesh.magSfo;
surfaceScalarField phiD=
( fvc::snGrad(DT)

solve )*mesh.magSfo;
(fvm::ddt(T)
+ fvm::div(phi,T) solve
- fvm::laplacian(fvc::interpolate(DT),T) ( fvm::ddt(T)
+ fvn:div(phiCi,T), + fvm::div(phi,T)
mesh.solver("T")); - fvm-:laplacian(fvc::interpolate(DT),T)

- fvm::div(phiD)
+ fvm::div(phiCiT),
mesh.solver("T"));

T is the species concentration
DT1, DT2 are the diffusion coefficients of component T in Phase 1 and Phase 2
He is the Henry constant defined as the equilibrium ratio concentration of component in Phase 2 with
respect to its concentration in Phase 1
DT is calculated in createFields.H as a weighted average of DT1 and DT2 or using the harmonic
approach

The solvers shown above are based on static conditions of velocity and volume fraction fields. An

additional step is to incorporate velocity, pressure, and volume fraction computations within the main solver.

This is performed by combining the already existing interFoam solver in OpenFOAM with a species

concentration equation similar to the development followed for the static solvers.

In addition, in most chemical engineering applications, reactions also occur. It is thus essential to

modify the above solvers incorporating into the species conservation equations the reaction term. An

irreversible reaction is first considered, where A is consumed and B is formed (A --+ B). The kinetic constant

in phase 1 is k1 and in phase 2 is k2. Normally, reactant A will react only in one phase, but this formulation
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considers the more general possibility of A reacting in phase 1 and phase 2. In order to convert the two-phase

formulation into a single equation for the entire domain as the VOF formulation, the kinetic constant is

calculated as the weight-average. Component B species conservation equation is analog to component A's

equation but the sign of the kinetic constant is positive, since B is formed. The piece of code incorporated

into the CEqn.H in the solvers is given in Table 7.2.

Table 7.2: Modified species conservation equation in CEqn.H in MarschallInterFoam solver for

irreversible reaction A-+B

Component A

solve

(fvn-:ddt(A) + fvm::div(phiA) - fvm::laplacian(DAA) - fvn:div(phiDAA) + fvm:-:div(phiCAA)
== fvm::Sp(k12,A));

Component B

solve

(fvm::ddt(B) + fvm::div(phi,B) - fvm::laplacian(DBB) - fvm::div(phiDBB) + fvm::div(phiCB,B)
== - k12*A);

For an equilibrium reaction A +-+ B the species conservation equation the reversible reaction needs to

be considered. The kinetic constant k, 12 is the weight-average of km,1 (kinetic constant of the reverse

reaction B -> A in phase 1) and kv2 (kinetic constant of the reverse reaction B -+ A in phase 2). The kinetic

constants need to be defined according to the reaction in the 'transportProperties'. For instance, in this

particular example ku is negative for component A and kvl2 is positive. The modified equation is shown in

Table 7.3.

Table 7.3: Modified species conservation equation in CEqn.H in MarschalllnterFoam solver for

reversible reaction A *-+ B

Component A

solve

(fvm::ddt(A) + fvn:div(phiA) - fvm::laplacian(DAA) - fvrn::div(phiDAA) + fvm::div(phiCAA)
== fvm::Sp(k12,A) + krevl2*B);

Component B

solve

(fvm::ddt(B) + fvm::div(phiB) - fvm::laplacian(DB,B) - fvm::div(phiDBB) + fvm::div(phiCB,B)
== - k12*A - fvm::Sp(krevl2,B));
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7.4 Solver validation

The first simple validation case is the transport of species across a planar interface between two

immiscible fluids. The schematic of the system of study is presented in Figure 7.1. Simulation results for

different values of diffusion coefficients and Henry constants were performed using the

HarounScalarTransportFoam and MarschallScalarTransportFoam solvers. Results were compared with the

ones obtained using Matlab by solving the species conservation equation eq 7.13 in one dimension (z

coordinate) for each phase, considering the boundary conditions of equal concentration fluxes and jump in

concentrations at the interface.

= DiV2Ci (7.13)at

One criterion for comparison between solvers is to compare the computed jump in concentration with

the theoretical value that should be obtained depending on the Henry constant given as input to the

simulation. The boundary conditions for this 1D problem are given in Table 7.4.

Table 7.4: Boundary conditions for 1D validation case.

Time (s) Position (m) Boundary Condition Value

0 z Fixed value 0
t 0 Fixed value 1
t 0.1 Zero gradient 0

A comparison between solvers for different diffusion coefficients and Henry constants is included in

Table 7.5. For cases 1-7 where the diffusion coefficients are equal in both phases to 10-5 m2/s, there is no

difference in performance between the two different solvers. The jump in concentration at the interface is

well captured by both solvers, with errors below 0.5% for Henry constants between 0.01 and 10, and below

5% for Henry constants up to 100. For longer times, even for Henry constant values of 100, the jump in

concentration also achieves the correct value. A second set of simulations were performed for different

diffusion coefficients, being DT1 = 10-5 m2/s and DT2 = 10-7 m2/s and different Henry constant values

(Table 7.6). It is observed that longer times are needed in order to achieve the correct concentration jump
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especially for large Henry constants. However, when comparing the concentration profiles along the entire

domain, both solvers provide a good response compared to the value obtained with Matlab (Figures 7.2 and

7.3).

0.01 Mx

Figure 7.1: Schematic of the system for validation of mass transfer of species under static conditions

and constant volume fraction field.

Table 7.5: Solver validation. Jump
Henry constant

concentration at interface at 5 s from CFD results as function of

Case DT1 DT2 He Jump concentration Error in jump

(m2/s) (m2/s) at interface concentration (%/)

2 10-5 10 -5 5 4.98815 -0.24

4 10-5 10-5 100 95.64985 4.35

6 10-5 10-5 0.1 0.099986 -0.01

*Same values observed for MarschallScalarTransportFoam and HarounScalarTransportFoam

Table 7.6: Solver validation. Jump concentration at interface from CFD results for different diffusion
coefficients as function of Henry constant

Error Error
Case He Is 5s lOs 20s 50s 100S ats(% atlos

at I s () at 100 s(%

9 100 52.45 70.10 81.73 91.71 97.80 99.21 -47.55 -0.79

*Same values observed for MarschallScalarTransportFoam and HarounScalarTransportFoam
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Figure 7.2: Comparison of concentration profiles using Matlab and OpenFOAM for DT1 = DT2 =
10-5 m2 /s, He = 100 for different times = 1 s, 5 s, 10 s, 20 s, 30 s, 40 s, 100 s. Legend:
OpenFOAM; --- , Matlab
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Figure 7.3: Comparison of concentration profiles using Matlab and OpenFOAM for DT1 = 10-5
m2/s, DT2 = 10-7 m2/s, He = 100 for different times = 1 s, 2 s, 5 s, 10 s, 20 s, 50 s, 100 s. Legend:
OpenFOAM; -- , Matlab
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The validation performed above corresponds to static conditions, for zero velocity and a fixed volume

fraction field. The next step is to validate the solvers for cases of fixed volume fraction field and constant

velocity profiles. One example for this validation is the parallel flow of two immiscible phases between two

planar surfaces, as shown in Figure 7.4.

0.01 m

0M

* z

Lx
Figure 7.4: Schematic of the system for validation of mass transfer of species
conditions and constant volume fraction field.

under dynamic

The velocity field is first calculated analytically for 1D dimension and used as an input for the velocity

field in the OpenFOAM solvers. Assumptions of steady-state, unidirectional flow (x-component), fully

developed flow (x-component of the velocity does not depend on x), no slip at the walls, and no effect of

gravity forces:

0 = -P + p t 2 (7.14)

With no-slip boundary condition at the walls, and for a fixed pressure drop, the velocity field vx(z) is given

by eq 7.15:

vx(z) = z2 + aiz + fl

v =(z) = 1z2 + az + f22112 ax 2

0m < z < 0.005m

0.005 m < z < 0.01 m

whereEa = , (2 )a(, = 0 and,$2 = -Ha 2 -_ a= al, 22
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Figure 7.5: Velocity profile for a fully developed flow at steady-state for two immiscible fluids.

dP/dx = -10 Pa s; pLj = 0.001 Pa.s, JL2 = 0.0003 Pa.s, a, = 63.46, a2 = 211.54, I = 0, 02 = - 0.45

Validation of HarounScalarTransportFoam and MarschallScalarTransportFoam solvers was performed

for the same two fluid system with dominance of convection over diffusion (DT1 = DT2 = 10-9 m2/s). The

CFD results were compared with results obtained with Matlab for a simplified problem, described by eq 7.16

and boundary conditions in Table 7.7.

ac ac-+ ) (7.16)

Table 7.7: Boundary conditions for validation of mass transfer solvers

Time (s) Position (m) Boundary condition Value Units

tx > 0 Fixed value 0 Mol/M3
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The concentration profiles obtained using HarounScalarTransportFoam and Matlab are shown in

Figures 7.6 and 7.7, respectively. It is observed that the CFD simulations yield the same concentration

profiles at different times than the Matlab solution.

Concentration profiles (mol/m 3) Time (s)

0.05

0.1

0.2

0.3

0.4

0.5

0.7

1.0

Figure 7.6: Concentration profiles obtained in OpenFOAM using HarounTransportFoam.

Concentration is treated as a passive scalar for fixed velocity profiles.

0,25 0 5 075
Legend: -MN 4
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Time (s)
Concentration profiles (mol/m3)
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Figure 7.7: Concentration profiles obtained in Matlab using two-fluid formulation with
0,25 05 075

boundary conditions specified at interface. Legend: e A

The previous examples were performed for cases where the velocity and cc-fields were fixed over time.

However, in practical problems, and more specifically applying to the AFR system, there is a continuous

break-up and coalescence of bubbles and drops, which modify the velocity and cc-fields over time. Thus, the

previous solvers have been modified to simultaneously solve for the momentum, cc-advection, and species

transfer equations. This is performed by applying the same approach followed in

HarounScalarTransportFoam and MarschallScalarTransportFoam (these are based on the single-phase

passive scalar solver ScalarTransportFoam) to the interFoam solver of OpenFOAM. The resulting solvers are
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called HarounInterFoam and MarschallInterFoam and are based on the original interFoam solver. Table 7.8

presents the code original from interFoam and the incorporation of the CEqn.H file (#include "CEqn.H"),

which is the same used for HarounScalarTransportFoam.

Table 7.8: HarounInterFoam.C. Formulation of coupled species conservation and momentum

equations within OpenFOAM solver

int main(int argc, char *argvf])
{

#include "setRootCase.H"
#include "createTime.H"
#include "createMesh.H"

pimpleControl pimple(mesh);

#include "initContinuityErrs.H"
#include "createFields.H"
#include "readTimeControls.H"
#include "correctPhi.H"
#include "CourantNo.H"
#include "setlnitialDeltaT.H"

// ************************/ I

Info<< "\nStarting time loop\n" << endl;
while (runTime.runO)
{

#include "readTimeControls.H"
#include "CourantNo.H"
#include "alphaCourantNo.H"
#include "setDeltaT.H"
runTime++;

Info<< "Time " runTie.timeNameo
<< nl << endl;

twoPhaseProperties.correcto;
#include "alphaEgnSubCycle.H"

// --- Pressure-velocity PIMPLE corrector
loop

while (pimple.loopo)
{

#include "UEqn.H"
#include "CEqn.H"

// --- Pressure corrector loop
while (pimple.correcto)
{

#include "pEqn.H"
}

if (pimple.turbCorro)
{

turbulence->correcto;
}

}

runTime.writeo;

Info<< "ExecutionTime "<<

runTime.elapsedCpuTimeO << " s"
<< " ClockTime = " <<

runTime.elapsedClockTimeO << " s"
<< nl << endl;

}

Info<< "End\n" << endl;

return 0;}

The solver accounting for simultaneous mass transfer and reaction is validated using two simple test

cases. In the first case, the irreversible reaction is tested in a two-phase transient system, and in the second

test case, the reversible reaction at steady state is studied. The results are compared with the solution obtained

numerically with Matlab in the first case (Figure 7.8), and with the analytical solution in the second case

(Figure 7.9). Both figures show that the predictions of OpenFOAM are in good agreement with Madab, with

errors lower than 1% for both cases.
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Figure 7.8: Validation of reactInterFoam for a first order reaction in static conditions. He = 1 and k1
= 0, k2 = -0.01; Legend: -, Matlab; 0, OpenFOAM
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Figure 7.9: Validation of reactInterFoam for first order reversible reaction in static conditions. ki =

0, k2 = -0.01; k1,m = 0, k22, = 0.01; Legend: M, Concentration of A (analytical); U, Concentration of B
(analytical); , Concentration of A (OpenFOAM) ; , Concentration of B (OpenFOAM)
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7.5 Application to the Advanced-Flow Reactor

The motivation for modeling two-phase flow in the AFR is to be able to predict overall mass transfer

coefficients (kwa) for different fluid systems prior to experimentation and demonstrate the mass transfer

efficiency in the AFR. The overall mass transfer coefficient has two different contributions: a) the individual

mass transfer coefficient, kL; and b) the specific interfacial area, a. Although there are theoretical

approximations to estimate kL (such as penetration theory 9, surface renewal theory 10), the specific interfacial

area remains frequently unknown. For devices such as the Advanced-Flow Reactor (AFR) where the specific

interfacial areas highly depend on the operating conditions and cannot be known a priori, a CFD tool such as

OpenFOAM can be useful as a preliminary step to predict interfacial areas. For this purpose, just the

interFoam solver would be sufficient. However, incorporation of mass transfer of species across interfaces,

allows also the prediction of mass transfer coefficients, kL. Furthermore, incorporation of reaction is possible,

which increases the potential application of the CFD tool to predict reactor performance for actual reactions

coupled with mass transfer occurring in any multiphase reactor.

In this Chapter, the results of applying the HarounTransportFoam in the AFR to predict flow patterns,

average drop size, specific interfacial areas, dispersed phase holdup, and mass transfer coefficients, are

presented and compared with experimental data 11,12.

Due to constraints in the computation time, only two heart cells of the AFR are modeled. The mesh is

structured and three-dimensional, composed of 251,320 cells and 10 cells in the z-direction. In order to save

computation time, each portion of the AFR where each fluid flows separately has been modeled using the

simpleFoam solver, which solves incompressible single-phase steady-state flows. Then, the output of the

CFD simulation for single-phase flow for each phase is used as an input for the simulation of two-phase flow.

The estimation of the overall mass transfer coefficient is performed by computation of two variables:

kL and a. Both variables depend on the fluid properties of the system of interest and the operating conditions

(temperature, pressure, flow rates). In the simulations performed, the temperature and pressure remain

constant and at ambient conditions. The individual mass transfer coefficient, kL, is computed from the CFD
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results according to eq 7.17, from the flux of concentration of component across the interface. Notice here

that the concentration of flux given by Fick's law directly does not account for the additional term 0 (eq 7.18)

that should be considered to correct the flux by the presence of jump concentration.

kLjocal = (DVC+) (7.17)
ACL local

0 = -Dj Cj(l-Hej) Va (7.18)a+(l-a)Hej

In addition, calculation of the individual mass transfer coefficient based on the surface renewal theory

10is performed and the results are compared with the obtained through CFD.

The specific interfacial area is extracted from the flow patterns obtained in each simulation. A Matlab

script was written to measure the contour of the droplets. Depending on the droplet size with respect to the

reactor height, the specific area was computed as a sphere or as a planar droplet sandwiched between the two

reactor walls. The results were computed from the transient simulation until steady state was reached.

Comparison with experimental observations is performed hereafter by comparing average drop size, hexane

hold-up, specific interfacial areas, and mass transfer coefficients.

The different flow patterns obtained for different flow rates at constant hexane flow rate and increasing

water flow rate are shown in Figure 7.10. Based on the CFD results, the effect of increasing the water flow

rate for constant hexane flow rate is to decrease the drop size and hexane holdup. This is also observed

experimentally. One factor that allows increasing mass transfer rates is to increase the specific interfacial area.

This can be increased by increasing the holdup and decreasing the droplet size. Increasing the holdup is

achieved with higher hexane flow rate, whereas smaller droplet size is achieved by increasing both phases

flow rates due to the increase in shear rates which enhances droplet breakup.
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a) b) c) d d)

Figure 7.10: Flow patterns for hexane/water system using HarounTransportFoam (OpenFOAM) for
different flow rates; a) Qw = 10 mnL/min, Qh = 10 mL/min; b) Q, = 20 mL/min, Qh = 10 mL/min;
c) Qw = 40 mL/min, Qh = 10 mxL/min; d) Qw = 80 mL/min, Qh = 10 mL/min;

Table 7.9 includes a comparison between the hold-up computed from the CFD simulations and the

experimental hold-up in the first two hearts of the AFR. It is seen that there is good agreement between the

simulations and the experiments. In addition, the bulk concentration of acetone in the dispersed phase

(hexane) was monitored over time to see whether a steady-state was achieved. From the final steady-state

concentration actually achieved, and the theoretical concentration that could be reached based on the mass

balance of component between phases, it is possible to obtain a measurement of the efficiency of the mass

transfer process. This variable was computed as the ratio of the actual concentration at steady-state versus the

maximum possible concentration achieved. As it is seen from the results, the mass transfer efficiency is

comprised in the interval 68 - 84 %, which is a large value considering that only two-hearts have been

simulated.

Table 7.9: Mass transfer efficiency, concentration, and hexane hold-up for constant hexane flow rate

Hexane Water Experimental CFD CFD Cfna CFD Cmax Efficiency
(mL/min) (mL/min) hold-up (-) hold-up (-) (mol/m) (mol/m) (%)

10 10 0.36 0.43 0.9.5 709
10 20 0.37 0.36 0.44 0.65 68.3
10 40 0.22 0.22 0.65 0.7 83.
10 80 0.14 0.09 0.65 0.92 70.7
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Regarding the mass transfer coefficients, the values shown in Figure 7.11 e) and f) have been computed

based on the surface renewal theory, using the residence time of the dispersed phase as the contact time, for

which the CFD hexane hold-up has been used. As shown in the CFD results, the individual mass transfer

coefficient increases with the continuous phase flow rate. However, the overall mass transfer coefficient is

smaller for higher water flow rates. Although there are differences among the different water flow rates in the

individual mass transfer coefficients (10-4 - 2 104m/s), the main contribution to k14 comes from the

interfacial area (varying from 350 to 1,300 m2/m3), which was seen to decrease with largest flow rates of

water due to the smaller hexane hold-up, despite of the smaller droplets achieved.

A comparison of the CFD individual mass transfer coefficients and specific interfacial areas with

experimental results is included in Table 7.10. As it is seen from the results, the kL values obtained by the

different methods (surface renewal theory and from the concentration gradient) are in good agreement with

the experimental results also based on surface renewal theory. The largest differences are encountered in the

specific interfacial areas. In both simulations and experimental results, it is found that the specific interfacial

area decreases when increasing the continuous phase flow rate due to the decrease in hexane holdup, despite

of the decrease in droplet size. This shows the importance of having a correct VOF method that is able to

capture accurately the formation of droplets and bubbles.

Table 7.10: Comparison of experimental and CFD kL and _

Hexane Water a CFD kL CFD I kL CFD 11 A exp kL exp
(mL/min) (mL/min) (M2/mr 104 (m/s) 104 (m/S) (M2/m 3) 104 (m/s)

10 10 1250 1.11 0.84 1028 09
10 20 1120 1.07 0.91 1260 1.20
10 40 940 1.11 1.15 1001 1.16
10 80 450 1.75 1.96 930 1.43

kL cFD I: from concentration gradient

kL cFD II: from surface renewal theory
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Table 7.11 shows that the kLa values estimated using the surface renewal theory of Danckwerts and

from the concentration gradient based on the CFD results are in good agreement. They are also in agreement

with the semiempirical values, although there are some discrepancies, especially at the largest flow rates,

mainly due to differences in the prediction of the specific interfacial area.

Table 7.11: Comparison of experimental and CFD kLa

Hexane Water k"cm i La cFD ii LA exp
(mL/min) (mL/min) (1/s) (1/s) (1/s)

10 10 0.139 0.105 0.094
10 20 0.119 0.102 0.152
10 40 0.105 0.09'3 0.116
10 80 0.092 0.070 0.133
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Figure 7.11: Effect of water flow rate at 10 mL/min hexane flow rate on a) concentration in hexane;
b) drop size; c) specific interfacial area; d) hexane hold-up; e) individual mass transfer coefficient; f)
overall mass transfer coefficient. Water flow rate (mL/min): K, 10; - - -, 20; 0, 40; -, 80
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The effect of total flow rate for constant water to hexane ratio is shown in Figure 7.12. While in the

experimental work already a breakup is observed in the first heart with formation of small drops, breakup

hardly occurs in CFD simulations at 40 and 80 mL/min of each phase. At large flow rates, higher mesh

resolution may be needed in order to capture all small drops formed. Since the ratio water-to-hexane is one

for these computations, the proximity of drops causes an artificial coalescence effect. In the current VOF

methods available there is no method that prevents the numerical coalescence of bubbles/drops that are

within one grid cell distance apart. This is a limitation of this method, which requires very fine mesh

resolution in order to describe the interface sharpness accurately and avoid coalescence effects that are not

present in reality. This is a problem present in liquid-liquid CFD simulations and it is certainly a topic that

needs to be further studied, but its implementation is out of the scope of this work.

a) b) c)

Figure 7.12: Flow patterns for hexane/water system using HarounTransportFoam (OpenFOAM) for
different flow rates; a) Q, = 10 mL/min, Qh = 10 mL/min; b) Q, = 40 mL/min, Qh = 40 mL/min;
c) Q, = 80 mL/min, Qh = 80 mL/min; Legend: 0, water phase; U, hexane phase

The bulk component concentration in hexane is shown in Figure 7.13 a). Higher final concentrations

are achieved for lower total flow rates. The mass transfer efficiency computed as the ratio between the final

concentration and the maximum concentration possible from a mass balance calculated from the hexane

holdup falls within the range 46 - 72 %. The smallest efficiencies are observed for the highest total flow rates.
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However, this may not be physical result, since it was shown already in Figure 7.12 that there is an artificial

coalescence effect caused by the numerical method, which decreases the specific interfacial area with respect

to the experimental result. A smaller droplet size would certainly be expected at the largest flow rates (as seen

in the experimental results), for the same hexane holdup, thus, increasing the specific interfacial area. This, in

turn, increases the mass transfer and the final concentration seen in the bulk of the hexane phase is expected

to be larger than the one obtained in the CFD simulations.

Table 7.12: Mass transfer efficiency, concentration, and hexane hold-up for constant hexane flow rate

Hexane Water Experimental CFD CFD Crmai CFD Cmax Efficiency
(mL/min) (mL/min) hold-up () holdup -) (mol/m 3) (MOlIM 3) N%

10 10 0.36 0.43 0.40 0.56 71.4
20 20 0.37 0.42 0.38 0.56 67.9
40 40 0.36 0.32 0,36 0.69 52.2
80 80 0.31 0.30 0.32 0.69 46.4

Table 7.13 presents a comparison of CFD results and experiments for specific interfacial areas and

individual mass transfer coefficients at different total flow rates. Again, there is a good agreement among

individual mass transfer coefficients computed either by surface renewal theory or from the CFD

concentration gradient. In any case, the largest discrepancies are observed at 80 and 160 mL/min total flow

rate, as expected by the poor prediction of flow patterns with the current mesh resolution and the problem of

numerical coalescence observed.

Table 7.13: Comparison of experimental and CFD kL and a for unity flow rate ratio

Hexane Water a CFD kL CFD I kL CFDII .exp kL exp
(mL/min) (mL/min) (m2/m3) 104 (m/s) 104 (m/s) (m2/m3) 104 (m/s)

10 10 1250 1.10 0.84 1028 0.91
20 20 1230 1.09 1.19 1320 1.25
40 40 1170 1.22 1.87 1135 1,81
80 80 850 1.32 2.78 1640 2.21

kL cFD: from concentration gradient
kL cFD II: from surface renewal theory
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A comparison among overall mass transfer coefficients obtained through CFD and experiments is

shown in Table 7.14. The results show a reasonable agreement between the three different methods (with the

limitations already stated before), with the best agreement observed at the lowest flow rates at which the flow

patterns are better predicted.

Table 7.14: Comparison of experimental and CFD kji for unity flow rate ratio

Hexane Water kLH CFD I kaCFD 1 ia exp

(mL/min) (mL/min) (1/s) (1/s) (1/s)
10 10 0.138 0.105 0.094
20 20 0.134 0.146 0.165
40 40 0.142 0.219 0.205
80 80 0.112 0.236 0.364
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7.5.1 Effect of fluid properties

Being able to predict the reactor behavior with a computational tool that can avoid or reduce the need

of performing experiments is especially important when working with dangerous or very expensive materials.

Simulations can help us decide what materials are more appropriate if different alternatives are available

depending on the specific requirements of the system. In previous sections it was concluded that, for fixed

material properties, the inlet phase flow rates determined the drop size distribution, specific interfacial areas,

and mass transfer coefficients. Here, a comparison between simulations for different fluid properties is

presented, based on flow patterns, specific interfacial areas, and mass transfer coefficients.

7.5.1.1 Effect of viscosity

It was already shown in the CFD simulation of two-phase flow in T-junctions that viscosity does not

have a strong effect on the slug size. The effect, however, may be different in the AFR and therefore, is

studied here. Here we present the results for constant surface tension, contact angle, and density of the fluids,

but variable viscosity of the continuous phase (water) in the water/hexane system. The results of the flow

patterns are shown in Figure 7.14 and variation of concentration in hexane, average drop size, specific

interfacial areas, hold-up, and mass transfer coefficients, over time, in Figure 7.15. It can be observed that

increasing the viscosity of the continuous phase affects negatively on the mass transfer process. First, the

average drop size is decreased by about 0.3 mm, which, together with a decrease in hexane holdup, decreases

the specific interfacial area from 805 to 700 m2/m3. This makes the final concentration achieved in the case

of highest viscosity to be smaller than in the original case (0.55 versus 0.65 mol/m3), which represents 67%

efficiency in mass transfer with respect to the maximum concentration possible. In consequence, the overall

mass transfer coefficient is also slightly smaller for the higher fluid viscosity. However, the difference is not

significant for such a change in viscosity.
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a) Mn b) Om%

Figure 7.14: Effect of viscosity on flow patterns at 40 mL/min water and 10 mL/min hexane, for a)

pt/Q=10 5 M2/s; b)4/Q-=10-6 M2/s;
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7.5.1.2 Effect of surface tension

The surface tension is another variable important in two-phase flow that affects flow patterns. As it can

be observed from Figure 7.16, the main effect of surface tension is to decrease the average drop size for

decreasing surface tension. However, the decrease in drop size is accompanied by a decrease in hexane hold

up as well. This affects negatively to the specific interfacial area, which also decreases with decreasing surface

area.

a) b) c) d)

Figure 7.16: Effect of surface tension on flow patterns at 40 mL/min water and 10 mL/min hexane,
for a (N/m): a) 0.052; b) 0.043; c) 0.035; d) 0.0068

Figure 7.17 includes the effect of surface tension on the bulk concentration of component in hexane,

the average droplet size, the specific interfacial area, the hexane holdup, and mass transfer coefficients. It is

observed that lower surface tension decreases the mass transfer efficiency. First, the bulk concentration of

acetone in hexane is lower and the maximum concentration possible is higher, therefore, decreasing the

efficiency from 83 % to 60 %. In addition, the specific interfacial area is smaller, and, although the individual

mass transfer coefficient is slightly larger for the lower surface tension, the overall effect is to decrease the

overall mass transfer coefficient. Therefore, although having lower surface tension is advantageous to achieve

smaller droplets sizes (more breakup), in order to have a better performance, it would be necessary to

increase the hexane flow rate so that the hexane holdup increases and the total interfacial area also increases

(a), contributing to an overall larger mass transfer rate.
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7.5.1.3 Effect of contact angle

The effect of contact angle on the flow patterns for 40 mL/min water and 10 mL/min hexane is

shown in Figure 7.18. It is observed that the shape and size of the droplets are completely determined by the

contact angle. For 750, water partially wets the reactor walls, while at a contact angle of 0*, water wets

completely the wall. When comparing the images from the visualization experiments and the simulation, it is

seen that contact angles of 0' provide droplet shapes and sizes that are in agreement with the experimental

results, as would be expected since the AFR material is known to be hydrophilic.

a) #54 b) C)

Figure 7.18: Effect Effect of contact angle on flow patterns at 40 mL/min water and 10 mL/min
hexane, for a) 6 = 00; b) 0 = 750; c) 150*

The contact angle completely changes the flow patterns, as opposed to other variables. In other

simulations it was demonstrated that the effect of viscosity or surface tension was mainly on the droplet size,

but the main characteristics of the flow patterns remain unchanged. It can be seen from Figure 7.19 that,

although kL values remain approximately the same, the main effect of the contact angle is on the specific

interfacial area. The largest k1a values are obtained for a contact angle of 00 (water wets the walls totally),

whereas in the two other cases, due to the no complete wettability of the walls, the interfacial area is smaller

and the overall mass transfer coefficients are lower. In conclusion, for better mass transfer efficiency, the best

scenario is to have bubbly flow with smaller bubbles and very high holdup. This is achieved with a

hydrophilic phase wetting the walls of the reactor, high continuous phase flow rate to decrease the overall

droplet size, and high dispersed phase flow rate to increase holdup.
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7.5.2 Effect of reactor design

In Chapter 4, the influence of reactor design on the velocity profiles and residence time distribution for

single-phase flow was studied at different flow rates. Some differences were encountered between the

different designs, although all of them behaved essentially as plug flow with a very small degree of dispersion,

and the overall effect on the total conversion for a first order reaction was negligible. Since two-phase flow

may behave differently, it is necessary to study also the effect of the reactor design.

The results of flow patterns are shown in Figure 7.20 for the original reactor design (AFR, with dot),

the modified version 'no dot', and the 'LFR'-like design. The main flow pattern remains unchanged ('bubbly'

flow type), but the droplet size is different among the different designs.

a) b) A c)

Figure 7.20: Effect of contact angle at 40 mL/min water and 10 mL/min hexane on flow patterns

Measurement of component concentration in hexane, average drop size, specific interfacial area, and

mass transfer coefficients are monitored over time. The associated variables to each reactor design and

comparison among them are shown in Figure 7.21. The larger drop size is observed for the AFR, followed by

the 'no dot' and the 'LFR' - like designs. While the AFR and the 'no dot' designs have similar specific

interfacial areas and larger than the 'LFR' design, all overall mass transfer coefficients fall within the range

0.075 - 0.09 s-1, being in the upper limit for the AFR design.
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7.6 Conclusions

A modified version of the interFoam solver has been developed based on the approaches of Haroun

and Marschall incorporating mass transfer of species across immiscible interfaces. With this solver, flow

patterns for hexane/water have been predicted and are in good agreement with the experimental results at

low phase flow rates. Larger discrepancies were encountered for flow rates above 40 mL/min due to artificial

numerical coalescence observed in the simulations. This effect was seen to be more important in liquid/liquid

than in gas/liquid systems, where the degree of coalescence in experiments is significantly large. Although

refining the mesh could potentially solve this problem, the increase in computation time limits this possibility.

An alternative solution is to develop an algorithm that is able to prevent numerical coalescence while keeping

reasonable computation times.

Despite of the mentioned difficulties encountered, the modified solver is able to predict with

reasonable accuracy the specific interfacial areas, individual mass transfer coefficients, and overall mass

transfer coefficients (kua) in the AFR, being in good agreement with semi empirical results based on the

surface renewal theory of Danckwerts and visualization experiments. Based on these results, a study of the

influence of fluid properties on the mass transfer efficiency was performed. It was concluded that the variable

that affected the flow patterns the most (and more specially, the specific interfacial area) was the contact

angle: by changing the wetting properties of the material, the flow regime can change from bubbly to

stratified. Another important variable to consider was the interfacial tension between phases. It was seen that

decreasing surface tension decreased droplet size. However, in order to achieve large specific interfacial areas

and have a positive impact on the mass transfer process, increase in the dispersed phase flow rate to increase

holdup is required. On the other hand, it was seen that viscosity of the continuous phase did not have a

significant effect on mass transfer. The effect of reactor design was also seen to be non - significant for the

flow rates tested. Although slight differences were observed in the flow characteristics, the overall mass

transfer coefficients were seen to be within 17% difference.
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All the studies performed in this work were based on two heart cells. From the visualization

experiments performed for hexane/water and carbon dioxide/water, it is known that the droplet/bubble size

decreases from the inlet towards the outlet of the reactor. Thus, a larger interfacial area is expected

downstream as a consequence of smaller droplet size, and therefore, larger values for kia assuming that kL

remains constant along the reactor flow path.

7.7 Notation

a specific interfacial area (rn2 nr
3)

Ci concentration of i (mol n- 3)

Cmx maximum concentration (mol n- 3)

D diffusion coefficient of species i (in 2 s-1)

He Henry constant (-)

J flux of species concentration (mol in 2 s-1)

kL individual mass transfer coefficient (m s-1)

kl-a overall mass transfer coefficient (s-1)

I normal vector to interface (-)

P pressure (Pa)

Q flow rate of phase i (mL/min)

t time (s)

iV velocity vector (m s-1)

Dimensionless numbers

Co Courant number (-)

Sc Schmidt number (-)
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Greek letters

a

a,, a2 , 91,, f2

a

Supersanpts

L

G

Subscnpts

1

2

12

h

w

volume fraction (-)

smoothed volume fraction (-)

constants (-)

density (kg/m3)

contact angle (0)

mass flux (mol in-2 S-1)

surface tension (N/m)

viscosity (Pa s)

Liquid phase

Gas phase

phase 1

phase 2

interface

hexane

water
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8 Ozonolysis

8.1 Abstract

Ozonolysis of alkenes is an exothermic reaction that requires very extreme conditions for heat

management in conventional reactors. In addition, with ozone in the gas phase and the substrate in the liquid

phase, ozonolysis is a mass transfer limited reaction. These two limitations for ozonolysis in conventional

reactors can be overcome using microreactor technology, which has been demonstrated to yield high mass

and heat transfer rates thanks to the small characteristic lengths. Few ozonolysis reactions have been

demonstrated in microreactors, and fewer have been demonstrated in continuous flow high throughput

devices. Here we use the Advanced-Flow Reactor (AFR) technology of Corning Inc. to demonstrate the

scale-up of ozonolysis of alkenes from micro to milli scales. It was concluded from the experiments that the

mass transfer rates in both the Low Flow Reactor (LFR, 0.45 mL) and the AFR (8.7 mL) are so large that the

conversions of alkene are limited only by the amount of ozone available in the gas phase.

8.2 Introduction

The ozonolysis reaction has been studied since 1855 by Sch6nbein 1 and has been used for decades for

water purification and in organic synthesis with direct application in fine chemicals and pharmaceutical

industries 2,3. Oxidations in the presence of ozone have several advantages over other conventional oxidants,

such as permanganate, osmium tetraoxide, periodic acid, or peroxides. Using ozone, oxidation of compounds

can be done in absence of catalyst, since ozone is a very strong oxidant and thus, the activation energies are

usually low. In addition, although ozone by itself is toxic, the byproduct produced in oxidation reactions is

oxygen, and thus, makes the ozonolysis reaction environmentally friendly. It is also very efficient reaction

from an atom efficiency viewpoint.

There are, however, issues related to safety, due to the low-molecular weight unstable intermediates

(ozonides, peroxides) produced during the reaction that can lead to explosions and limit the applicability of
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ozonolysis at large scales. In addition, ozonolysis is a very exothermic reaction (> 50 kcal/mol 4) that requires

very extreme conditions of heat management and is normally carried out at - 78 'C 2-. However, these

limitations can be overcome using microreactor technology. First, microreactors have been demonstrated to

reduce the accumulation of intermediates reducing the risk of explosion during ozonolysis 7. In addition,

microreactors provide very high mass and heat transfer rates, therefore reducing the need of extreme heat

management conditions. Ozonolysis reactions can be thus performed at ambient conditions while achieving

high conversions and selectivities, as it was already shown by Wada el al. in 2006 using a multichannel

microreactor 8.

There are other examples of ozonolysis reactions performed in microreactors. In 2007, Jahnisch and

collaborators performed the ozonolysis of acetic acid 1-vinyl-hexyl ester in a falling film microreactor

designed the Instit-it fir Mikrotechnik Mainz (IMM, Germany) 9. In 2009, Jshnisch et al. performed an

ozonolysis reduction sequence to synthesize vitamin D analogues in a microplant, using five different

microestructured devices for the ozonolysis step. Two of them are falling film microreactors designed by

IMM and mikroglass chemtech GmbH (Germany), the third one is a cyclone mixer made by mikroglass, and

additional five- and one-channel mixers typical for liquid-liquid reactions were tested. The cyclone mixer and

5-channel mixer demonstrated better performance than the falling film approach 10. Steven Ley et al.

demonstrated in 2010 the concept of using a semipermeable Teflon-2400 tube (90 cm long and 0.6 mm I.D.)

for ozonolysis of several substrates achieving yields from 57 to 95 % for 1 h residence time n. In 2011, Irfan

et al. demonstrated the use of a commercially available flow reactor (0-Cube) performing ozonolysis for

several substrates from 0 'C to ambient temperature and flow rates ranging from 0.2 - 2.0 mL/min achieving

isolated yields of 72 - 90 % 12. In 2013 Roydhouse et al. demonstrated the use of Vapourtec technology

coupled with an ozone generator to perform ozonolysis of complex organic substrates in flow, observing

good conversion (49-99 /6) to the corresponding aldehydes and ketones using an inflow quench of

triphenylphosphine 13,14.
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a) b)

Tofion 

AF-2400 -10,C

low in now -Vspmxriw Cooled Module

C) 11 examples, yield 57-95% d)

Figure 8.1: Examples of ozonolysis using microreactor technology: a) multichannel microreactor 8; b)
falling film microreactor 9, 10; c) semipermeable Teflon AF-2400 11; d) Vapourtec technology 13

Due to the instability of the ozone molecule, this gas is normally generated on site, existing different

methods to achieve this purpose. The most used is the corona discharge, since the UV light methods provide

very low concentrations (0.5 weight % or lower). Concentrations up to 16 % in weight can be achieved for

inputs of 95 % volume in oxygen and 5 % nitrogen, which also participates in the generation of ozone

through a series of radical reactions.

a) b) 3 02 -> 2 03

Figure 8.2: Characteristics of the ozone molecule. a) ozone molecule; b) reaction for the generation of ozone.

The reaction mechanism for ozonolysis as described by Criegee 6 is comprised by several steps (Figure

8.3):

a) Formation of a 1,2,3-trioxolane (primary ozonize or molonozide) through the cycloaddition of

ozone to the alkene
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b) Decomposition of the short lived primary ozonide into a carbonyl compound and carbonyl

oxide (zwitterion). This can react with other zwitterions leading to diperoxide 1,2,3,5-

tetraoxalane and polymeric peroxides.

c) Addition of the carbonyl compound to the carbonyl oxide to produce a 1,2,4-trioxolane

(secondary ozonide or ozonide)

03 __ R2C - CR2
RC C R 2  - - R - C R2  +I - _

1 +0 0-0-
00

pdmaryomnide

0- 0

ER2C=O + CR -- R2C \CR 2 + polymerc omdes
Mbezion '

Mrde
/ \HG

0-000-
I I poIymefic . C rearrangemertR,'C CR., +R 2C -

I peroxides G '
0-0

diperoAde

G=OH, OR RCOO

Figure 8.3: Mechanistic steps in ozonolysis reaction according to Criegee 4,6

Depending on the workup procedure, different products can be obtained in the ozonolysis of alkenes:

a) reducing agents lead to aldehydes or ketones. Strong reducing agents are BH 3, Pt/H 2, Zn/HOAc, LiAII-4,

although they may cause compatibility problems with other functional groups. Other reducing agents

frequently used are dimethylsulfide, triethylphosphite, and triphenylphosphine; b) oxidant agents lead to

carboxylic adds, such hydrogen peroxide.

While ozonolysis in liquid phase has been demonstrated in microreactors in several occasions, the

throughput provided by these devices is very low, on the order of mg/min. Except for the falling film

microreactor from IMM 9 that can operate at gas flow rates of 100 mL/min and liquid flow rates of 1 - 15
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mL/min, microreactors reported in the literature work at very low flow rates (gas flow rate of 20 mL/min in

the O-Cube 12 and 10 mL/min in the multichannel microreactor of Wada et al.8) or need very long reaction

times to provide 100 % conversions ". The Advanced-Flow Reactor (AFR) technology manufactured by

Corning Inc. operates at 10 - 300 mL/min flow rate, yielding higher production rates that can increase

further when configuring several units in parallel. Since the increase in throughput in the AFR is achieved by

increasing the channel size from the micro scale to the milli scale, a question regarding the mass transfer

performance in this device arises.

With ozone in the gas phase and the alkene substrate in the liquid phase, the overall reaction rate for

the ozonolysis reaction may be determined by either the mass transfer process of ozone from the gas to the

liquid phase, either the intrinsic kinetics, or a combination of both competing processes. Regarding the

transport process, mass transfer coefficients for gas-liquid have been measured in the multichannel

microreactor 8 and the AFR 16, yielding values of 2.5 and 0.2 - 3 s-1 (depending on the phase flow rates),

respectively. These values are at least one order of magnitude larger than the typical value for conventional

stirred vessels for the same power consumption. On the other hand, kinetic rate constants for the ozonolysis

of olefins with terminal double bonds, such as 1-hexene, 1-octene, and 1-decene, are high and similar (- 105

M-1s-1). 4, 8 It is thus expected that the ozonolysis overall reaction rate is controlled by the mass transfer

limiting step.

The objective of this study is to demonstrate that ozonolysis can be conducted using the AFR

technology at ambient temperature with a good reactor performance. Three reactors are used for this

purpose: a) a multichannel microreactor with posts and 54 uL volume as designed by Wada et al. 8; b) a low-

flow reactor (LFR) with 0.45 mL volume; c) AFR with 8.7 mL volume. Both the LFR and the AFR follow

similar reactor designs in the form of heart-shaped cells in series providing a convergent/divergent

configuration, which helps increase the specific interfacial area to provide high mass transfer coefficients.
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8.3 Experimental

8.3.1 Materials

Chemicals were used as received without prior purification steps. Potassium iodide, 1-decene, ethyl

sorbate, triethylphosphite, and triphenylphosphine were purchased from Alfa Aesar, ethylacetate (solvent)

from VWR, and the internal standard tridecane and Sudan Red 7B dye, from SigmaAldrich. 1-decene and

ethyl sorbate were used as substrates for the ozonolysis reaction with concentrations ranging from 0.05 M to

0.28 M, while tridecane was used as internal standard due to its slow oxidation rate with ozone 8.

Triethylphosphite and triphenylphosphine 0.28 M in ethyl acetate solutions were used as quench agents 8,.14

Nitrogen and oxygen gas cylinders were purchased from Airgas.

8.3.2 Experimental setup

The schematics of the experimental setup for the ozonolysis reactions are shown in Figure 8.4. Ozone

was produced in a water cooled ozone generator OT-5 from OzoneTechnology AB. The inlet composition of

the ozone generator was 95 % volume oxygen and 5 % volume nitrogen, as recommended for maximum

ozone production. The nitrogen and oxygen flow rates to the ozone generator were delivered using pre-

calibrated mass flow controllers (UNIT). The ozone concentration was measured inline right at the outlet of

the ozone generator using an ozone monitor (Teledyne Instruments Model 454H). Concentrations can range

from 4 to 13 % weight, depending on inlet pressure, temperatures, humidity, and flow rates. A mass flow

controller (Aalborg) was used to deliver the ozone/oxygen/nitrogen mixture to the reactor.

The reagent solution was delivered to the microreactor and the Low-Flow Reactor (LFR) using a

syringe pump (Harvard Apparatus PHD2000) and to the AFR using a peristaltic pump (Thermo Scientific).

The experiments were conducted at ambient temperature and atmospheric pressure at the outlet of the

reactor. Samples of the liquid phase were collected at steady-state in glass vials containing the quench solution

at 0 *C to prevent evaporation and were analyzed through gas chromatography. The non-consumed ozone at
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the outlet of the reactor and the waste stream from the ozone generator was destroyed by bubbling the gas

stream through an aqueous solution of potassium iodide 5 % wt.

Ozone
destruction

02

Cooling

water I
N2  Ozone

destruction

Figure 8.4: Experimental setup for ozonolysis. Oxygen and nitrogen stored in gas cylinders are

introduced by mass flow controllers into the ozone generator. Ozone stream containing -95 % vol.

02, ~ 5 % vol. N2, and ~ 5 % vol. 03 is introduced into the reactor using a mass flow controller. A

syringe or peristaltic pump is used for liquid flow. The product is quenched with reducing agent at 0

*C in collecting vial.

Reactions were conducted in three different reactors (Figure 8.5):

a) Multichannel micrmactor. design used by Wada et al. in 2006 8 composed by 16 reaction channels

with posts to enhance mass transfer. Its internal volume is 54 .L.

b) Low-Flow Reactor (LFR): manufactured by Corning Inc., the LFR has an internal volume of 0.45 mL.

Each module is designed by several rows of heart-shaped cells in series, which creates continuous

breakup and coalescence of bubbles, enhancing mass transfer rates by creating large specific

interfacial areas. Due to the small volume, the LFR is designed to study reactions in the laboratory

at small scales. The height of the reactor is 0.35 mm and the operating flow rates range from 1

mL/min to 10 mL/min.

c) Advanced-Flow Reactor (AFR): similar to the LFR, the AFR has several heart-shaped cells in series,

with two posts inside as opposed to the single post present in the LFR. The volume for the AFR is
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8.7 mL and operates with flow rates from 10 to 100 mL/min. Thus, it can be used for production

purposes in a parallel configuration.

a) b) c)

Figure 8.5: Reactors used in the ozonolysis experiments a) multichannel microreactor; b) LFR; c)
AFR. Scaling factors are 10x and 200x for the LFR and AFR with respect to the microreactor,
respectively.

The ozonolysis experiments in the multichannel microreactor were performed using gas flow rates

ranging from 5 to 10 sccm and liquid flow rates from 0.116 to 0.035 mL/min. While the gas flow rate in the

LFR was varied from 5 to 10 sccm, the liquid flow rate varied from 0.25 to 2 mL/min. The experiments

performed in the AFR were conducted with gas flow rates of 100 sccm and liquid flow rates varying from 5

to 20 mL/min.

In addition, getting advantage from the transparency of the LFR and AFR reactors, which are made of

glass, experiments with Sudan Red 7B dye 1 mM in ethyl acetate were also conducted. The original red color

of this dye disappears after being oxidized by ozone, as used already by O'Brien et al. n1 This experiment is

used to determine at which point along the reactor flow path the ozonolysis reaction has been completed.

Instead of measuring substrate concentrations using gas chromatography, images of the reactor were taking at

different operating conditions.
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8.4 Results and discussion

Table 8.1 summarizes the conditions tested in the experiments conducted at ambient temperature and

outlet atmospheric pressure for the three reactors using 1-decene as substrate. As it can be seen from the

data, the multichannel microreactor can operate with large ratios of gas-to-liquid flow rates (QG/Q. 8 6 -

286). This helps have available higher amounts of ozone which makes possible to achieve full conversions for

higher concentrations of reagent. However, the recommended flow rate range for the LFR is 1 - 10 mL/min.

Here we have used lower flow rates for the liquid phase in order to have a larger ozone-to-alkene ratio and

see if full conversions are achieved at these conditions. For the largest concentration of reagent (0.28 M),

conversions below 21 % were achieved at liquid flow rates below the recommended values (0.35 and 0.58

mL/min). Since the ozone concentration is limited by the ozone generator and the liquid flow rate was

already operating below the recommended values, the remaining parameter to change was the reagent

concentration. For a 1-decene concentration of 0.07 M it was possible to achieve conversions over 99 % at

the lowest liquid flow rates (0.23 and 0.35 mL/min) and largest gas flow rates (above 10 mL/min). Similar

results were obtained for the AFR. Only when operating at the largest gas flow rates (100 mL/min), at the

minimum liquid flow rate (5 mL/min), and at the lowest concentration (0.05 M), conversions of 99 % can be

achieved. It was also observed that selectivity towards the formation of the aldehyde 1-nonanal was only

achieved when triphenylphosphine, but not when using triethylphosphite. In this later case, also formation of

nonanoic acid was obtained. This is in accordance with the results found by Roydhouse et al. 13. The same

behavior is observed for the ozonolysis of ethyl sorbate, as shown in Table 8.2. It is possible to achieve large

conversions for the same operating conditions already discussed.

The question that remains unknown at this moment is whether there are mass transfer limitations in

the LFR and AFR that prevent achieving higher conversions. In order to elucidate this, the experimental

conversion of reagent for 1-decene and ethylsorbate has been plotted versus the molar ratio of ozone to

alkene and are compared with the theoretical maximum conversion in Figure 8.6. As seen from the results,

for practically all experiments, the maximum conversion is achieved regardless of the operating conditions
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used as long as there is ozone available to react. The deviations from the theoretical maximum conversion are

attributed to the associated experimental error and possible slight variations in the ozone concentration while

the experiment was conducted. Since it was not possible to determine when the reaction was completed from

these results, additional experiments were performed using Sudan Red 7B dye in the LFR and AFR.

Table 8.1: Operating conditions and conversion results for ozonolysis

nicroreactor, LFR, and AFR

Reactor QL (mL/min) Cs (mol/L) QG (mL/min)

Microreactor 0.116 0.28 10

Microreactor 0.059 0.28 10

Microreactor 0.035 0.28 10

LFR 0.58 0.28 10

LFR 0.23 0.07 10

LFR 0.35 0.07 10

LFR 0.58 0.07 10

LFR 0.84 0.07 10

LFR 1.68 0.07 4

LFR 1.68 0.07 22

LFR 1.68 0.07 22

LFR 0.23 0.16 5

LFR 0.35 0.16 10

LFR 0.58 0.16 10

AFR 20 0.05 100

AFR 10 0.05 100

of 1-decene in multichannel

CO3 (% Wt).

10.5
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7.3
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Table 8.2: Operating conditions
AFR

and conversion results for ozonolysis of ethylsorbate in LFR and

Reactor QL (mL/min) Cs (mol/L) QG (mL/min) Co3 (% wt.) XA (/)

LFR 0.5 0.34 10 8.7 18.8

LFR 0.5 0.34 5 8.74 7.4

LFR 0.75 0.34 10 4.4 7.6

AFR 5.4 0.06 100 7.6 86.6

AFR 11 0.06 100 5.8 30.9

AFR 11 0.06 100 12.7 68.5

AFR~~WE 210.6 0127 7.

100

90

80

70

60

50

40

30

20

10

0
0.0 1.0 2.0 3.0

Ozone/alkene (-)

Figure 8.6: Alkene conversion (%) versus molar ratio ozone/alkene. Legend: *, multichannel

microreactor; >, 1-decene in AFR; 0, 1-decene in LFR A, ethylsorbate in AFR; El, ethylsorbate in
LFR; - - -, theoretical maximum conversion. All reactors provide excellent mass transfer coefficients,
which help achieve maximum conversion estimated from the availability of ozone in the gas phase.
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The reaction of Sudan Red 7B dye is used to monitor the conversion of substrate along the flow path

of the reactor. A concentration of 1 mM is used as comparison with the experiments conducted by O'Brian

in a semipermeable Teflon AF - 2400 ". The images are shown in Figures 8.7 and 8.8 for the AFR at

constant gas flow rate and for the LFR at constant liquid flow rate, respectively. As it is seen from the images,

at all flow rates complete conversion is achieved within the first row of the AFR. For 1.5 mL/min of liquid

flow rate in the LFR, complete conversions are also achieved even at the lowest gas flow rates in three heart

cells.

QL Image
(mL/min)

5

10

20

Figure 8.7: Images for ozonolysis of Sudan Red 7B dye 1mM in AFR with 100 mL/min gas flow rate

at 10 % wt.. The excellent mass transfer rates in the AFR help achieve complete conversion within
1.5, 3, and 5 heart cells for 5, 10, and 20 mL/min liquid flow rate, respectively.

The results of O'Brian et al. show that 2.34 min are required for complete conversion of Sudan Red 7B

dye 1 mM in their semipermeable Teflon tube of 0.6 mm I.D and 3 cm long. Here, in 0.5 - 0.6 seconds

(depending on the liquid flow rate) complete conversion of the substrate is achieved. Bleaching of the liquid

solution is observed at different positions depending on the liquid flow rate: for 5 mL/min, complete

decoloration is observed at the 1.5t hearts; for 10 mL/min, at the 3rd heart; and for 20 mL/min, at the 5t

heart. The visualization experiments help estimate the mass transfer coefficients for this system. In order to
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do this, a reaction model that assumes plug flow (a reasonable assumption after the analysis of residence time

distribution for single-phase flow at different flow rates in Chapters 4 and 5) with mass transfer between

phases was developed and is described by equations 8.1 - 8.3.

S - (He Cg - CO'3 ) (8.1)

Cl3 = 1 (kLa(HeCG - CL3 - kC|C 3  (8.2)

=C - kC 03 (8.3)

The conditions at z = 0 are known. The aim is to predict with the model the same experimental

conversion at the end of the first heart. The experimental conversion can be estimated based on the

visualization experiments: for a) 5 mL/min, the fraction '1 heart/1.5 hearts', which corresponds to 66 % of

the reagent, has been converted; b) for 10 mL/min, the fraction is '1 heart/3 hearts' and corresponds to 33 %

conversion; c) for 20 ml/min, the fraction converted is '1 heart/5 hearts', corresponding to 20 %

conversion.

Notice here that for the calculation of the phase velocities it was considered that the streams split into

two with half flow rates. In addition, as a first approximation for kLa, the correlation in terms of residence

time in the AFR that was obtained at horizontal orientation of the AFR module for carbon dioxide/water

was used (eq 8.4).

kLa = 8.32r-,F 7  
(8.4)

With these values for kLa at the different residence times, conversions of 87 %, 47 %, and 27 % for the

conditions tested were obtained. However, reducing the k1,a values by a factor of 1.36 led to the correct

conversions with minimal errors: 66 %, 34 %, and 20 %. The resulting k1 j values were 0.80, 0.86, and 0.96 s1

for the flow rates tested. For the LFR, the estimated overall mass transfer coefficients for fixed liquid flow

rates to 1.5 mL/min and decreasing gas flow rates (10, 6, and 4 mL/min) were 2.2, 1.7, and 1.4 s1,
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respectively. In all cases, full conversion is achieved within the second or third heart cell. Moreover,

conversions for the ozonolysis of 1-decene in the LFR have been predicted using this model and the results

are shown in Figure 8.9. In all cases, the maximum conversion is achieved at the outlet of the reactor thanks

to the high mass transfer rates provided by this reactor design.

QG (mL/min) Image

10

a

6

a

4

Figure 8.8: Images for ozonolysis of Sudan Red 7B dye 1mM in LFR at 1.5 mL/min and 10 % wt.
ozone in the gas phase. Excellent mass transfer rates are also achieved in the LFR. Complete
conversions are obtained within the first three hearts for all gas flow rates.
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0
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Figure 8.9: Predicted and experimental conversion of alkene. Good agreement is observed between
experimental conversions and obtained with the simplified model for the ozonolysis of alkenes.
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8.5 Conclusions

Ozonolysis of alkenes has been conducted in a multichannel microreactor, a Low-Flow Reactor (LFR),

and an Advanced-Flow Reactor (AFR) to demonstrate the scale-up of multiphase reactions. For this reaction,

the kinetic rate constants are very high and thus, the limiting step is the mass transfer process of ozone from

the gas to the liquid phase. It was observed that the maximum conversion of alkene from the amount of

ozone available in the gas phase was achieved in all reactors, regardless of the operating conditions tested.

Therefore, although the overall reaction rate is mass transfer limited, the transport process is also fast. This

was also shown through the ozonolysis of Sudan Red 7B dye in both the AFR and the LFR, where the

reaction was completed within the first row of hearts in both reactors. Values for k1- were estimated to be in

the range 0.80 - 0.96 and 1.4 - 2.2 s-1 in the AFR and LFR, respectively. This shows that the AFR still

provides high mass transfer coefficients at large throughputs, which make it useful to conduct multiphase

reactions that suffer from mass transfer limitations in conventional contactors.

Regarding the operating parameters of each reactor, the multichannel microreactor operates at flow

rate ratios of gas/liquid that can range from 90 to 290 ensuring enough ozone availability. However, the LFR

and AFR are able to work at approximate ratios of 10 - 60, which limits the application of these reactors at

higher substrate concentrations. Recycling of the product after separation of the gas stream would be an

alternative to this issue. On the other hand, the multichannel microreactor with a volume of 0.054 mL

provides a very low throughput, whereas the LFR and AFR operate at larger scales: 10 and 200 times larger in

comparison with the microreactor. The AFR can operate up to 300 mL/min flow rate, which would increase

the potential application for ozonolysis at higher substrate concentrations, increasing the throughput 100

times with respect to the multichannel microreactor. In addition, several modules in parallel can be used to

scale-out the reaction and achieve even larger production rates.
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8.6 Notation

CG3  ozone concentration in the gas phase (mol/L)

Cozone concentration in the liquid phase (mol/L)

C0 alkene concentration in the liquid phase (mol/L)

He Henry constant (-)

k kinetic rate constant (Lmol-Is-1)

kL a overall mass transfer coefficient (1 /s)

TAFR residence time (s)

UG gas velocity (m/s)

UL liquid velocity (m/s)

XA alkene conversion (/o)

z position along reactor path length (i)
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9 Summary, conclusions, and future research direction

9.1 Summary and conclusions

The main contribution of this thesis to the chemical engineering field is to demonstrate the efficiency

for multiphase reactions of the Advanced-Flow Reactor (AFR) technology manufactured by Corning Inc. as

an alternative that combines scale-up and scale-out concepts to provide large throughputs with potential

commercial application.

From microreactor technology, it has been demonstrated in many publications through several years

that mass and heat transfer rates are enhanced with respect to conventional contactors thanks to the small

diffusion lengths in microdevices. The challenge was how to increase production to levels of kg/min while

keeping the good mass and heat transfer performance so that this technology can be not only applied in

laboratories for micro scale studies, but also for production purposes. Throughput can be increased by either

scale-up procedure (an increase in channel size and/or an increase of the flow rates), or by scale-out

(parallelization of units). The AFR technology combines both approaches. While microreactors operate in

laminar flow at low Reynolds numbers, the AFR has a broader operating spectrum regime, ranging from

laminar to transitional and turbulent regime at the largest flow rates.

The experimental study of the hydrodynamic characteristics for two-phase flow in the AFR for carbon

dioxide/water (Chapter 2) and hexane/water (Chapter 3) systems showed that overall mass transfer

coefficients in the range 0.1 - 10 s1 can be achieved in the AFR, depending on the phase flow rates. Large

specific interfacial areas are created (100 - 10,000 in-) thanks to the reactor design in the form of heart-

shaped cells with convergent/divergent configuration in series, which helps break the dispersed phase

creating new interfaces. Having simultaneously large dispersed phase holdup (by increasing the dispersed

phase flow rate) and small droplet/bubble sizes (increasing continuous phase flow rate) is an indication of the

high specific interfacial areas. In summary, the mass transfer efficiency was shown to be superior to other

conventional multiphase contactors when comparing mass transfer rates in terms of power consumption.
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It was also shown in Chapter 4 through residence time distribution (RTD) experiments for 10 - 80

mL/min water that the AFR behaves as a plug flow with a small degree of dispersion (Pe = 60 - 124), which

increases at the lowest flow rates and is due mainly to the additional tubing and measurement device

associated with the reactor. Comparison with single-parameter models such as tanks in series and dispersion

models gave fair agreement with experimental results, but a better agreement with at least 78 % increase in

accuracy, was found using a two-zone model accounting for the presence of stagnant zones in the system.

Computational Fluid Dynamic (CFD) simulations using the open source software OpenFOAM were

performed to model single-phase flow in the AFR (Chapter 5). An excellent agreement between experimental

and predicted pressure drop and residence time distributions was obtained. Velocity profiles and streamlines

revealed the presence of low-velocity regions between the two obstacles within the heart-cells in the Gen 1

AFR and recirculation zones above 40 mL/min water flow rate. This finding led to study the effect of reactor

design on the flow patterns and RTD. While it was observed that the reactor design ('dot', 'no dot', and 'low-

flow reactor') had an effect on flow patterns and RTD, it was concluded that the effect on the final

conversion obtained for a first order reaction was not significant and was 95 to 99 % the plug flow

conversion for all three designs. The Low-Flow Reactor (LFR) whose use is devoted for laboratory scale

studies, showed a narrower RTD, achieving 99 % the plug flow conversion. Therefore, the approximation of

both the LFR and AFR as plug flow reactors is shown to be a reasonable assumption for simple calculations.

In addition, the OpenFOAM solver based on the volume-of-fluid (VOF) method has been

demonstrated to be capable of predicting two-phase flow in simple geometries and the AFR (Chapter 6).

Challenges normally encountered using VOF methods have been illustrated with examples and best practices

to achieve good numerical predictions were presented. A modified version of the OpenFOAM solver to

account for mass transfer and reaction was developed and validated using simple examples (Chapter 7).

Predictions in the AFR were achieved in agreement with semiempirical values in terms of specific interfacial

areas, individual and overall mass transfer coefficients. Larger discrepancies were encountered for flow rates

above 40 mL/rnin due to artificial numerical coalescence observed in the simulations for droplets closer than
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one cell size. From the study of the influence of fluid properties on the flow patterns, it was concluded that

the wetting properties (contact angle) have the greatest effect and can change the pattern from bubbly to

stratified flow. Combination of small droplet sizes (which are achieved for low interfacial tensions) and high

holdups (achieved by increasing dispersed phase flow rate) helps increase the specific interfacial areas, which

in turn, increases the overall mass transfer coefficients. No significant differences among three different

designs were encountered.

Experimental ozonolysis of alkenes as example of a mass and heat transfer limited reaction performed

in a microreactor, LFR, and AFR, demonstrated once more the excellent mass transfer performance that the

microreactor and AFR technologies provide. The throughput was increased by 100 times with respect to the

multichannel microreactor while achieving complete conversions, but can be further increased by

parallelization of several AFR modules as required by the demand.

This work also shows the impact that the AFR technology can have in the context of process

intensification and the current interest of fine chemical and pharmaceutical industries for operating in flow

versus the well-established and traditional batch processes. The use of continuous flow technologies can help

reduce the time required for process development from the laboratory to the production scale. Issues related

to the scale-up process in conventional reactors such as stirred tanks can be alleviated using the different

designs provided by Corning Inc.

9.2 Future research direction

The demonstration of the Advanced-Flow technology applied to multiphase systems has been

conducted from a fundamentally based viewpoint in this thesis. There are a few practical examples of

reactions conducted in the AFR which have been published in the literature, but this technology has not been

extensively studied yet. Future investigations should include a wider range of multiphase reactive systems

involving two and three phases, different temperature and pressures, and different kinetic behaviors. Scale-up
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to AFR reactor designs such as the Gen 3 and Gen 4 reactors, and scale-out by parallelization of units, would

demonstrate the applicability of these reactors at commercial scales for a broader range of reaction systems.

Regarding the flow visualization experiments, it would be very useful to investigate the hydrodynamics

of two-phase and three-phase flows including a broader range of fluid properties, and temperature and

pressure conditions. Flow patterns, evolution of drop/bubble size distributions, holdups, pressure drops, and

ultimately, mass transfer coefficients, can be obtained from the visualization images. If the analytical method

is automatized, averaged values over time could be obtained and the analysis could be performed faster. In

addition, the results obtained could be further used to validate the OpenFOAM calculations.

Two-phase flow CFD simulations have been limited in this thesis to just two heart-shaped cells due to

computation time constraints. From the visualization experiments performed for hexane/water and carbon

dioxide/water, it is known that the droplet/bubble size decreases from the inlet towards the outlet of the

reactor. Thus, a larger interfacial area is expected to be encountered downstream which enhances the mass

transfer process. Developing a technique that enables simulating the entire AFR for two-phase flow would be

very useful to study mass transfer processes and reactions using CFD for the entire system. Another

approach is to develop and algorithm that can prevent the numerical coalescence of interfaces that was

observed in our simulations in such a way that coarse meshes can be used to reduce the computation time.

Incorporation of volume change for different species and reactions, as well as extension of the solver to

three-phase systems, could extend the applicability of the solver further. An additional improvement of the

solver is to add energy conservation equations coupled with mass transfer and momentum equations. Careful

validation of each step needs to be performed to guarantee a successful outcome for the improved solver. In

addition, pressure and temperature have been kept constant at ambient conditions, but further work needs to

be performed for a broader range of these variables.
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Gas flow rates

10

5.6 mi/min 20.8 mi/min 35.8 mI/min

20 -

13.3 mi/min 35.8 mi/mm 73.3 rrl/min

30

_____13.3 mi/mim 35.8 mi/mmn 73.3 mi/mmn

40

_____26.8 mi/min 58.3 mi/min 70.3 mI/min

Figure A.1.1:~ Gas-liquid flow images in AFR module as function of flow rates (mL/min) in
horizontal orientation
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60

23.8 mi/mmn 35.8 min/min 77.8 mi/mmn

80

_____35.8 mi/min 73.3 mi/mmn 88.2 mi/mmn

Figure A.1.1: Gas-liquid flow images in AFR module as function of flow rates (mL/min) in
horizontal orientation (Cont.)
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QL Gas flow rates

10

13.3 ml/min 35.8 mnl/mn 70.3 ml/min

20

5.8 mIl/min 35.8 m/min 73.3 ml/min

30

13 3 ml/mn 35.8 mil/min 65.8 mi/min

40

2 6.8 ml/min 58.3 mil/min 70.3 mi/mn

Figure A.1.2: Gas-liquid flow images in AFR module as function of flow rates (mL/min) in vertical
orientation
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60

24 ml/min 73 ml/min 106 ml/min

80

24 ml/min 73 mil/min 106 ml/min

Figure A.1.2: Gas-liquid flow images in AFR module as function of flow rates (mL/min) in vertical
orientation (Cont.)
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Table A.1.1: Reproducibility of measurements. Case a) Single bubble. The perimeter of a single
bubble was measured using the software ImageJ three times, the diameter was then calculated from
the perimeter, and a confidence interval of 99.5 % using a tsudent of 9.9925

Measurement Bubble size Average Standard Confidence
(mm) bubble size (mm) deviation (mm) interval (99.5%)

1 1.300
2 1.400 1.333 0.047 0.27
3 1.300

Table A.1.2: Reproducibility of measurements. Case b) Single heart cell. Three measurements
of all bubbles encountered within one heart cell for a single experiment was performed and a
confidence interval of 99.5 % probability for a tstudc, of 9.925 was then calculated. The uncertainty in
the experimental measurement of bubble size is taken into account in the error associated in
calculation of gas holdup, specific interfacial area, and mass transfer coefficients.

Measurement Average bubble Average Standard Confidence
size in heart (mm) bubble size (mm) deviation (mm) interval (99.5%)

1 1.258
2 1.300 1.325 0.067 0.38
3 1.427
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Figure A.6.1: Drop size distribution for hexane/water system in AFR. Qw = 10, Qh = 10, 20, 40, 60, 80 mL/nmin.
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Figure A.7: Hold-up Estimation: Packing Structures in the AFR. There are two main packing structures
considered here: simple cubic packing (left) and close packing (right). Besides, depending on the relative size of
the drops with respect to the height of the channel, case a) and case b) can be encountered. Neglecting the
effects along the width of the channel (i.e. in the X-axis), and focusing on the end effects on the height (it is
observed that in case b) the close-packing is able to hold a larger number of drops for one of the contemplated
cases (ratio of drops in simple cubic packing / close packing = 0.67), whereas in case a) there is no difference
between the two packing structures.

Table A.2.1: Reproducibility of measurements. Case a) Single drop. Three measurements of the size a single
drop were conducted by drawing the contour using the software ImageJ. A confidence interval (CI) of 99.5%
probability for a tstudcnt of 9.925 was then calculated.

Measurement Drop Size (mm) Average (mm) Standard Deviation Confidence
(mm) Interval (99.5%)

1 1.328
2 1.294 1.303 0.023 0.042
3 1.285

Table A.2.2: Reproducibility of measurements. Case a) Single heart cell. Three measurements of the size of all
droplets encountered within a heart cell were conducted by drawing the contour using the software ImageJ. A
confidence interval (CI) of 99.5% probability for a tsmdet of 9.925 was then calculated based on the average and
standard deviation.

Measurement Average in heart Average Standard Confidence
drop size (mm) drop size (mm) deviation (mm) interval (99.5%)

1 0.815
2 0.816 0.82 0.0072 0.13
3 0.828
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CFD single-phase simulations
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Figure A.10: Evolution of pressure and velocity components at fixed location (center of inlet of heart
cell) with number of iterations for 2D unstructured mesh. Velocity (Ux, Uy), and pressure values
remain constant after a few iterations.
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Figure A.12: Evolution of pressure (kPa) and velocity components at a fixed location with number of
iterations in 3D unstructured mesh.
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Figure A.14: Validation of modified interFoam solver based on two-phase scalarTransportFoam for a
irreversible reaction A + B - C and Henry constant = 1.

a)

b) c) d)

Figure A.15: Hexane/water two-phase flow simulated with interFoam using a 2D unstructured mesh,
and turbulent flow model: a) detail of mesh; b) Q, = 10; Qh = 10; c) Q, = 20; Qh = 20; d) Q, = 40;
Qh 40. Irregularities are seen in the interface prediction as opposed to structured mesh.
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b) C)

Figure A.16: Simulation of hexanw/water with interFoam using a 2D structured mesh: a) detail fine structured mesh; b)
Simulation results for fine mesh in first row of AFR at 10 ml/min water and 10 ml/min hexane, time = 2.23 s; c) detail
of 2D structured coarse mesh; d) Simulation results for coarse mesh in first row at 10 ml/min water and1O ml/min
hexane, time = 2.23 s;
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aW 1W c

Figure A.17: Simulation of hexane/water flow using interfoam in AFR for a 3D mesh: a) detail of 3D structured mesh;
b) transient simulation at time = 1.1 seconds for 10 mL/min of water and hexane flow rates; c) transient simulation at
time = 1.215 seconds for 20 mL/min of water and hexane flow rates
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