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Abstract

Optical interconnects have been proposed for use in high-speed digital systems as a means of overcoming the performance limitations of electrical interconnects at length scales ranging from one millimeter to one hundred meters. To achieve this goal, an optoelectronic very large scale integration (OE-VLSI) technology is needed which closely couples large numbers of optoelectronic devices, such as light emitters and photodetectors, with complex electronics. This thesis has been concerned with the development of an optoelectronic integration technology known as Epitaxy-on-Electronics (EoE). EoE produces monolithic optoelectronic integrated circuits (OEICs) by combining conventional epitaxial growth and fabrication techniques with commercial GaAs VLSI electronics. Proceeding from previous feasibility demonstrations, the growth and fabrication practices underlying the EoE integration process have been extensively revised and extended. The effectiveness of the resulting process has been demonstrated by fabricating the first monolithic, VLSI-complexity OEICs featuring light-emitting diodes (LEDs). As part of a research foundry project, components of this type were designed and tested by a number of groups involved in optical interconnect system development. To further realize the potential of the EoE technology, and to make its capabilities accessible to a broader user community, the focus of this work was extended beyond the development of the integration process to encompass a study of high-speed photodetectors implemented in the GaAs VLSI process, to examine the role of the EoE technology within optical interconnect applications, to formulate an analytical framework for the design of digital optical interconnects, and to implement compact, low power laser driver and optical receiver circuitry needed to implement these interconnects.
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Introduction

The last decade of the twentieth century has witnessed an exponential rise in both computer performance and telecommunication network traffic. Underlying this trend have been tremendous improvements in integrated circuit (IC) manufacturing technology. IC technology is now being driven beyond the very large scale integration (VLSI) regime in order to meet the insatiable demands of high speed computing and communication systems. However, transistor performance and integration density are no longer the primary limitations of system performance. Rather, the wires which electrically interconnect the transistors within an IC, the ICs within a circuit board, and the circuit boards within a piece of equipment and throughout a network are now recognized as barriers to higher information processing capacity.

A major technology thrust aimed at overcoming the interconnect bottleneck has focused on the use of optical interconnects. An optical interconnect consists of a signal source, such as light emitter or modulator, a means of directing the signal to its destination, and a receiver. The optical transmission of information already dominates long-distance voice and data communication because of the low loss and dispersion characteristics of optical fiber. However, optical interconnection at shorter length scales encompasses a distinct set of motivations, design considerations, and technology requirements. These concepts are introduced in Section 1.1 where some of the motivations for the use of optical interconnects are examined and a number of the architectures proposed for their implementation are reviewed.

One of the key technologies needed to realize optical interconnects is the means of fabricating optoelectronic integrated circuits (OEICs) which closely couple VLSI-complexity electronics with large numbers of optoelectronic devices such as semiconductor lasers, light emitting diodes (LEDs), optical
modulators, and photodetectors. The development of an optoelectronic VLSI (OE-VLSI) technology has been the topic of a number of research efforts and is the goal of this thesis. The technology that has been developed is known as Epitaxy-on-Electronics (EoE). Section 1.2 surveys various optoelectronic integration techniques in order to put EoE in context alongside them. This review will also serve to highlight the basic assumptions underlying the development of the EoE process.

EoE uses a completed GaAs VLSI electronics die or wafer as a “substrate” on which conventional optoelectronic devices are epitaxially grown and fabricated. Work on EoE began at MIT in 1990 [1-25] taking advantage of commercially fabricated GaAs VLSI MESFET (metal-semiconductor field-effect transistor) electronics from Vitesse Semiconductor Corporation, Camarillo CA [26]. Initial results have included the fabrication of LED-based neural-network OEICs [5] as well as the integration of resonant tunneling diodes (RTDs) [8] and surface-normal multiple-quantum-well modulators (also known as self electro-optic devices, or SEEDs) [9]. The performance of this early work was limited by a number of process shortcomings which have been addressed by this thesis. Taking a broad view of the technological requirements of optical interconnects, this work has gone beyond the development of an integration process to consider system- and circuit-level issues. A thesis outline appears in Section 1.3.

1.1 Electrical and Optical Interconnects

The motivation for the work of this thesis is the implementation of optical interconnects in high speed digital systems. In this section, interconnects will be classified by their length-scale within an interconnect hierarchy, and a number of optical interconnect architectures which have been proposed for use in various segments of this hierarchy will be reviewed. Some of the key justifications for the use of optical interconnects in these contexts will then be discussed.

The interconnect hierarchy

It is often convenient to classify interconnects of varying length scales in terms of their role in the “interconnect hierarchy.” Figure 1.1 shows the progression of interconnect length scales within computing and communication systems. On-chip interconnects, which connect transistors and gates within a die, are at the short end of the hierarchy (Figure 1.1(a)). Taking 1 cm square as a typical bound on die size, on-chip interconnects are limited to around 2 cm. Figure 1.2 shows a typical length distribution for on-chip inter-
Interconnect types may be classified as (a) on-chip, (b) chip-to-chip, (c) board-to-board, (d) rack-to-rack, (e) local-area-networks, and (f) long-haul communication channels [27].
Figure 1.2: Interconnect length distribution of the Intel Pentium II microprocessor

On-chip interconnects actually consist of two sub-classes: a set of extremely numerous and short interconnects, and relatively few, long interconnects. The 1 cm square die of the Intel Pentium II microprocessor contains 5.8 million transistors and 1.8 million interconnects. As seen in the distribution, the vast majority of these wires are quite short. The distribution begins to drop rapidly as the length approaches the dimension of the die. There are 200 wires exceeding 1 cm, 1000 exceeding 7 mm, and 3000 exceeding 1 mm [28]. The basis of the interconnect density distribution plotted above is an empirical relationship, known as Rent’s rule, between the number of gates or transistors, $N$, and the number of terminal, $T$, within a system: $T = kN^p$. The constant $k$ is the average number of terminals per gate or transistor and the “Rent exponent”, $p$, is a characteristic of the specific technology and design style in use [29,30]. The rent exponent must lie between 0 and 1 and is typically near 0.5. The number of wires in the system, $W$, is found to be $W = aN \sqrt[3]{(1 - N^{-p})}$, where $a=\text{fanout}/(\text{fanout} + 1)$ is the fraction of terminals in the system which are inputs [31]. Representing a system as an evenly spaced array of gates, and assuming that Rent’s rule applies throughout, a probability density function may be found for the interconnect length:

$$f(\lambda) = \frac{Y}{3} (2 - 2\lambda + \frac{1}{3} \lambda^2 \lambda^{(3 - 2p)}) \text{ for } \frac{1}{\sqrt[3]{N}} \leq \lambda \leq 1$$

$$f(\lambda) = \frac{Y}{3} (2 - \lambda)^3 \lambda^{-(4 - 2p)} \text{ for } 1 \leq \lambda \leq 2$$

The variable $\lambda$ is the interconnect length measured relative to the side dimension of the die, $N$ is the total number of gates, $p$ is the Rent exponent, and $Y$ is a normalization constant [28,32]. This model compares very well with actual data. For example, the interconnect distribution of every member of the Intel Pentium processor family has been modeled with a Rent exponent of 0.67 [28].
connects. It points out that these interconnects actually consist of two sub-classes: an extremely numerous set (> 1 million) of short interconnects (<1 mm) and relatively few (~thousands), long interconnects (1 mm - 2 cm). Next in the hierarchy are printed wiring boards (PWBs) and multi-chip modules (MCMs). At this chip-to-chip level, there are thousands of interconnects with lengths ranging from a few millimeters to roughly 20 cm (Figure 1.1(b)). PWBs live within electronic cabinets, or racks, and hundreds of board-to-board connections are made through a “backplane” located at the rear of the cabinet (Figure 1.1(c)). Typical board-to-board interconnect lengths range from a few centimeters to around a meter. In larger systems, multiple racks may be required, and may be located up to several hundred meters apart (Figure 1.1(d)).

An important, common trait of on-chip, chip-to-chip, board-to-board, and rack-to-rack links is that they typically interface directly with digital electronics and may carry both data and timing (clock) signals. The length of rack-to-rack connections is ultimately limited by the need to maintain the integrity of these signals at a level required for error-free operation of a digital system.

Overlapping the rack-to-rack length scale, and extending up to around 1 km, are local-area networks (LANs, Figure 1.1(d)). Unlike the four previous interconnect types, LAN connections may use networking protocols to provide error-free communication in spite of an underlying, error-prone channel. The example given in the figure is of a star topology, such as used in “Giga-bit” Ethernet. Similar point-to-point links are used in ring architectures such as Token-ring and FDDI. Conventional, lower-speed Ethernet may use a multi-access bus architecture. The length scale of LAN interconnects means that they may share many of the characteristics of the previous four types, but architecturally LANs have much in common with long-haul telecommunication systems (Figure 1.1(f)).

Throughout this text, the term “interconnect” or “digital interconnect” will refer to links from the on-chip to the rack-to-rack length scales. Long-haul connections and LANs will be referred to as “communication channels”. Optical interconnects, with which this thesis is ultimately concerned, are associated with length scales ranging from ~1 mm to ~100 m, that is, from the on-chip to the rack-to-rack length scales. Some of the architectures being investigated to implement optical interconnects within this segment of the hierarchy are reviewed next.
Optical interconnect architectures

An optical interconnect consists of a signal source, such as a light emitter or modulator, a light path, and a photodetector. Various arrangements of these components have been proposed to meet the connectivity needs at each level of the interconnect hierarchy. These architectures will be described momentarily. This discussion will focus on light-emitter based implementations of the various architectures. In general, emitter based systems are more readily implemented, and receive the majority of the research community’s interest [33-37]. Multiple optical interconnect architectures exist to support each level of the interconnect hierarchy. The material here is a representative, but not exhaustive, catalog of possibilities [38]. Three general categories may be used to classify the architectures: parallel optical links and optical backplanes, planar lightwave circuits, and free-space optical interconnects.

Parallel optical links and optical backplanes

Optical interconnects have been in use in telecommunication switching equipment since the mid-1980s in [39-41], and a similar history exists in data communication applications [42]. These systems, which have used discrete emitters, detectors, and optical fiber to make board-to-board and rack-to-rack connections, have evolved into parallel optical links which include linear arrays of VCSEL, photodetectors, and optical fiber ribbon. Extensive work on the implementation of highly optimized hybrid modules has been carried out by numerous groups including those at Motorola [43,44], IBM and AT&T [45], IBM and 3M [46], HP [47], NTT [48], and a European consortia [49]. These modules typically include up to 32 channels with each one operating at around 1 Gb/s at distances up to 100 m. Commercial products are nearing release from W. L. Gore & Associates [50] and from Infineon (formerly Siemens) [51,52]. The Gore module is illustrated in Figure 1.3. Work is also ongoing to examine the use of plastic optical fiber, rather that traditional glass fiber, in order to further reduce cost [53].

Closely related to the parallel optical interconnects, which use fiber-optic ribbons, are a number of optical backplane systems which allow a high density of optical connections to be managed by embedding them within either a flexible or rigid carrier [54-56]. Optical fibers, which are routed through the carrier, are terminated in parallel- or single-channel connectors at multiple points of the carrier. An example implemented at Ericsson is shown in Figure 1.4.
Figure 1.3: A parallel fiber optic data link (W. L. Gore & Associates)
The Gore modules use arrays of vertical cavity surface emitting laser (VCSELs) and GaAs PIN photodetectors within compact, highly optimized transmit and receive modules, as shown in (a) [50]. An eye diagram corresponding to 1.5 Gb/s transmission of $2^7-1$ bit pseudorandom data is given in (b), and preliminary specifications are shown in (c).
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Figure 1.4: An optical backplane (Ericsson “flex-foil”)
The use of a large number of individual optical fibers or fiber ribbons at the back of an instrument rack is both costly and impractical. Imbedding the fibers in a flexible carrier, as in this example implemented by researchers at Ericsson [56], allows for efficient manufacturing and installation.

Planar lightwave circuits

Planar lightwave circuits implement on-chip, chip-to-chip, and chip-to-connector interconnects through optical waveguides in the plane of a printed wiring board or multi-chip module. Reports have included the use of silica waveguides on a silicon platform [57] as well as a number of polymer based [58-60] and spin-on-glass based [61] techniques which are compatible with standard printed wiring boards and multi-chip modules. In these techniques, an angled deflector may be used to couple light between the in-plane optical waveguides and the surface-normal optoelectronic components. The waveguides may intersect orthogonally without unwanted cross-coupling of the optical signal. An example of a polymer planar lightwave circuit implemented atop a conventional multi-chip module at Motorola is shown in Figure 1.5 [62].
1.1 Electrical and Optical Interconnects

**Figure 1.5: A planar lightwave circuit (Motorola)**
In this demonstration, 50 μm wide x 80 μm high dielectric waveguides were fabricated from a spin-coated photopatternable epoxy. The waveguides were separated by a 60 μm cladding layer from the alumina multi-chip module substrate (MCM-D with two copper metallization layers). In the SEM images above, a 30 mil square, 10 mil thick silicon PIN photodetector is shown flip-chip bonded astride a waveguide. The 45° angled mirror, which deflect light from the waveguide onto the detector, was formed by laser ablation [62].

**Free-space optical interconnects**
In a free-space optical interconnect, light signals propagate through free space and are directed by means of optical elements such as lenses, mirrors, and holographic elements [63]. These interconnects have been proposed for use at the chip-to-chip and on-chip length scales. The term “free space” in this context can include a transparent medium other than air. Some recent demonstrations are included in references [64-66]. A demonstration system using a modulator-based OEIC is shown in Figure 1.6 [66]. The three-dimensional, un-guided nature of these architectures hold the promise of very high interconnect complexity and density.
Figure 1.6: A free-space optical interconnect demonstration (University of Southern California)
In a free-space optical interconnect system, signals may be routed between chips using optical information processing and imaging techniques. The demonstration shown here used OEICs consisting of surface-normal optical modulators flip-chip bonded to CMOS electronics. The optical path between each chip includes various lenses, mirrors, beam-splitters, and diffractive elements. The system is shown symbolically in (a), and a photograph of the experimental setup is shown in (b) [66].
Motivations for the use of optical interconnects

The use of optical interconnects in the contexts described above is markedly different from the use of fiber-optic connections in telecommunication systems. It is the very low loss and dispersion (the tendency of signal pulses to spread out as they propagate) of optical fibers which makes them ideal for long-haul communications. These characteristics are of limited importance at the shorter length scales of digital interconnects. A number of references have examined the motivation for the use of optical interconnects at shorter length scales [39-41,54,67-80]. A comprehensive examination of the issues will not be attempted here. Taking a pragmatic approach, Table 1.1 lists ten issues which arise at various levels of the interconnect hierarchy to limit the performance of high speed digital systems. Each issue is briefly discussed below.

Bandwidth

In the present context, bandwidth refers to the bit-rate capacity of an interconnect. This should not be confused with the information-theoretical channel capacity which may be approached using various coding schemes. The bandwidth limitation of a digital electrical interconnect stems primarily from resistive loss and is approximately given by \( B = B_0 A l^2 \) [81]. In this expression, \( l \) is the length of the connection, \( A \) is the cross sectional area of the interconnect or aggregate cross sectional area of an ensemble of interconnects, and \( B_0 \) is a constant which is roughly \( 10^{15} \) b/s for an non-equalized LC transmission line, \( 10^{16} \) b/s for an RC line, and \( 10^{17} - 10^{18} \) b/s for an equalized LC line. For a rack-to-rack run length of 10 m using 30 cm x 30 cm total cable cross sectional area, the theoretical bandwidth limit is around 1 Tb/s. On a high quality multi-chip module (5 cm wide MCM-D) the aggregate cross-sectional bandwidth would be around 750 Gb/s. On a 1 cm x 1 cm die, the aggregate bandwidth limit on long interconnects would be around 4 Tb/s. In the near future, bandwidth is not expected to pose a problem at the on-chip level. However, at the chip-to-chip, board-to-board, and rack-to-rack length scales, the bandwidth requirements of future systems are expected to exceed the capabilities of electrical interconnects.

Theoretical predictions aside, the bit-rate limit for a copper trace (~40 cm long) on an FR-4 printed circuit board is set by both skin loss and dielectric loss to around 4 Gb/s [82] (actual systems are limited by skew well below this point; see below). In high quality cabling, such as shielded twisted-pair, the bit-rate limit of a 10 m cable is around 1 Gb/s [83].
<table>
<thead>
<tr>
<th></th>
<th>On-Chip</th>
<th>Chip-to-Chip</th>
<th>Board-to-Board</th>
<th>Rack-to-Rack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Density</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Timing Skew</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Crosstalk</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Distributed Circuit Effects</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Electromagnetic Compatibility &amp; Interference</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Power Dissipation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Simultaneous Switching Noise</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Thermal Management</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partitioning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

**Table 1.1: Motivation for optical interconnects at various length scales**

Check marks indicate which issues are important in each level of the interconnect hierarchy. See text for details.
1.1 Electrical and Optical Interconnects

The bandwidth of an optical interconnect may be limited by dispersion, or by the optoelectronic devices used to transmit and receive the light. There is no dispersion in a free-space optical interconnect, and guided-wave interconnect at the chip-to-chip length scale are too short to be limited by dispersion. At the rack-to-rack level, if single-mode fiber is used, as in long-haul telecommunication, dispersion is again not an issue. If multi-mode fiber is used, the dispersion limited bandwidth would be around 200 MHz·km, or 2 GHz at 100 m\(^1\). As for the optoelectronic devices, the limiting factor would be the laser. Bandwidth of a few GHz are routinely achieved in laser diodes, and compact, high efficiency vertical cavity laser diodes suitable for use in dense optical interconnects have been demonstrated with bandwidths of around 20 GHz [85].

Density

As pointed out above, the cross-sectional area of an electrical interconnect largely determines its performance. At the board-to-board and rack-to-rack length scales, the shear bulk of cabling can be a serious practical performance limitation [39]. A related issue is the large size of the connectors needed to support this cabling [86,87]. Fiber-optic based interconnects have an important advantage in this regard. Optical fibers are very compact (typical fiber outer diameter is 125 µm, and there is usually an organic sheath bringing the total diameter to 250 µm) and flexible and may be densely packed in one- and two-dimensional arrays. Fiber optic connectors can also be quite compact, particularly in the case of parallel optical links using fiber ribbons.

Another aspect of optical interconnects leading to higher density at the chip-to-chip level stems from the ability to intersect optical paths. In a planar lightwave circuit, for instance, waveguides may intersect orthogonally without crosstalk. In free-space interconnects, optical paths can be crossed arbitrarily. Furthermore, the three-dimensional, rather than planar, connectivity of the free-space architecture may prove to be very useful\(^2\). Aside from increasing chip-to-chip interconnect density, optical interconnects may provide a solution to the “escape” problem: when dense area-array flip-chip bonding is used to increase the I/

---

1. This multimode fiber bandwidth specification appears on distributor data sheets. However, 10 Gb/s data transmission using -10.5 dBm of 850 nm optical power over 125 m of standard 50 µm core multimode fiber has been demonstrated with a bit-error-rate of 10\(^{-12}\) [84]. Evidently, with suitable design, multimode fiber may be used well beyond the manufacturer’s specification.

2. A special case of this is in interconnect intensive systems which contain some form of regularity in their connectivity. Important examples include network routing, the Viterbi decoder, and the FFT [88-91].
O density of a chip, trace congestion beneath the die makes it difficult and costly to route signal away from the IC [92].

Another density related benefit of optical interconnects appears at the on-chip level. Optical transmitters (laser driver and laser) and receivers (photodetector and receiver circuit) are typically much smaller than electrical output drivers and bondpads.

**Timing skew**

Timing skew refers to the difference between the arrival times of signals propagating through different paths leading to the same destination. It can occur as a result of variations in both the passive components (e.g. transmission lines) and active components (e.g. line drivers/buffers) encountered along the path, parasitic coupling to adjacent structures, and the effects of signal transition on adjacent interconnects. Timing skew is a significant problem at all levels of the interconnect hierarchy. At the on-chip level, clock distribution is a particularly menacing problem, often consuming large amounts of die area and power. At the chip-to-chip level, timing skew is the key factor limiting the off-chip clock speed\(^1\) [82]. Board-to-board and rack-to-rack connections generally use differential signalling with twisted-pair or twin-axial cabling. The within-pair skew on high quality cable is typically 15-20 ps/m and at best around 6 ps/m. Within-pair skew limits the cable length to around 10 m at 1 Gb/s. Parallel operation is limited to around 1 m by the typical between-pair skew of 100 ps/m [83].

The delay along an optical interconnect can, in principle, be very well predicted and controlled because of the lack of parasitic interactions. This should be particularly true of free-space architectures. Waveguided systems will require good process control to minimize skew. As a point of comparison, standard 62.5 μm graded index core multimode fiber has an across-lot skew of 10 ps/m (an order of magnitude better than high-quality cabling) and a skew of 1.5 ps/m for parallel optical paths using fiber from same process lot [93]. The skew in optical links will likely to be limited by variations in the optoelectronic devices (e.g. laser threshold current variations) and the transmitter and receiver electronics. Minimizing these effects will be an important aspect of optical interconnect technology development.

---

1. While on-chip CPU clocks are approaching 1 GHz, off-chip data busses are stuck at ~100 MHz due to skew. The industry is moving toward serialization techniques to sidestep this problem, but this approach will not scale well as bus-widths and internal clock rates continue to grow.
Crosstalk

Crosstalk in electrical interconnects occurs because of parasitic capacitive, inductive, and radiative coupling. It is a significant problem at all levels of the interconnect hierarchy. Crosstalk increases as the transition time of an electrical signal decreases, and as a result, crosstalk poses a limit on the operating frequency of a digital system. In an optical interconnect, crosstalk is much less intrusive. It is virtually non-existent in a fiber coupled system. In planar-waveguide architectures, there may be crosstalk due to light scattering; this is limited by mechanical tolerances and is likely to be negligible. In free-space systems, crosstalk may result from diffraction. This is a predictable aspect of the design; for example, a free-space interconnect density limit of around 3500 connections/cm$^2$ has been predicted for one simple geometry [94]. Even when it does exist, optical crosstalk is bit-rate and pattern independent, greatly simplifying design and debug efforts.

Distributed circuit effects

An interconnect must be treated as a transmission line, rather than a lumped circuit element, when the signal propagation time, determined by the length of the interconnect and the speed of light in the dielectric material surrounding it, becomes comparable to the signal transition time. Besides determining the behavior of individual interconnects, distributed circuit effects are integral to supply and ground distribution and strongly impact crosstalk. Nearly every detail of a high speed digital design must account for distributed circuit effects [95,96]. This applies even to non-terminated on-chip interconnects exceeding a few millimeters [97].

Optical interconnects represent an extreme case of a distributed circuit, and ironically, this makes them simpler to design. The wavelength of the optical “carrier” is much shorter than the interconnect length, and the carrier frequency is much larger than the signal bandwidth. As a result, it is relatively easy to design for issues such as reflections and index matching (the optical analog of impedance matching), and there is no bit-rate or pattern dependence to these effects.

Electromagnetic compatibility (EMC) and electromagnetic interference (EMI)

Electromagnetic compatibility (EMC) is concerned with a system’s ability to function properly in a given electromagnetic environment. Electromagnetic interference (EMI) refers to emissions from a system which disrupt the normal operation of other devices [98]. Pursuant to federally mandated standards, EMC and EMI issues receive a great deal of attention in the design of commercial electronic equipment. EMI
problems grow more acute as electrical signal transition times are reduced and must be dealt with in the design of circuit boards, connectors, cabling, shielding, etc. [95]. Optical interconnects neither emit nor are sensitive to electromagnetic radiation. They provide a robust solution to many EMI/EMC problems.

EMC is also likely to prove to be a compelling reason to use optical interconnects in many lower-speed applications such as industrial control, satellites, planes/trains/automobiles, and high-end consumer audio equipment (in some existing consumer products, digital audio signals are transmitted optically between system components).

**Power dissipation**

A standard ECL output dissipates 20 mW (2 V supply, 1 V output swing, 50 Ω load, 50% duty cycle) in addition to the ~20 mW consumed by the output driver itself. An optical link consisting of a laser driver, laser, and receiver would be expected to dissipate around 10 mW (see Chapter 5, Chapter 6, Chapter 7), or one fourth that of the ECL connection. To see how this power savings scales at the system level, consider the example of an IBM AS/400 processor module consisting of 7 Bi-CMOS ICs and dissipating 220 W of power [99]. With around 2000 high-speed signals in this module, the use of optical interconnects at the chip-to-chip level would lead to a 60 W power savings, a 25% power reduction for the module. Similar arguments hold at the board-to-board and rack-to-rack levels, but with less significant savings since there are fewer interconnects.

At the on-chip level, interconnects are typically not terminated, but the need to drive large capacitive loads leads to large power consumption. Again taking CPU clock distribution as an example, the DEC Alpha microprocessor dissipates 17 W for this purpose. Optical clock distribution may require less than 7 W (using a 0.5 W off-chip source to drive 400 optical receivers spaced on a 500 μm grid across a 1 cm² die, with each receiver supplying the clock to an average of 5000 gates). In general, the use of on-chip optical interconnects at lengths as short as a few millimeters may provide power savings [71].

**Simultaneous switching noise (SSN)**

Because of the synchronous nature of common digital systems, supply current transients generated by output drivers add coherently. For example, when a 32-bit ECL bus switches from 00...0 to 11...1, the supply current jumps by 640 mA. If this happens in around 200 ps and there is around 1 nH of supply inductance, the supply voltage will fluctuate by over 3 V. Bond wires, package leads, and circuit-board vias have inductance exceeding 1 nH. Similar problems arise internal to the IC as well [100]. Clock and bus drivers
have rapidly changing current requirements. Left unchecked, the current trends suggest future supply current fluctuations of 50-100 A in each clock cycle [101]. In addition, large supply transients result when functional blocks on an IC are turned on or off as part of a power management strategy.

Flip-chip packaging helps to eliminate bond-wire inductance, but meticulous design, including the use of many power and ground connections (typically more than half the pads on a high speed IC are used for power and ground), are still required to ensure that simultaneous switching events can be tolerated. Optical interconnects can greatly reduce simultaneous switching problems by reducing current modulation requirements from 20 mA for a 50 Ω trace to 1 mA for a vertical cavity laser. Additional current transient and power savings could be gained by using optical interconnects for long on-chip connections. Optical interconnects may help in the power delivery problem by distributing the system over a larger area (see "Partitioning" below).

**Thermal management**

The removal of heat poses a difficult design challenge at every level of a high speed digital system. At the IC level, 150 W power dissipation levels are expected to pose unprecedented future packaging requirements [101]. A more insidious problem, though, is raised by the projection that by the year 2003, a typical 4-CPU server will exceed the thermal capacity of existing machine rooms built to meet long-standing standards; building new machine rooms will cost ~$1000/sq. ft. [102]. Nearly every negative attribute associated with electrical interconnects scales with length leading to the tendency to compress ICs, boards, racks, and equipment clusters as much as possible. This runs counter to the need to distribute heat sources as widely as possible in order to remove heat and maintain the required ambient temperature. Since optical interconnect performance does not sharply degrade with increased length, they provide a means to spread out electronic systems in order to mitigate the thermal management dilemma.

**Partitioning**

The process of determining how much functionality is included on a given IC, versus how much is distributed across multiple ICs on a printed wiring board or multi-chip module, is referred to as partitioning. In general, there is an optimal choice which balances issues such as speed, size, and yield [103,104]. While issues such as power distribution, thermal management, and IC yield suggest the use of multiple, smaller die, the performance limitations of off-chip electrical interconnects have driven systems away from multi-chip partitioning. Fortuitously, the exponential improvements made over the last thirty years in semicon-
ductor manufacturing technology have allowed ever-more functionality to be packed onto one IC, largely obviating the need for significant partitioning. However, by eliminating the off-chip interconnect bottleneck, the successful introduction of optical interconnects may lead to a more cost-optimal partitioning scheme.

**Are optical interconnects justified?**

The growth in performance of VLSI components and of voice/video/data communication systems has far outpaced improvements in electrical interconnect platforms. At length scales exceeding around 10 m, and in some cases at shorter board-to-board length scales, a number of the above arguments have already proven to be compelling. For instance, large telecommunications switching systems began using optical interconnects in the mid 1980's (AT&T Definity PBX and 5ESS central office switches; aggregate bandwidth 1-10 Gb/s). By the early 1990’s optical interconnects were used at much higher densities to connect port interfaces to the core switching fabric (AT&T DACS VI-2000; aggregate bandwidth 10-100 Gb/s) [39-41]. The optical connections in these systems were based on discrete devices. The next generation telecommunication switches will have aggregate bandwidths of ~10 Tb/s and will make use of parallel optical interconnects implemented with arrays of vertical cavity lasers in highly-optimized hybrid modules (see architecture discussed above). As the cost of these modules drops, they will play an increasing role in computer systems as well. Some lower-cost/higher volume applications also currently use optical interconnects. For instance, optical interconnects play a key role in high performance RAID (redundant array of inexpensive drives) disk-drive systems. The optical implementation of the Gigabit Ethernet standard, which uses low-cost laser and fiber technology desirable for dense digital optical interconnects, has also become a commercial success. So, at the board-to-board and rack-to-rack levels of the interconnect hierarchy, it is quite safe to say that optical interconnects are justified.

At the chip-to-chip and on-chip length scales, there is currently no compelling justification for the use of optical interconnects. No insurmountable obstacle has yet been encountered in the use of electrical interconnects, and current engineering practice will continue to evolve to meet growing performance demands. Of course, this does not come without increased cost—a great deal of non-recurring engineering cost as well of some recurring cost associated with the gradual adoption of more sophisticated packaging technologies. How long this trend will continue is not certain. The growing use of optical interconnects at the board-to-board and rack-to-rack levels, and in local area networks, is expected to significantly drive
down the cost of core optoelectronic technologies. Whether and when the confluence of price and performance will favor the use of optical interconnects at the chip-to-chip and on-chip length scales is an open question.

**Requirement: VLSI-complexity OEICs**

Along with optoelectronic packaging, the development of optoelectronic integrated circuits (OEICs) which combine large numbers of optoelectronic devices with VLSI-complexity electronics are the key technological challenges associated with the implementation of optical interconnects. At the on-chip and chip-to-chip length scales, the realization of optical interconnects would require the close interaction of thousands of emitters and detectors with dense electronics. The board-to-board and rack-to-rack length scales, which currently use multi-component hybrid modules, OEICs would be expected to reduce cost and increase yield and reliability by simplifying packaging requirements, reducing part count and inventory overhead, reducing the number of critical alignments (since the integrated devices are automatically aligned to each other), and taking advantage of on-wafer testing [105]. The development of an optoelectronic VLSI (OE-VLSI) technology suitable for the implementation of optical interconnects in high performance computing and communication applications is the goal of this thesis.

**1.2 OE-VLSI Technologies**

Central to the development of an OE-VLSI technology is the choice of specific optoelectronic and electronic devices which may be harmoniously combined through a manufacturable process. This task is complicated by the incompatibilities between the III-V compound semiconductors which are commonly used for optoelectronic devices (GaAs, InP, etc.), and Si, the dominant electronic semiconductor material. The subtleties involved in the selection of the optoelectronic devices and of the electronics medium have resulted in the development of a number of different optoelectronic integration techniques based on either Si or GaAs electronics and using either a hybrid or monolithic integration technique. This section will explore a number of issues involved in choosing between GaAs and Si electronics and will review some of the most prominent optoelectronic integration technologies. The objective is not to compile a comprehensive picture of each approach, but rather, to place the work of this thesis, the Epitaxy-on-Electronics (EoE) process, in context within the spectrum of optoelectronic integration technologies. In addition, this discussion will serve to clarify the technical assumptions underlying the development of EoE, a monolithic opto-
electronic integration technology based on GaAs VLSI.

Optoelectronic integration technologies may be categorized according to the host substrate, either Si or III-V, and according to whether a monolithic or a hybrid approach is taken. Of the four possible combinations, hybrid integration on a III-V substrate has received very little attention while the others have been studied extensively. Integration on a Si substrate is desirable because of the overwhelming success of CMOS VLSI electronics. Work with III-V substrates has focused primarily on GaAs. The trade-offs between the two electronics platforms are more subtle than commonly believed, and will be addressed shortly. The choice of monolithic or hybrid integration has significant ramifications with regard to manufacturability, as will be pointed out below for each of the technologies.

**Monolithic integration on Si**

Various means are being pursued to develop optoelectronic devices based on Si, including Si/SiGe and erbium-doped Si [106]. Neither emitters nor modulators of adequate performance for use in optical interconnects have been realized. At this point in time, optical interconnects continue to rely on III-V optoelectronic devices. Monolithic integration of III-V devices with Si electronics thus depends on the growth of III-V materials on a Si substrate.

The lattice-constant mismatch between Si and important III-V compound semiconductors has made the growth of high quality heterostructures on Si difficult, and the large thermal expansion coefficient mismatch between Si (2.56x10⁻⁶/°C) and III-V materials (e.g. 6.86x10⁻⁶/°C for GaAs) has proven to be an even more intractable problem. Significant advances have been made in the growth of novel buffer layers between the Si substrate and the active III-V heterostructure, and laser diodes operating for over 2000 hours have been reported [107]. Nonetheless, much more material- and device-level research will be required to produce practical devices.

A recently introduced integration technique seeks to reconcile the material incompatibility between Si and GaAs by taking advantage of the resiliency of CMOS electronics fabricated in a thin layer of Si [108-110]. For instance, the devices in established Si-on-sapphire processes are subject to large thermal expansion stresses, with the thermal expansion coefficient of sapphire nearly equal to that of GaAs (the bi-anisotropic coefficients of thermal expansion has values of 5.0x10⁻⁶/°C and 6.5x10⁻⁶/°C in each of two orthogonal directions). To facilitate monolithic optoelectronic integration, the proposed technique uses
wafer-bonding to form a Si-on-insulator substrate in which the bulk substrate is GaAs rather than Si or sapphire. Efforts to implement OEIC using this strategy are ongoing.

**Hybrid integration on Si**

The two principle techniques in this category are epitaxial lift-off and flip-chip bonding. In epitaxial lift-off, the required optoelectronic device layers are removed from their native substrate using a selective etch and then aligned and grafted onto a completed Si die [111]. Using this technique, integration of up to an 8x8 array of LEDs has been reported [112]. The manufacturability of this technique has not been addressed.

The other common hybridization technique is flip-chip bonding. The basic technique of flip-chip bonding has been used for over thirty years as an alternative to the wire bonding of integrated circuits. In the basic technique, solder balls are applied to the IC bondpads, and the device is brought into rough alignment with a package. The solder is then reflowed by heating, and the IC and package are pulled into proper alignment by the surface tension of the molten solder. While this basic technique is very well suited to the packaging of electronic die, two significant modifications have been made in applying it to OEIC fabrication [111,113,114]. First, suitable bondpads must be prepared on the optoelectronic sample. As will be described further below, common optoelectronic devices are highly non-planar. Producing contacts to both sides of the optoelectronic device is a challenging fabrication problem, particularly given the high device densities that are desired and the bondpad co-planarity required for successful flip-chip bonding. Processes involving such a large degree of non-planarity have historically suffered severe yield limitations. Second, unlike conventional flip-chip packaging, the substrates of the optoelectronic die which are flip-chip bonded to form OEICs are typically removed, leaving individual free-standing devices. This is done in order to address the issues arising from the large thermal expansion mismatch between Si and GaAs. However, it raises important manufacturability and reliability questions that have not been addressed.

The major use of flip-chip bonding in OEIC technology has focused on multiple quantum-well modulators [37]. OEICs containing 144 optical inputs and outputs on a 2 mm x 2 mm die have been fabricated, corresponding to 3600 optoelectronic devices/cm² [111]. In spite of its relative maturity, scaling of this technology to full-wafer production has not been reported. Furthermore, although the availability of flip-chip modulator-based OEIC has spurred a great deal of optical interconnect research, the future of this field is widely believed to belong to emitter-based OEICs. In particular, vertical cavity surface emitting lasers...
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(VCSELs) have been compared, with respect to their importance in OEICs, to CMOS electronics and their critical role in electronic VLSI technology [33]. Extension of the flip-chip OEIC process to VCSEL integration is in progress. Initial results have shown a ~60% yield, which is currently limited by device breakage during handling, poor substrate removal, and poor electrical contact through the flip-chip bond [113,114]. Another report has addressed the concerns of planarity and substrate removal by introducing a novel VCSEL structure which minimized the level of non-planarity and by leaving the GaAs substrate intact following the flip-chip bonding process [115-117]. Due to the thermal expansion coefficient mismatch between GaAs and Si, the choice to retain the GaAs substrate has limited the size of the array which may be bonded with high yield (a 2x10 array was reported) and raises long-term reliability questions.

Monolithic integration on GaAs

A more traditional approach to optoelectronic integration has been to develop a growth and fabrication process which produces both transistors and optoelectronic devices on a common GaAs wafer. Two difficulties arise in this approach. One is the sizable investment of time and capital required to develop a VLSI electronics process. Such an investment is not easily justified without the clear existence of a profitable market. The other difficulty is the inherent height mismatch between optoelectronic devices and the field-effect transistors (FETs) used in VLSI electronics. FETs gain much of their manufacturability from their high degree of planarity which allows fine features to be photolithographically projected over them with excellent fidelity. Optoelectronic devices, however, are typically composed of numerous layers of epitaxial material, and the finished device structures may impose several microns of surface variations. (One important exception is the metal-semiconductor-metal (MSM) photodetector which exhibits superb planarity and has been incorporated into VLSI circuits.) This non-planarity disrupts basic elements of the fabrication process such as photoresist surface coverage and may also exceed the focal depth of the optical systems required to project the fine patterns needed for VLSI devices. Given these two barriers, extensive work on traditional monolithic optoelectronic integration has resulted in only small-scale demonstrations such as basic combinations of a single VCSEL, MSM photodetector, and MESFET [118], or the incorporation of a small number of in-plane lasers into an existing microwave integrated circuit process [119].
Epitaxy-on-Electronics

The barriers to conventional monolithic optoelectronic integration are circumvented in the Epitaxy-on-Electronics (EoE) process. EoE produces monolithic OEICs on a GaAs substrate. But, unlike the traditional approaches, EoE builds onto an established VLSI process to avoid the massive investment required to build complex electronics. Furthermore, EoE is inherently compatible with the height requirement of common optoelectronic devices. Both the electronic and optoelectronic fabrication processes begin with a planar surface, and thus, not only is the highly-evolved VLSI technology unaffected by the incorporation of the new devices, but the optoelectronic processing is equivalent to that of similar devices on bulk wafers.

It is apparent from the brief discussion above that monolithic-on-Si and traditional monolithic-on-GaAs technologies will not, in the immediate future, provide the complex OEICs required to implement optical interconnects. Two viable choices, however, are a hybrid-on-Si approach, such as flip-chip bonding, and Epitaxy-on-Electronics. The advantage of EoE lies in its use of monolithic integration, while flip-chip bonding succeeds in incorporating Si VLSI electronics. It is difficult to challenge the notion that monolithic integration leads to a superior level of manufacturability, reliability, density, and performance than hybrid integration. Were this not the case, the need for the continuing escalation of integration density would not be necessary. The manufacturability advantage of EoE must, then, be weighed against the advantage of using Si-CMOS rather than GaAs VLSI electronics. The trade-offs between using Si or GaAs VLSI electronics must be studied carefully.

Si and GaAs Electronics

Si-CMOS ICs account for an overwhelming majority of microelectronic components. The tremendous commercial success of Si VLSI, and the somewhat tumultuous history of digital GaAs electronics, has made CMOS the only choice for OEIC development in the minds of many researchers. Such a judgement is, perhaps, too hasty. CMOS offers significant power and cost advantages for applications operating below several-100 MHz and for memory-intensive applications, including microprocessors which may dedicate over forty percent of their die area to cache memory. CMOS has a dramatic advantage in static-memory intensive circuits since memory cells which are not being accessed dissipate little power. However, in non-memory-intensive architectures, such as switching and serialization/deserialization, direct-coupled FET logic (DCFL) electronics using enhancement- and depletion-mode GaAs MESFETs achieve higher speeds at lower levels of power consumption [120].
DCFL’s high-speed power savings, along with the advantages of reduced crosstalk, simplified circuit design (to meet high-speed targets), and a streamlined process (rather than the twenty or more steps of a CMOS process, only thirteen mask steps are used in the four metallization layer H-GaAs III process and fifteen in H-GaAs IV process), have made GaAs VLSI an effective economical choice for high-speed logic circuits [13,120]. The most direct evidence of this fact is the dominance of GaAs VLSI in high-speed digital applications. This market consists primarily of tele- and data-communication equipment and integrated circuit test equipment. The major participants in these markets rely on GaAs VLSI electronics for the high-speed components of their products\(^1\). This does not contradict the fact that CMOS is, rightfully, the mainstay of the microelectronics industry. While high-speed digital electronics play a pivotal and profitable role in the modern information infrastructure, their volume is a small fraction of the total IC production which includes microprocessors, memory, and a multitude of lower-speed, very-high-volume devices which control everything from smoke detectors to stereos.

The real question that must be addressed in selecting Si or GaAs electronics is the nature of the applications which require optical interconnects. As summarized in Table 1.2, the most immediate demand for optical interconnects occurs in the same markets which currently rely on GaAs VLSI electronics: tele- and data-communication systems. Tera-bit/s telecommunication switches using free-space optical interconnects and Gb/s per channel board-to-board/rack-to-rack links using parallel optical fiber ribbons are two notable examples. It is through such applications that optical interconnects will gain acceptance in the broader electronics community. For applications which do require Si electronics, such as chip-to-chip connections between microprocessors and memory, optical interconnects will not become competitive with existing electrical interconnects for a number technology generations [67]. The challenge to the optical interconnect research community is thus two-fold. First, optical interconnects for high-speed digital application must be commercialized expediently and economically. Simultaneously, development of technologies to combine III-V optoelectronics with Si-CMOS electronics must be continued in order to meet the eventual demand for optically interconnected microprocessors.

---

1. A partial list of tele-communication and data-communication equipment suppliers which use Vitesse GaAs VLSI components includes: Lucent, Alcatel, Ericsson, NEC, Fujitsu, Hitachi, Tellabs, Stratacom, BNR, Seagate, Newbridge, Mitsubishi, Cisco, and Cienna. In the automated IC test market, Vitesse’s customers include: Schlumberger, Taradyne, Credence, Anritsu, Ando, HP, LTX, IMS, Texas Instruments, Minato, and Mistubishi [121].
### Table 1.2: Optical interconnect applications and electronic platform technologies

The choice of the electronic circuit platform used for optoelectronic integration depends on intended application. Optical interconnect applications may be categorized as shown above. Each type of application will become commercially viable on a different time scale. In an optically-interconnected computer, processing and memory building blocks may be optically linked to form high performance parallel architectures. For these computers to leverage existing CMOS microprocessor technology, the electronics process underlying the OEICs must be Si-based. Existing electrical interconnect methodologies are likely to continue to dominate these markets for several technology generations.

A second application category is the so-called “smart-pixel array.” Components in this category manipulate massive data streams (>1 Tb/s) and will be needed in the telecommunication industry in the near future. These applications are currently dominated by GaAs VLSI electronics, a trend which is likely to continue irrespective of the development of optical interconnects. The third category consist of fiber-optic local-area network and rack-to-rack interconnects. These types of optical interconnects are already in commercial use, and their volume is growing rapidly. At present, transmitter and receiver functions are implemented as hybrid modules which incorporate III-V optoelectronic devices with both GaAs VLSI and Si bipolar components. These applications may benefit substantially from the use of monolithic OEICs based on GaAs.

<table>
<thead>
<tr>
<th>Optical Interconnect Application</th>
<th>Electronic Technology</th>
<th>Time-Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Optically-interconnected Computer</strong></td>
<td>Si</td>
<td>5 yrs. (military)</td>
</tr>
<tr>
<td>- Synthetic Aperture RADAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Servers and Scientific Computers</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>“Smart Pixel Arrays”</strong></td>
<td>GaAs</td>
<td>3-5 yrs.</td>
</tr>
<tr>
<td>- Switching/Routing (e.g. ATM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Error-correction (e.g. Viterbi)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Encryption/Decryption</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Fiber-optic Data Links</strong></td>
<td>GaAs</td>
<td>Now</td>
</tr>
<tr>
<td>- Single-Channel Transceivers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e.g. Gigabit Ethernet, 10-Gigabit Ethernet, FDDI, Fiber Channel)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Parallel Optical Link</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The choice of the electronic circuit platform used for optoelectronic integration depends on intended application. Optical interconnect applications may be categorized as shown above. Each type of application will become commercially viable on a different time scale. In an optically-interconnected computer, processing and memory building blocks may be optically linked to form high performance parallel architectures. For these computers to leverage existing CMOS microprocessor technology, the electronics process underlying the OEICs must be Si-based. Existing electrical interconnect methodologies are likely to continue to dominate these markets for several technology generations.

A second application category is the so-called “smart-pixel array.” Components in this category manipulate massive data streams (>1 Tb/s) and will be needed in the telecommunication industry in the near future. These applications are currently dominated by GaAs VLSI electronics, a trend which is likely to continue irrespective of the development of optical interconnects. The third category consist of fiber-optic local-area network and rack-to-rack interconnects. These types of optical interconnects are already in commercial use, and their volume is growing rapidly. At present, transmitter and receiver functions are implemented as hybrid modules which incorporate III-V optoelectronic devices with both GaAs VLSI and Si bipolar components. These applications may benefit substantially from the use of monolithic OEICs based on GaAs.
The development of Epitaxy-on-Electronics has been based on the issues discussed above: (1) monolithic integration is the key to achieving low cost and high yield, density, and reliability in a manufacturing environment, (2) III-V optoelectronic devices are needed, (3) the fabrication process must allow for the large thickness of common optoelectronic devices, and (4) the use of GaAs VLSI electronics is a reasonable economic and technical choice for the high-speed digital applications which will require optical interconnects for the foreseeable future.
1.3 Thesis Summary

The topic of this thesis is the development of a monolithic optoelectronic VLSI technology. The work has encompassed aspects of device-, process-, circuit-, and system-level engineering. This wholistic approach is appropriate at the early stage of development because of the close interdependency of each distinct facet. The significant progress which has been made in each area has resulted in this document’s large size. The technology will benefit in the future from more specialized research.

Chapter 2 describes the Epitaxy-on-Electronics (EoE) integration process. This work builds on that of Shenoy [1-5], which provided a proof-of-concept for the EoE technique. Although the framework of the process remains intact, each element of it has been substantively altered. The revisions and additions were necessary for the implementation of user-ready OEICs.

The demonstration of the first VLSI-complexity, monolithic, emitter-based OEIC is presented in Chapter 3. The EoE process was recently used to fabricate LED-based OEICs as part of a research foundry project known as OPTOCHIP. The goal of the research foundry was to catalyze progress in optical interconnects by making sophisticated OEICs available to systems researchers. Simultaneously, close interaction with the designers has been used to guide further technology development. Chapter 3 will describe the OPTOCHIP project and detail the design, fabrication, and characterization of the OPTOCHIP LEDs and a number of optoelectronic circuits into which they have been incorporated.

The experience of the OPTOCHIP project provided much of the direction for the remainder of the thesis. The key objectives which were identified include the introduction of integrated vertical cavity surface emitting lasers (VCSELs) in place of the LEDs, improvements in the integrated photodetectors which are implemented as part of the VLSI electronics process, and the design of high speed circuits to interface between the digital electronics and the optical emitters and detectors. This thesis addresses the photodetector and interface circuit objectives.

Chapter 4 deals with the implementation of metal-semiconductor-metal (MSM) photodetectors in the standard, or slightly modified, GaAs VLSI MESFET process from Vitesse Semiconductor Corporation [26]. Two versions of these devices were characterized and their shortcomings identified. Potential directions for future photodetector efforts are examined.

System-level aspects of the OEIC technology are addressed in Chapter 5. A prototypical optical interconnect application is used to formulate guidelines for the interface circuits which, in conjunction with the
optoelectronic devices, determine the behavior of the digital optical interconnects. The structure of the digital optical interconnect is examined, particularly in comparison with established optical communication systems. The performance of the digital optical interconnect, as manifest in its error probability and jitter characteristics, is formulated analytically in order to understand the role of the various physical parameters.

The guidelines of Chapter 5 are applied in Chapter 6 to the design of a laser driver and in Chapter 7 to an optical receiver. In each case, the circuits are expected to support 1 Gb/s operation in a VLSI environment while consuming minimal power. The laser driver is thoroughly characterized, the limitations of the current design identified, and improved designs examined. In the case of the receiver, the characterization was limited by the performance of the integrated photodetector examined in Chapter 4. Additional receiver designs appear in Appendix F, Appendix H, and Appendix I. The first of these proceeded and influenced the design of Chapter 7. The second was optimized for use in a stand-alone receiver array OEIC. The receivers of Chapter 7 and Appendix H are used in each of two such array chips which are documented in Appendix G. The final design, Appendix I, is a clocked receiver which provides a valuable power consumption and area reduction in systems where its use is appropriate.

Chapter 8 summarizes the accomplishments of the thesis and highlights some directions for future work.
The Epitaxy-on-Electronics Integration Process

The EoE process is outlined in Figure 2.1. It begins with a commercially-fabricated, fully-metallized GaAs VLSI integrated circuit featuring enhancement- and depletion-mode MESFETs and four levels of aluminum-based interconnects. Metal-semiconductor-metal (MSM) and optically sensitive MESFET (OPFET) photodetectors can also be implemented in the standard electronics process. The unrestricted placement of the LEDs or other heterostructure optoelectronic devices occurs, along with the electronics, as part of the routine layout of the IC. In the regions designated for the optoelectronic devices, the SiO₂-based interconnect dielectric stack is removed to reveal the underlying GaAs substrate. These regions, known as dielectric growth windows (DGWs), expose the substrate material for subsequent epitaxial growth using molecular beam epitaxy (MBE). Figure 2.1(a) shows the IC just prior to MBE growth. The n-type source/drain implant is used as the bottom n-contact to the optoelectronic device. Using solid- or gas-source MBE, epitaxial material is grown in the DGWs while polycrystalline material is deposited on the overglass, as shown in Figure 2.1(b). Standard processing methods are then used to remove the polycrystalline deposits, fabricate the optoelectronic devices, and interconnect them with the electronics through top-side electrical contacts. Figure 2.1(c) illustrates a completed OEIC containing, in this case, LEDs.

EoE is a monolithic integration technique which uses established fabrication processes to facilitate scaling to full-wafer production with high yield and reliability. By building on fully-metallized GaAs VLSI electronics from a commercial manufacturer, in this case Vitesse Semiconductor Corporation [26], the massive up-front investment in developing a VLSI process is avoided. However, the thermal stability of the completed electronics now constrains the integration process. As summarized in Section 2.1, previous
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Figure 2.1: Overview of the Epitaxy-on-Electronics integration process
The EoE process monolithically integrates optoelectronic devices with GaAs VLSI electronics. (a) Dielectric growth windows (DGWs) are cut into fully-metallized die or wafers to expose regions of the GaAs substrate. (b) Conventional MBE is used to epitaxially grow optoelectronic heterostructures in the DGWs while polycrystalline material is left on the overglass. Standard techniques are then used to remove the polycrystalline deposits and fabricate the integrated optoelectronic devices. (c) An integrated LED.
studies of Vitesse self-aligned GaAs MESFET circuits, which use refractory gate and ohmic metallization and aluminum-based interconnect metallization, have demonstrated that five-hour temperature cycles of up to 475°C do not degrade the electronics [3,6,7]. Similar thermal stability characteristics have also been observed for GaAs VLSI MESFET ICs produced by Motorola [7]. At higher temperatures, the interconnect resistance increases as a result of a metallurgical reaction between the AlCu core and the WN claddings that make up the interconnect metallization. In extreme cases, such as temperature excursions to ~580°C, the reacted interconnect metals lose their malleability, preventing wire-bond adhesion.

Most optoelectronic devices require epitaxial growth of materials such as In_xGa_{1-x}As_yP_{1-y} and Al_xGa_{1-x}As using molecular beam epitaxy or metalorganic chemical vapor deposition (MOCVD). The typical substrate temperature during MOCVD growth is in the range of 600°C-850°C while MBE growth uses substrate temperatures of 450°C-700°C. The coincidence of the MBE substrate temperature range with the GaAs VLSI circuit thermal stability limit is an important aspect of EoE integration. Much of the EoE technology development work up to this point has focused on realizing MBE growth procedures which stay within the sub-475°C EoE temperature constraint. Full thermal compatibility of the EoE process with the GaAs VLSI technology is needed to preserve the high performance of the electronics. As importantly, it allows the device models and design tools which already exist for the well-established electronics process to be used in optoelectronic circuit design.

Two advances have led to full compatibility with the EoE temperature-cycle limitation: first, the use of atomic hydrogen produced by a high temperature cracker for the pre-growth removal of the native GaAs oxide, without conventional thermal desorption at ~580°C, and second, the use of the aluminum-free InGaAsP material system to allow sub-475°C growth of high quality optoelectronic device material. In addition to the thermal cycle limitation, the unique aspects of EoE integration include the formation of dielectric growth windows (DGWs) and the removal of polycrystalline deposits following growth. A detailed description of the current EoE process can be found in Section 2.2. This section also describes the early evolution of the EoE process in order to clarify the reasoning that has gone into its development and to point out the significance of the key process innovations.
2.1 Thermal Stability

Before detailing the EoE process in Section 2.2, the current section will describe the thermal stability limitations of the VLSI electronics which constrain the material growth process used for EoE integration. Figure 2.2 points out the various elements which make up a Vitesse GaAs MESFET VLSI circuit, a more detailed description of which can be found in Appendix A. As with silicon CMOS, the achievement of VLSI level integration in GaAs MESFET technology depends on the self-alignment of source and drain implants to the gate. This means that the gate material must be able to withstand the high temperature anneal (800°C for one hour in the case of the Vitesse process) that is required to activate the implant. In CMOS, this is accomplished by using polycrystalline silicon for the gate. In commercial self-aligned MESFET processes, high temperature stability of the Schottky gate is attained by using a refractory metal

---

![Figure 2.2: Metallization on Vitesse H-GaAs III and H-GaAs IV processes](image)

Vitesse’s self-aligned MESFET process uses a refractory WNₓ gate metal, Ni-Ge ohmic contacts, and Al₀.₉₉Cu₀.₀₁ interconnect metallization sandwiched between WNₓ barrier layers. The gate metal withstands a high temperature (800°C) activation anneal and the ohmic contacts are sintered at 550°C. The upper metallization layers are exposed to temperatures up to 380°C during the PECVD deposition of the SiO₂ dielectric stack. See Appendix A for details.
2.1 Thermal Stability

Based contact, such as $W_{1-x}N_x$. The fact that the gate can withstand an extended exposure to such high temperatures inspired investigation into the thermal stability of completed ICs [3]. These studies established the possibility of MBE growth in foundry opened epitaxy windows on fully processed chips.

Thermal Stability Results

Investigation of the thermal stability of Vitesse GaAs MESFET VLSI ICs by Braun, et. al., has led to an understanding of the degradation mechanisms and illuminated the boundaries of the time/temperature "growth envelope" [6,7]. Thermal cycles were performed on electrical test structures located on Vitesse H-GaAs III process control monitors. As summarized in Appendix A, the Vitesse process includes Schottky contacts for MESFET gates, ohmic contacts to the source/drain regions, and "upper level" (metal 1 through metal 3 on the chips tested) metal interconnects. The Schottky gate contact itself was found to be stable for all thermal cycles [7], as originally expected. However, the upper level metal sheet resistances and ohmic contact resistances were found to degrade as the result of thermally activated metallurgical reactions [6].

Five hour thermal cycles, corresponding to a typical growth time for integrated structures, were carried out at various temperatures. Figure 2.3 shows the gate, ohmic, and interconnect metal sheet resistances as a function of anneal temperature. The gate and ohmic metal layers displayed almost no sheet resistance change even after 5 hours at 600°C. However, between 400°C and 600°C, the aluminum-based metal 1 through 3 layers increased significantly in sheet resistance. This resistance increase is believed to be the result of a metallurgical reaction between the AlCu_x core and the WN_x cladding. Increasing the nitrogen content in the WN_x layers produced interconnects that did not exhibit an increase in sheet resistance when annealed below 550°C for five hours [6]. However, increasing the nitrogen content also lead to an unacceptable increase in interlayer contact resistance, precluding its inclusion in the standard Vitesse process.

The metal 1 sheet resistance increased linearly in time, the underlying reaction being thermally activated. The sheet resistance increase saturated at approximately 15 times the non-annealed value. Using an Arrhenius based model, shown in Figure 2.4, a set of theoretical curves was fitted to the measurements of metal 1 sheet resistance for arbitrary times in the temperature range of 400°C to 600°C [6].

The ohmic contact resistance increase was also thermally activated and progressed linearly in time, but the onset of the resistance increase was delayed in time. This delay was found to depend strongly on the distance between the metal 1 via edge and the ohmic contact metal edge. Figure 2.5 shows the average
measured MESFET source resistance and small and large transmission line model (TLM) resistances per unit contact length as a function of anneal temperature. (In the figure, the “critical temperature” is defined as the temperature where the resistance per unit contact length exceeded 2000 ohm-μm.) A reaction between the Al-Cu-W-N interconnect and Ni-Ge contact is the cause of the ohmic contact resistance increase. The time delay is associated with the diffusion of the aluminum compound to the ohmic contact metal edge through the WNₓ barrier. The barrier consists of the metal 1 bottom cladding layer, the ohmic metal top layer, and the via top spacing layer, which explains the correlation between the ohmic contact to metal 1 via spacing and the delay of the onset of the resistance increase [6].

As with the interconnect metal sheet resistance, the strong temperature dependence of the ohmic contact resistance can be modeled as a thermally activated process. Figure 2.6 gives a set of curves suitable for approximating this resistance for arbitrary thermal cycle temperatures and durations [6].
2.1 Thermal Stability

Figure 2.4: Metal 1 sheet resistance thermal stability model
The Arrhenius model based on the measured points indicates an activation energy of 3.5 eV for the degradation of the metal 1 sheet resistance[6].

Finally, in addition to systematic measurements made on individual MESFETs and interconnect test structures, the effects of the thermal cycles on actual circuit performance were tested on 23-stage direct-coupled field effect transistor logic (DCFL) ring oscillators. Oscillation frequency was unchanged for anneals up to 450°C. Between 450°C and 540°C, the ring oscillator period increased by 10%. No oscillations were observed for anneals at or above 550°C. Using the measured ohmic contact resistances, HSPICE simulations of the ring oscillator correctly predicted that the circuit would not oscillate after a 540°C anneal [6].

Thermal Budget

The importance of the thermal stability results to the present work is in establishing safe time/temperature exposure limits for Vitesse ICs used in EoE MBE growth. Figure 2.4 and Figure 2.6 indicate that a thermal cycle of 5 hours at 475°C will not compromise electronic circuit performance. A substrate temperature of 470°C has been chosen for the growth of the aluminum-free InGaP material to be discussed in the
Figure 2.5: Ohmic contact resistance after 5 hour thermal cycles

Ohmic contacts on MESFET sources and on large and small TLM structures were studied. The inset gives the 2000 $\Omega$–$\mu$m critical temperature and metal 1 via spacing for each ohmic contact structure. [6]

It is also important to note that even a brief exposure to temperatures near 600°C causes significant degradation of the interconnects, including a loss of malleability which inhibits bond-wire adhesion. This fact has lead to the development of a low-temperature process, to be described below, for the pre-growth removal of the GaAs native oxide.

2.2 Historical Development

The first Epitaxy-on-Electronics demonstration, by Shenoy, et. al., used a process control monitor from the Vitesse GaAs foundry [4]. A portion of the monitor sample containing FETs was masked with wax, and hydrofluoric acid was used to completely remove the dielectric stack in the unmasked region. GaAs/AlGaAs LED material was grown on the exposed semi-insulating GaAs substrate using solid source molecular beam epitaxy (MBE). The growth was carried out at 530 °C, preceded by a conventional temper-
2.2 Historical Development

Figure 2.6: Metal 1-ohmic metal-implant contact resistance thermal stability model
For the composite structure formed of metal 1 and ohmic metal atop a source/drain implant, the Arrhenius based model fit to the measured contact resistances indicates an activation energy of 2.5 eV to 2.8 eV for the degradation process [7].

ature excursion to 580°C to desorb the native GaAs oxide. The 530°C growth temperature was selected on the basis of the thermal stability data available at the time [3]. The polycrystalline material deposited on the “circuit side” of the sample was wet-etched with the “epi-side” masked with photoresist. LEDs, with top side contacts to both the p- and n-type layers, were then fabricated from the epitaxial material.

This demonstration established the general practices of surface preparation, reduced-temperature MBE growth, post-growth polycrystalline deposit removal, and optoelectronic device fabrication that make up the EoE process. Each of these steps required major revision. Due to the reduced growth temperature, the LEDs on both the chip and on a simultaneously-grown bulk substrate had a low efficiency of ~0.03%. However, this 530°C growth temperature, as well as the 580°C oxide desorption temperature, were still high enough to degrade the electronics. Furthermore, the optoelectronic and electronic devices were not in close proximity.
The next phase of EoE development produced an OEIC with closely coupled LEDs and electronics [5]. Rather than crudely exposing a large region of the GaAs substrate on the chip, device-sized regions, referred to as dielectric growth windows, were etched using CHF$_3$/CF$_4$/He reactive ion etching (RIE) at the Vitesse foundry. The DGW patterns were defined on a standard mask layer as part of the circuit layout. Furthermore, the regions of the substrate beneath the DGWs were designated as source/drain n' implants and were electrically contacted using standard Vitesse ohmic contacts. Thus, the bottom n-type contacts to the LEDs were made automatically, and only a top p-type contacts to the devices remained to be fabricated. This innovation of growth within an implanted DGW is the key to overcoming the non-planarity problems which have long plagued traditional monolithic optoelectronic integration processes.

Still using 580°C thermal desorption of the GaAs native oxide and growing 0.03% efficient GaAs/AlGaAs LEDs at 530°C, EoE produced functional winner-take-all optical neural network circuits [5]. It still remained, however, to bring the growth cycle into compliance with the electronic thermal stability limit which was subsequently established at 475°C for a five-hour growth [6].

Also, in the author's first attempt at EoE integration of Al-free LEDs, a problem was identified with the DGW preparation technique [10]. The foundry RIE used to produce the DGWs left fluorinated hydrocarbon residues on the substrate which slowly reacted with the GaAs. 1

The work in [1-7] established a proof-of-concept for the EoE process, including an understanding of the interconnect thermal stability constraints and of the basic EoE process. The task of the current thesis has been to develop the basic process into a practical optoelectronic integration technology. This task has required the modification of every aspect of the process and the addition of some new practices, including 1) a new DGW formation procedure, 2) the introduction of a low-temperature GaAs native oxide removal technique, 3) the use of Al-free materials, and 4) revised fabrication processes to accompany the new materials and to improve the process robustness.

In the remainder of this chapter, each step of the EoE process will be detailed. The specifics of the fabrication procedure for integrated LEDs will be deferred to Chapter 3. The starting point for the integration process is fully-metallized die received from the MOSIS service [122] and fabricated by Vitesse using their standard H-GaAs III or H-GaAs IV process. The foundry's passivation etch, which normally exposes the

1. In addition to the generation of fluorinated hydrocarbon residues, the RIE subjected the GaAs substrate to energetic ions, potentially generating surface damage which would seed defects in the epitaxial layers. Although no direct evidence of this had been observed, the possibility was a source of concern.
2.3 Dielectric Growth Window Preparation

The interconnect dielectric stack is pictured in Figure 2.7 and is described more thoroughly in Appendix A. It is roughly 6.5 μm thick, the bulk of which consists of layers of PECVD (plasma-enhanced chemical-vapor deposition) SiO₂ interleaved with layers of SiO₂-like spin-on glass (SOG). The SOG layers are used to improve surface planarity following each step of metallization. The cured SOG may be wet- or dry-etched using the same chemistries used for the deposited SiO₂, although the etch rate is typically higher for the SOG. In situ mass spectroscopy within the MBE chamber indicates that the SOG does not outgas during growth [123]. At the base of the dielectric stack is a thin layer (~30 nm) of PECVD Si₃N₄ over the bondpads, is excluded in order to protect the bondpads during subsequent processing. The die used in this report were approximately 1 cm square. Although the cost of full wafers or larger die is prohibitively high for a university research program, all of the EoE process steps are fully compatible with full-wafer processing, and in many instances using full wafers would simplify handling and would be expected to increase yield.

Figure 2.7: The dielectric stack on Vitesse integrated circuits.
Regions intended for growth are designated as source/drain implants bordered by ohmic contacts. A 30 nm Si₃N₄ layer covers the GaAs substrate in the source/drain regions while two such layers, separated by a thin SiO₂ layer, cover the remaining, non-active, surface of the substrate. PECVD SiO₂ and spin-on glass make up the remainder of the 6.5 μm thick dielectric stack.
MESFET active regions. Over the non-implanted areas there are two such layers, but these regions are not used for DGWs. The Si₃N₄ is deposited directly over the GaAs substrate in order to prevent the loss of As during the 800°C implant activation anneal. During this process, the Si₃N₄ is believed to incorporate some Ga and As atoms and is densified by the high temperature process. As a result, the etch rate of the Si₃N₄ layer may be substantially higher than a typical, non-annealed film (the etch rate of which, using buffered hydrofluoric acid, is roughly 10 nm/min, or about one tenth that of SiO₂.) Significant variations in this etch rate have been observed among the various Vitesse ICs used throughout this project.

Because of the large thickness and isotropic nature of the dielectric layers, and due to the etch-rate difference between the PECVD SiO₂ and the SOG, a directional reactive-ion etch (RIE) is required to form the DGWs. The approach taken in the original EoE demonstration was to expose the GaAs substrate using the CHF₃/CF₄/He RIE used at the foundry. This is depicted in Figure 2.8, where it is pointed out that a residue remains on the GaAs surface following the etch. Figure 2.9(a) shows DGWs contaminated by this residue. SIMS (secondary-ion mass spectroscopy) analysis of the residue showed the presence of carbon and fluorine [124]. It has also been observed at Vitesse that residues of this form appearing on a dielectric surface are readily removed by O₂ plasma, but residues that come in contact with GaAs are not easily removed [125]. It is thus believed that they react chemically with the GaAs. In Shenoy’s initial work, a combination of CF₄/O₂ RIE and BOE (buffered hydrofluoric acid) wet etching was successful in removing this residue prior to growth. However, this approach did not work after the same chips had “matured” for a time. With prolonged exposure to an energetic O₂ plasma, the residue was removed, but as shown in Figure 2.9(d), the underlying GaAs was highly textured and not suitable for use as a starting surface for epitaxial growth.

Therefore, while RIE must be used to define the majority of the DGW, Vitesse’s dry etch must not be allowed to come in contact with the substrate. Rather, after RIE etching to within a few tenths of a micron of the substrate, the remaining dielectric should be removed with a gentle, selective BOE wet etch. This approach, shown in Figure 2.10, was taken on the test chip entitled MIT-OEIC-3. Unfortunately, precise control of the RIE has not been pursued at the Vitesse foundry since it is not required in the VLSI process. As a result, several microns of dielectric actually remained at the base of the DGWs, and the thickness of

---

1. This does not rule out the use of other dry etch processes which do not chemically or physically degrade the GaAs surface.
2.3 Dielectric Growth Window Preparation

Figure 2.8: Initial DGW preparation technique
In this approach, used by Shenoy, et. al., the foundry RIE was used to expose the GaAs substrate within the DGW regions.

Figure 2.9: DGWs contaminated by RIE residues
Nomarski micrographs at 50X (a) and at 1000X (b) of DGWs containing RIE-generated fluorinated hydrocarbon residues. Corresponding images at 50X (c) and at 1000 X (d) after cleaning with O₂ plasma and BOE. All residue is removed, but GaAs substrate has a rough morphology.
Figure 2.10: DGW preparation technique based on partial RIE etch of dielectric stack
To prevent RIE damage of the GaAs substrate, a revised DGW preparation technique attempted to use the foundry RIE to remove the dielectric stack to within \(-0.5 \mu m\) of the substrate. BOE would then be used to selectively etch the remaining dielectric. Unfortunately, limited control of the RIE etch rate and dielectric thickness resulted in a much thicker portion of the dielectric stack retained above the substrate. Completion of the DGW preparation process at MIT was difficult.

this layer was highly non-uniform over each die. The processing required to complete the DGWs was torturous, though not insurmountable for a properly motivated individual [8].

The task was further complicated by contamination in the available dry etching equipment which lead to the unique growth defects shown in Figure 2.11. Defects of this type appeared in high densities on GaAs substrates which were directly exposed to contaminated plasmas, including O\(_2\) plasma used for routine post-lithography ashing. On ICs where only the dielectric above the GaAs substrate was exposed to contaminated plasma (i.e. prior to actually exposing the GaAs), such defects may appear at a reduced density. Consequently, the use of both RIE and O\(_2\) plasmas was discontinued in the DGW preparation process with the exception of the uncontaminated processes carried out at Vitesse. To reiterate, the circumstances leading to the defects in Figure 2.11(b) were linked to the specific pieces of equipment available for use at the time and do not, in general, constrain the use of dry processing in EoE. The decision to eliminate dry processes in DGW preparation is significant in the present context only because it impacts how the process
2.3 Dielectric Growth Window Preparation

Figure 2.11: SEM images of "Spike" defects resulting from contaminated dry processing
Both the O$_2$ plasma asher and the RIE used in much of the EoE development work were found to be contaminated. (a) shows a GaAs substrate after exposure to an O$_2$ plasma ash. MBE growth on OEICs and bulk substrates treated in this way resulted in the unique defects shown in (b). The contamination coincided with the presence of sulfur on the GaAs surface suggesting that SF$_6$, which had been used in the same equipment, was as the source of the contamination.

was actually carried out, and thus the results achieved. In particular, it was found to have significant consequences in the LED demonstration shown in Chapter 3.

A successful DGW preparation procedure
To overcome the lack of RIE etch depth control, the solution outlined in Figure 2.12 has been employed starting with the test chip MIT-OEIC4. Each DGW is specified as a region of source/drain implant, which will form the n-contact to the optoelectronic device, beneath a region of Metal-1. At the foundry, the dielectric stack is etched down to Metal-1 using a CHF$_3$-based RIE. The aluminum-based Metal-1 acts as an etch stop in this process, eliminating the need for precise control. Figure 2.13 is an SEM of a DGW at this stage. Upon receipt of the die from the manufacturer, HCl and H$_2$O$_2$ are alternately applied to etch the AlCu$_x$ and WN$_x$ of the Metal-1 layer. With this layer removed, only a thin (~0.5 μm) dielectric remains over the substrate. While protecting the overglass and DGW sidewalls with a photoresist mask, the dielectric in the DGW regions is BOE wet-etched to expose the underlying GaAs. Because of the low etch rate of the densified Si$_3$N$_4$ film at the bottom of the dielectric stack, very long etch times may be
Figure 2.12: Successful DGW preparation process
(a) The initial structure consists of a source/drain implant, ohmic contacts, and metal-1 etch-stop. (b) The dielectric stack is etched using the foundry RIE. The metal-1 layer acts as an etch stop. (c) The metal-1 material is removed by selectively wet etching. The remaining dielectric is then selectively wet etched resulting in the final structure shown in (d).
required to completely expose the GaAs. Photoresist films applied over the 6.5 μm deep DGW holes typically held up to BOE for around ten minutes (SC-1827 positive photoresist [126] and NR8-3000 negative photoresist [127] were both used). In many cases, samples were patterned and BOE etched four times, for ten minutes each, in order to remove the dielectric remaining below the metal-1 etch stop. In other cases, however, the Si₃N₄ was more readily removed. Improved process control at the IC foundry should eliminate this variability, preferably in favor of the more readily removed Si₃N₄ film. Nonetheless, the procedure described here was repeatably used to produce damage-free GaAs surfaces within DGWs. A step-by-step process description is given in Appendix B. An SEM view of an almost-fully-cleaned DGW is shown in Figure 2.14 (a fully-cleaned DGW was not imaged in order to avoid pre-growth contamination).

One of the difficulties in applying the above procedure is in patterning photoresist within the 6.5 μm deep DGWs. Photoresist tends to be difficult to develop out of the corners of the rectangular DGWs (circular DGWs may be a possible solution, but have not been investigated). Largely to blame for the difficulty is the use of contact lithography which does not sharply expose the resist at the base of the DGWs. By comparison, the DGW sidewalls formed at Vitesse are well-defined and vertical.¹ Incomplete removal of photoresist from DGWs has led to the degradation of LEDs produced in the OTOCHIP project (Chapter 3), but proper DGW formation has been demonstrated in other instances.

An additional issue that had to be addressed within the DGW preparation step was the appearance of cracks in the overglass of ICs following MBE growth. The cracks did not seem to damage the electronics, but were a natural cause for concern. To prevent their formation, a 0.6 μm layer of SiO₂ was sputtered over the ICs prior to carrying out the above procedure. The added strength of this layer was sufficient to prevent the formation of cracks during the MBE temperature cycle.

2.4 Low Temperature Native GaAs Oxide Removal

Following DGW preparation, the OEIC die and an epi-ready GaAs sample, which serves as a RHEED (reflection high-energy electron diffraction) and pyrometer target, are indium soldered to a silicon wafer and loaded into the MBE system. Prior to growth, the native GaAs oxide must be removed in order to expose the underlying crystalline surface. As noted above, conventional thermal desorption of the GaAs

¹. To achieve this result, the stepper focal depth must be specifically adjusted for this process step.
Figure 2.13: SEM of DGW on an OEIC as received from Vitesse/MOSIS
The 50 μm square recess was formed by RIE at the Vitesse foundry.

Figure 2.14: SEM of nearly completed DGW
Only a thin dielectric layer covers the GaAs substrate within the 50 μm square DGW in (a). The effect of the undercutting of the photoresist by the BOE etch may be seen in the close-up view given in (b).
oxide at $-580^\circ\text{C}$ damages the circuit interconnects and interferes with wire-bonding. Motivated by recent reports of the use of atomic hydrogen in surface cleaning, the author's S.M. thesis included an investigation of the use of atomic hydrogen for the pre-growth removal of the GaAs native oxide [See Chapter 4 of Ref. 10 and citations therein]. To take advantage of this technique, the gas-source MBE (GSMBE) reactor was modified to include a high temperature hydrogen cracking cell [128]. As outlined in Figure 2.15, atomic hydrogen is produced within the MBE system by passing high purity hydrogen gas through the cracker with a filament temperature of $-2100^\circ\text{C}$. The chamber pressure is maintained at $-2\times10^{-5}$ Torr, which is comparable to the background pressure during GSMBE growth. The native oxide is removed at the growth temperature of $470^\circ\text{C}$ by exposing the substrate to atomic hydrogen for 10 to 15 minutes [11]. Removal of the oxide layer is confirmed by the observation of a non-diffuse RHEED pattern as shown in Figure 2.15. Oxide removal has also been carried out at a substrate temperature of $300^\circ\text{C}$, and lower temperature are likely to be possible. Carrying out the process at the $470^\circ\text{C}$ growth temperature has been found to be most expedient.

2.5 Reduced Temperature MBE Growth

Following removal of the GaAs native oxide, conventional MBE growth is used to produce the desired optoelectronic device heterostructure. Full EoE thermal compatibility is attained, while producing material of high optical quality, by a judicious material choice. The previous EoE work used traditional AlGaAs-based emitters. The AlGaAs material system owes its popularity to the fact that nearly exact lattice matching is maintained, relative to a GaAs substrate, over the entire Al composition range. This is shown by the vertical dashed line in the plot of bandgap-vs.-lattice constant in Figure 2.16. Thus, various bandgap energies may be produced without the complications related to lattice-mismatched growth. However, owing to the high oxygen affinity of aluminum, AlGaAs is optimally grown near $700^\circ\text{C}$. Below $700^\circ\text{C}$, oxygen is incorporated into AlGaAs with unity sticking coefficient and is found to accumulate at AlGaAs/GaAs interfaces [129,130]. Once incorporated in AlGaAs, oxygen acts as an efficient nonradiative recombination center [131,132]. If located in the active layers of a light emitter or at the interfaces to the active layer, non-radiative recombination centers dramatically reduce the efficiency of the device. (In heavily doped, majority-carrier-dominated layers, nonradiative recombination does not play a significant role.) In early EoE work, Shenoy, et. al., found the broad-area pulsed room-temperature threshold current of InGaAs/GaAs/
Figure 2.15: A schematic view of the use of in situ atomic hydrogen in MBE.

High purity hydrogen gas (H₂) is cracked by a high temperature tungsten filament to produce a beam of atomic hydrogen (H) which is incident on the substrate. Removal of the GaAs oxide may be monitored using RHEED (reflection high-energy electron diffraction).
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Figure 2.16: Plot of bandgap vs. lattice constant of some common III-V materials

This plot represents a simplified design space for the implementation of various optoelectronic devices. An important advantage of the ternary Al\textsubscript{x}Ga\textsubscript{1-x}As material system, indicated by the dashed line, is the “automatic” lattice matching to GaAs which exists over its full composition range. However, the high oxygen affinity of Al hampers the growth of this material system at reduced temperatures. On the other hand, the Al-free quaternary In\textsubscript{x}Ga\textsubscript{1-x}As\textsubscript{y}P\textsubscript{1-y} material system (shaded region) may be used to produce high-quality material at EoeE-compatible temperatures using conventional growth techniques. In particular, a ternary member of this material system, In\textsubscript{0.49}Ga\textsubscript{0.51}P, is lattice matched to GaAs and may be used as a replacement for the wide bandgap AlGaAs layers in many optoelectronic devices.

AlGaAs quantum well laser diodes to increase from 740 A/cm\textsuperscript{2} to 1800 A/cm\textsuperscript{2} when the growth temperature was lowered from 600°C to 530°C [1].

Aluminum-free materials such as InGaAsP are normally grown at much lower temperatures than AlGaAs, and the recombination velocity at an In\textsubscript{0.5}Ga\textsubscript{0.5}P/GaAs interface, 1.5 cm/s, is dramatically lower than the 210 cm/s figure measured for an Al\textsubscript{0.4}Ga\textsubscript{0.6}As/GaAs interface grown at an optimal temperature [133]. In\textsubscript{0.49}Ga\textsubscript{0.51}P (hereafter referred to as InGaP) is lattice-matched to GaAs and has been used as a replacement for the wide-gap AlGaAs cladding layers of in-plane laser diodes used in high power applica-
In order to demonstrate the potential for producing high performance optical emitters at EoE-compatible temperatures, an in-plane laser diode similar in structure to that used in [134] (Figure 2.17) was grown entirely at 470°C using GSMBE (further details in [10]). The pulsed, room-temperature light-versus-current characteristics of a number of broad-area devices fabricated from this material are shown in Figure 2.18. The low threshold current of 200 A/cm² confirms that high quality optoelectronic device material may be produced at EoE-compatible temperatures using this material system. The corresponding value for the optimized device reported in [134] is 72 A/cm². The difference may be attributable to an error in the InGaP composition (53.3% In as opposed to the targeted 49%; sample number R170), the inclusion of Ga spitting defects which were produced by the GSMBE at the time, and the specifics of the broad-area device processing [10].

**Figure 2.17: InGaAs/GaAs/InGaP QW-SCH laser structure**
Strained InGaAs/GaAs/InGaP single quantum well separate confinement heterostructure (QW-SCH) used to demonstrate high-quality EoE compatible material growth.
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Figure 2.18: Pulsed room temperature L-I characteristics of broad-area aluminum-free lasers
Pulsed room temperature light output power vs. input current density for strained InGaAs/GaAs/InGaP QW-SCH broad area lasers. Ohmic contact stripes were made with non-annealed Cr/Au or Ti/Au metallization. Cavities of various lengths were tested. A low threshold current density of 200 A/cm² was attained with a 792 µm long Cr/Au contacted device. A 284 µm Ti/Au contacted device output over 80 mW without failure.

In addition to the above laser structure, GaAs/InGaP LED heterostructures which are the basis of the devices used in Chapter 3, were grown at 470°C and compared with a similar GaAs/AlGaNAs LED heterostructure grown at 530°C [10]. Light-versus-current characteristics of these structures are shown in Figure 2.19. The GaAs/InGaP electroluminescent efficiency of 3 mW/A (2% quantum efficiency) measured at 50 A/cm² was 10 times greater than that of the GaAs/AlGaNAs sample. In fact, it is near the theoretical quantum efficiency limit set by total internal reflection of light at the GaAs-to-air interface. This result further confirms that high quality optoelectronic devices which are fully compatible with the 475°C EoE thermal limit may be produced by employing the aluminum-free InGaAsP/GaAs material system.
Figure 2.19: L-I characteristics of broad-area LED test structures

The test structure is a 500 \( \mu \text{m} \) diameter metal contact. The light output power vs. current curves exhibit a “threshold” corresponding to the transition from non-radiative- to radiative-dominated recombination mechanisms. The InGaP-based samples, grown at 470\(^\circ\)C, vary in material quality (primarily corresponding to variations in composition and thus lattice mismatch) and may be compared to the AlGaAs-based sample grown at 530\(^\circ\)C. The inset shows the layer structure of samples R196, R210, R245, and R248. R176 and R177 instead begin the structure with a 0.5 \( \mu \text{m} \) GaAs buffer layer. Sample 6042 uses a 1.2 \( \mu \text{m} \) p'-GaAs core and 0.3 \( \mu \text{m} \) (top) and 0.2 \( \mu \text{m} \) (bottom) \( \text{Al}_{0.3}\text{Ga}_{0.7}\text{As} \) claddings. Please see [10] for further details.
2.6 Polycrystalline Deposit Removal

While material is epitaxially grown in the DGW regions, polycrystalline material is deposited over the remaining die surface. An SEM micrograph of an OEIC following growth is shown in Figure 2.20. The procedure used by Shenoy at this point to remove the polycrystalline deposits consisted of masking the epitaxial material with photoresist and applying a standard GaAs wet etchant such as H₃PO₄:H₂O₂:H₂O (1:1:5). The material change from AlGaAs to InGaAsP necessitated the use of a different etching chemistry. The use of a wet process also raised the concern that overetching could allow the etchant to penetrate the photoresist mask and attack the GaAs at the base of the DGW, thereby cutting off electrical contact to the device which is made through the shallow (−100 nm) source/drain implant. Thus, this process step was altered to use a dry etch in order to enhance its overall robustness. The GaAs/InGaAsP polycrystalline deposits have been removed using Cl₂ ion-beam-assisted etching with an ECR source (ECR-IBAE) [136]. Other dry-etch processes compatible with the GaAs/InGaAsP chemistry may also be used.

A detailed recipe for polycrystalline deposit removal is given in Appendix B and is described briefly here. Following growth, roughly 0.4 μm of SiO₂ is sputtered over the die. The DGW regions, plus a 5 μm border, are covered by photoresist and the SiO₂ is etched using BOE. With SiO₂ masking the epitaxial material, Cl₂ ECR-IBAE at 195°C is next used to etch the deposits. The manufacturer’s overglass, which has been retained over the aluminum bondpads, provides an etch stop. An SEM of the result of this step is shown in Figure 2.21. The overglass is now covered with photoresist and the SiO₂ over the DGW regions and their perimeter is removed with BOE. The polycrystalline material exhibits poor adhesion to the overglass, and as a result, the ring of polycrystalline material left under the perimeter SiO₂ is also removed in this step.

An alternative to the use of the latter BOE step in removing the polycrystalline rings is to simply scrub the chip surface with a foam swab while the sample is immersed in propanol. The thin rings are sheared off and the surface of the epitaxial material remains covered with a protective SiO₂ film. No damage to either the IC surface or to the epitaxial material has been observed following this procedure. This technique can be applied to full wafers using commercial equipment used to clean wafer surfaces following chemical-mechanical polishing.
Figure 2.20: SEM of OEIC surface and cross section showing post-growth polycrystalline deposits
(a) Shows a region of an OEIC surface covered with polycrystalline deposits which includes DGWs and electronics.
(b) Cross section, made by FIBE [137], of a DGW which is filled with epitaxial material and surrounded by polycrystalline deposits, and (c) is a close-up of the left side of (b).
Figure 2.21: SEM of OEIC following dry etch of polycrystalline deposits
(a) DGW following the dry etch of the polycrystalline deposits. (b) Close-up of the lower right corner of (a). A ridge of polycrystalline material remains around the DGW due to the 5 μm outset SiO₂ mask.
2.7 Optoelectronic Device Fabrication

The EoE process concludes with optoelectronic device fabrication. By adjusting the total height of the optoelectronic device structure to match the thickness of the interconnect dielectric stack, a planar die surface is attained following removal of the polycrystalline deposits. This level of planarity, which is limited by the height variation resulting from the on-chip interconnects, allows a conventional device process developed on a bulk substrate to be used for integrated device fabrication.

A specific device fabrication flow is presented in Chapter 3 for the case of integrated LEDs. One key aspect of the device fabrication procedure which is specific to EoE is the final metallization step needed to electrically connect to top-side contact of the device with the on-chip electronics. In a commercial environment, the EoE process could actually be inserted prior to completion of the back-end process, and the connection to the optoelectronic device would be made upon resumption of the standard back-end process. In the present context, however, the top-side connection to the optoelectronic device is equivalent to a fifth IC metallization layer and must address the same surface non-planarities that are encountered commercially. A similar metallization process is thus employed: aluminum is conformally sputtered and the interconnects are defined by etching. The feature sizes required in this step are large enough to allow a patterning of the Al using PAN etchant (77% H₃PO₄, 20% acetic acid, 3% HNO₃). Details of the metallization process are given along with that of the LED in Chapter 3.

In using an Al interconnect to the optoelectronic device, care must be taken to ensure compatibility between the interconnect and the ohmic contact metallizations. In particular, a reaction between Al and Au may result in the condition known as "purple plague" [138]. This condition was encountered on the first demonstration of an InGaP-based LED integrated with non-degraded electronics. As shown in Figure 2.22, the LED top contact had to be made by direct probing while the bottom contact was made through on-chip interconnects. To eradicate the purple plague, a Ni barrier layer was deposited over the Ti/Au p-type ohmic contacts being used. The Al-free ohmic contact Ti/Pt was also investigated, but electron-beam evaporation of Pt using the available equipment raised the sample temperature to the point where the photoresist being used to pattern the metal (via a lift-off process) was damaged.
2.8 Completed OEICs

Chapter 3 will present results of integrated GaAs/InGaP LEDs. The first demonstration of these devices, detailed in Figure 2.22, was carried out on the MIT-OEIC-4 test chip fabricated in the Vitesse H-GaAs III process. A layout of this test chip is shown in Figure 2.23. Figure 2.24 shows a scanning electron micrograph of the top surface of an integrated LED in a 50 µm DGW. This device appeared on the OPTO-

Figure 2.22: First demonstration of integrated InGaP-based LEDs
The first demonstration of InGaP-based LEDs, grown at EoE-compatible temperatures, was made on the MIT-OEIC-4 test chip. In this figure, the emission from an integrated LED is observed with a microscope equipped with a CCD camera. The probe tip on the right connects to the n-type LED terminal through the bondpad and on-chip wiring which connect to the source/drain implant at the base of the DGW. The p-type contact to the LED, however, is made by directly probing the top of the device. This was necessary because of a metallurgical reaction, known as “purple plague,” between the Au-based ohmic contacts and the Al interconnect metallization.
Figure 2.23: Layout plot of the MIT-OEIC-4 test chip
Fabricated in the Vitesse H-GaAs III process, the 4.7 mm x 4.7 mm MIT-OEIC-4 test chip was used for the first demonstration of an integrated GaAs/InGaP LED.

CHIP described in Chapter 3. The Ti/Au/Ni p-contact to the 30 μm x 30 μm current confinement mesa is interconnected by Al to nearby electronics. The DGW is surrounded by an optical shield, designed to block stray LED emission from coupling into nearby electronics, which is formed by stacking interconnect metal and via patterns up to the metal-3 layer. In Figure 2.25, a similar LED has been cross-sectioned using focused ion-beam etching [137]. Figure 2.26 gives a closer view of this cross section. The figures show
Figure 2.24: SEM on an integrated LED
SEM micrograph of an integrated GaAs/InGaP PiN LED. Epitaxial material was grown inside a 50 μm square DGW surrounded by an optical shield. A 30 μm mesa confines current injected by a Ti/Au/Ni p-type ohmic contact. Al interconnects the p-contact to on-chip electronics. The n-contact is made through a source/drain implant below the DGW.

the sidewall profile of the epitaxial material, the ohmic contact to the n+ source/drain implant beneath the LED, and the top-side LED contact.

Examples taken from completed OEICs are shown in Figure 2.27 and Figure 2.28. The LEDs, photodetectors, and MESFET electronics are seen to fit together seamlessly.
Figure 2.25: FIBE cross section a completed LED
Cut along the symmetry axis of the device, through the contacts [137]. A more detailed view is given in Figure 2.26.

Thermal Stability Revisited

To verify that the procedures developed to reduce the MBE growth and GaAs native oxide desorption temperatures have been successful in eliminating degradation of the electronic performance, 23-stage ring oscillators on five chips were characterized before and after EoE processing (different sets of chips are used in each case since bondpad openings are not yet present on chips used for integration). The mean and standard deviation of the extracted inverter delay is 67±2 ps both before and after growth and fabrication. The consistency of the pre- and post-integration inverter delay is a strong indication that the electronics performance is not affected by the EoE process.
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Figure 2.26: FIBE cross section of a completed LED: detailed views
Close ups of left (a) and right (b) sides of DGW cross sectioned in Figure 2.25 [137]. (a) includes the optical shield structure while (b) shows the ohmic contact to the DGW and the metallization leading to it. The top-side contact structure is also seen in (b).
Figure 2.27: EoE integration of a LED, OPFET, and electronics
(a) Photograph and (b) SEM of an optoelectronic integrated circuit fabricated as part of the OPTOCHIP project. It includes an LED, an OPFET photodetector, an LED driver, and some processing electronics.
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**Figure 2.28: Integrated LEDs, MSM photodetectors, and VLSI electronics**
Photograph of a portion of a completed OEIC. Six integrated LEDs in 50 μm DGWs are visible along with ten MSM photodetectors and VLSI MESFET electronics. This image was taken from an OPTOCHIP OEIC.
Summary

This section has reviewed the development and details of the Epitaxy-on-Electronics process. The starting point for EoE integration is fully-metallized die fabricated by Vitesse using their standard H-GaAs III or H-GaAs IV process. Die have been used thus far due to cost and equipment limitations. However, the EoE process should be scalable to full-wafer production in a manufacturing environment since it relies only on standard growth and fabrication techniques. At its core, Epitaxy-on-Electronics consists of: 1) commercial fabrication of GaAs VLSI electronics, 2) formation of DGWs to expose regions of the GaAs substrate, 3) conventional growth of optoelectronic device heterostructures using molecular-beam epitaxy, 4) removal of polycrystalline growth deposits leading to a planar surface, and 5) optoelectronic device fabrication using well-established processing techniques. Thus, EoE produces monolithic optoelectronic-VLSI circuits by merely augmenting conventional electronic and optoelectronic device processes with the two EoE-specific steps of DGW formation and polycrystalline deposit removal. By making use of commercial electronics, EoE allows the fabrication of complex OEICs without a massive up-front investment in VLSI process development. By growing epitaxial heterostructures within implanted DGWs, EoE overcomes the non-planarity limitation of traditional optoelectronic integration approaches. And finally, by using well-established growth and fabrication techniques, EoE lends itself to high-volume, high-yield, and high-reliability manufacturing.
3

Integrated LEDs and the OPTOCHIP Project

As shown in Chapter 2, efficient lasers and LEDs may be grown at EoE compatible temperatures by making use of In$_{0.49}$Ga$_{0.51}$P, hereafter referred to as InGaP, rather than Al$_x$Ga$_{1-x}$As as the wide bandgap layer in these structures. While integration of lasers has been a long term goal of the EoE effort, LEDs were chosen as an initial demonstration vehicle in order to avoid the additional complications associated with the growth and fabrication of lasers. Section 3.1 will describe the process used to fabricate both bulk and integrated LEDs. LED design considerations and bulk LED results will then be highlighted in Section 3.2. Integrated LEDs were used as part of a research foundry project known as OPTOCHIP. This effort will be described in Section 3.3 and the characteristics of LEDs and OEICs completed as a part of it will be given in Section 3.4. Section 3.5 will then address a number of optical crosstalk issues which played a role in the OPTOCHIP OEICs. Finally, Section 3.6 will make a number of key observations based on the OPTOCHIP project and the LED and OEIC results.

3.1 LED fabrication process

Figure 3.1 shows the LED structure used to demonstrate the EoE integration process and employed in the OPTOCHIP project. Figure 3.2 (repeated from Figure 2.24) is a scanning electron micrograph of an integrated LED in a 50 µm DGW. The Ti/Au/Ni p-contact to the 30 µm x 30 µm current confinement mesa is interconnected by Al to nearby electronics. The DGW is surrounded by an optical shield, designed to block stray LED emission from coupling into nearby electronics, which is formed by stacking interconnect metal
Figure 3.1: Cross-sectional diagram of integrated LED structure
The PiN LED heterostructure is grown within a 50 μm DGW on top of an n⁺ source/drain implant which provides the n-type contact to the device. The active layer of the LED is 0.6 μm of unintentionally doped GaAs and is surrounded by wider-bandgap n- and p-type InGaP layers. A 4 nm GaAs etch stop layer is placed 0.1 μm above the GaAs core (within the p-type InGaP layer). A 0.1 μm layer of p-type GaAs is placed above the p-InGaP layer to aid in ohmic contact formation and, in conjunction with the etch stop, to control the mesa etch which is used for lateral current confinement. The p-type ohmic contact consists of an adhesion layer of Ti (30 nm) followed by a conduction layer of Au (0.15 μm) and a Ni barrier layer (50 nm). The Ni barrier prevents the Au from reacting with the Al metallization used to interconnect the LED to the on-chip electronics. Also shown is an optical shield formed by stacking on-chip metallization layers up to Metal-3. The shield surrounds the DGW and prevents stray emission from the LED from coupling into nearby electronics.
3.1 LED fabrication process

Figure 3.2: SEM on an integrated LED
SEM micrograph of an integrated GaAs/InGaP PiN LED. Epitaxial material was grown inside a 50 μm square DGW surrounded by an optical shield. A 30 μm mesa confines current injected by a Ti/Au/Ni p-type ohmic contact. Al interconnects the p-contact to on-chip electronics. The n-contact is made through a source/drain implant below the DGW.

and via patterns up to the metal-3 layer. The optical shield will be further discussed in Section 3.5.

The light-emitting core of the LED is 0.6 μm of unintentionally-doped GaAs between 0.7 μm of p-type InGaP on top and 0.7 μm of n-type InGaP on the bottom. A 4 nm GaAs etch stop layer is placed 0.1 μm above the core (inside the p-InGaP layer). A 0.1 μm p-GaAs contact layer on top of the device facilitates ohmic contact formation and mesa etching (see below). A 4.5 μm thick n-GaAs buffer layer at the bottom of the heterostructure is grown to achieve planarity with respect to the surface of the dielectric stack. A foundry-contacted source/drain implant in the DGW area provides the bottom contact to the LED. The doping of the p- and n-regions is nominally $2 \times 10^{18} \text{ cm}^{-3}$. This heterostructure was adapted from previ-
ous EoE work using AlGaAs-based LEDs [1] and has not been optimized for the Al-free materials. The LED heterostructure was grown by GSMBE at 470 °C with the exception of the majority of the thick GaAs buffer layer which was grown at 400°C in order to reduce the time spent at 470°C to less than the allowed five hours (see Section 2.1). No degradation of the conductivity of this layer or of the quality of the subsequent layers was observed as a result of this practice.

LEDs were fabricated following the GSMBE growth and the removal of the polycrystalline deposits. The fabrication process is nearly identical to that of similar devices on bulk wafers. The primary difference is in the use of thick photoresist (~3 μm) which is needed in order to insure step-coverage over chip-surface non-planarities. Contact lithography is effective at patterning the 2-3 μm minimum feature sizes, however, nonuniform resist thickness over the limited die area leads to nonuniform mask contact and, in turn, variation in device feature sizes and characteristics. As pointed out in Chapter 2, step coverage issues also lead to the use of aluminum interconnect metallization. The fabrication process is outlined below, and further details are given in Appendix B.

**Ohmic contact metallization**

The LED fabrication process begins with ohmic contact formation using lift-off. The electron-beam evaporated contacts consist of 30 nm of Ti followed by 0.15 μm of Au and 50 nm of Ni. The Ni layer is used to avoid the undesirable reaction ("purple plague") of the gold-based ohmic contact with the Al interconnect metallization [138]. Following lift-off, the sample is rapid thermal annealed at 420°C for 20 seconds.

**Mesa etch**

A 5 μm wide “moat” is next etched for current confinement around a 30 μm square active mesa. The GaAs contact layer is first etched for 1 minute using 1 H₃PO₄ : 1 H₂O₂ : 25 H₂O (which does not etch InGaP). The p-InGaP layer is subsequently etched for 35 minutes down to the GaAs etch-stop using 1 H₃PO₄ : 1 HCl : 1 H₂O (which does not etch GaAs). This latter etch exhibits electrochemical properties which require the presence of both the etch-stop as well as the conductive GaAs contact layer in order to achieve controllable, well-defined etching. Furthermore, the etch is sensitive to material quality. This tendency has not been systematically studied but appears to track the compositional accuracy of the InGaP. Tightly lattice matched InGaP films lead to good etch characteristics such as shown in Figure 3.3. Lower
3.1 LED fabrication process

Figure 3.3: SEM of InGaP wet etching result
A bulk sample of LED material (heterostructure shown in Figure 3.1) was etched using 1 H₃PO₄ : 1 H₂O₂ : 25 H₂O to etch the 0.1 μm GaAs contact layer and 1 H₃PO₄ : 1 HCl : 1 H₂O to etch the 0.6 μm InGaP layer down to the 4 nm GaAs etch stop. In this high-quality sample, the surface at the base of the mesa is smooth and the mesa sidewalls are well-defined and vertical.

InGaP quality leads to a rough etched surface (see, for instance, Figure 3.5). Both the inherent InGaP quality, and the degraded etch characteristics may impact device performance.

Passivation and via etch
Next, a 0.2 μm layer of SiO₂ is sputtered over the device/OEIC surface. A via is etched through this dielectric over a designated region of the ohmic contact using buffered-HF. Openings are also made, using CHF₃/O₂ reactive ion etching, to allow access to contact pads (for electrical connection to the LED top contact) and to bondpads.

Interconnect metallization
The LED fabrication process concludes with the interconnect metallization. A one minute in-situ, argon-sputtering back-etch is used to remove the aluminum surface oxide (on the OEIC contacts and bond-
Figure 3.4: SEM of LEDs on first OPTOCHIP OEIC showing poor interconnect metallization
Nonplanarity of the OEIC surface leads to nonuniform photoresist coverage and exposure. On the initial fabrication run of OPTOCHIP OEICs, this resulted in a large number of open circuits following the wet etching of the Al interconnect metallization. On subsequent runs, the interconnect geometry was modified to eliminate this problem.

pads) prior to sputtering 0.75 μm of aluminum. This layer is patterned using PAN etchant (77% H₃PO₄, 20% acetic acid, 3% HNO₃) to interconnect the LED top contacts to the OEIC electronics. As already pointed out, sputtering is used in this step in order to insure film coverage over the chip-surface non-planarities. Surface height variations are a result of the underlying metallization layers. There is also an abrupt 1-1.5 μm step at the boundary of the overglass cut exposing the metal-4 contact pad used for the LED p-type connection. Al sputtering is effective in covering these features.

A further issue, however, arises in patterning the Al film using a wet etch. Wet etching was selected here as a practical matter in order to minimize dependence on the dry-etching equipment that was available. Due to variations in resist coverage and exposure resulting from surface non-planarities, the size and geometry of the interconnect patterns must be selected in order to avoid inadvertent open circuits. Figure 3.4 shows LEDs on the first (preliminary) OPTOCHIP OEIC to be fabricated. The Al metallization pattern used in this case resulted in a high occurrence of open circuits due to poor etching. In response, the metal-
3.1 LED fabrication process

This LED was fabricated inside an 85 μm DGW. Superior results were achieved, as compared with the 50 μm DGWs, because of the greater ease of DGW preparation and the greater local planarity during LED fabrication. The epitaxial material is seen to have good surface morphology, and the mesa and metallization patterns are well defined. Unlike the etch test shown in Figure 3.3, however, the bottom of the “moat” which isolates the mesa is seen to be rough. This is a result of material quality limitations which were common to both the integrated LEDs and the bulk devices which were grown simultaneously.

A closer look at a completed, integrated LED is shown in Figure 3.5. This device is built in an 85 μm DGW.
3.2 Bulk LEDs

To be useful in optical interconnect demonstrations, the integrated LEDs should combine high output power and power conversion efficiency ("wallplug" efficiency) with a low operating voltage. While the demonstrative nature of the LED development did not justify the iterative process needed to optimize the material heterostructure, a range of design options in the geometrical layout of the device were examined. Relevant design considerations include current density, current spreading, contact resistance, and extraction efficiency.

In the double-heterostructure PiN LEDs being used, electrons and holes are injected from the n- and p-type InGaP layers, respectively, into the lower-bandgap GaAs active region. The basic operation of this device is reviewed in Figure 3.6. Within the active region, these carriers may recombine by either a radiative or a nonradiative mechanism. For a carrier concentration \( n \), non-radiative recombination proceeds as \( A n \) while radiative ("bimolecular") recombination goes as \( Bn^2 \). For low carrier concentrations, non-radiative recombination dominates. Above a certain concentration, determined by the relative sizes of \( A \) and \( B \), radiative recombination becomes dominant. In the device L-I (light-output vs. current) characteristics, this behavior is manifest as a threshold below which light output is negligible and above which light output is proportional to current (above "threshold" and in steady state, \( Bn^2 \) becomes proportional to current). The crossover can also be seen as a "knee" in the I-V (current vs. voltage) characteristics since each recombination mechanism give rise to a different ideality factor. Alternately, the LED characteristics may be viewed as arising from a parallel combination of a pair of diodes corresponding the two recombination mechanisms.

It is desirable to maximize the current density of the LED in order to operate well above the non-radiative to radiative cross-over. This suggests minimizing the mesa area. However, power efficiency also depends on ohmic contact resistance. To minimize the resistance of the ohmic contact, the metallization area should be maximized. In the simple mesa confined devices being used, the ohmic metallization blocks the light emission and reduces external efficiency. These issues are reviewed in Figure 3.7. As in previous demonstrations, the LED mesa was chosen to be 30 \( \mu \)m X 30 \( \mu \)m. This mesa size is consistent with the typical spot size of the optical systems in which the LED would be used. Furthermore, as a practical matter, feature sizes of the ohmic metallization had be kept to ~2-3 \( \mu \)m and additional space had to be allowed on
3.2 Bulk LEDs

A rate-equation formalism is used to balance the terminal current with radiative and non-radiative recombination. The theoretical steady-state output power is plotted for a 30 μm square LED with $A=2\times10^7 \text{ s}^{-1}$ and $B=2\times10^{-11} \text{ cm}^3\text{s}^{-1}$, as determined in [14]. The internal efficiency and collection efficiency were set to $\eta_i=0.9$ and $\eta_c=0.01$, respectively.

\[
\frac{\partial n}{\partial t} = 0 = \frac{\eta_i}{qV_{act}} I - An - Bn^2
\]

\[
P_{opt} = \eta_c h\nu V_{act} Bn^2
\]

\[
I' = \frac{\eta_i}{qV_{act}} I
\]

\[
P_{opt}(I \to \infty) \equiv \eta_c \frac{h\nu}{q} I
\]

Figure 3.6: Basic LED operation
External Quantum Efficiency: 
\[ \eta_{ext} = \frac{L}{I} \frac{A_{act}}{A_c} \]

Wallplug Efficiency: 
\[ \eta_{wall} = \frac{L}{IV} = \frac{\eta_{ext} I}{I(V_j + IR_c)} \]

Contact Resistance: 
\[ R_c = \frac{r_c}{A_c} \]

\[ A_c \uparrow \quad \eta_{ext} \downarrow \quad R_c \downarrow \quad \eta_{wall} \uparrow \downarrow ? \]

**Figure 3.7: Optimizing LED wallplug efficiency**

The external quantum efficiency, \( \eta_{ext} \), wallplug (power) efficiency, \( \eta_{wall} \), and contact resistance, \( R_c \), are related to the active device area, \( A_{act} \), the ohmic contact area, \( A_c \), the junction voltage, \( V_j \), and the specific contact resistance, \( r_c \). Increasing the contact area lowers the external quantum efficiency by blocking more light, but it also lowers the contact resistance, reducing the terminal voltage. For a given operating current and specific contact resistivity, which is determined by the ohmic contact metallization, there is a certain contact area which optimizes the wallplug efficiency.

The shape of the ohmic is also significant in that it affects current spreading. It is desirable to have injected current spread away from the ohmic so that the generated light is not blocked. A number of different ohmic patterns of varying size and shape were tested in conjunction with the 30 \( \mu \)m X 30 \( \mu \)m mesa. These are shown in Table 3.1 along with the ohmic contact area for each. To assess the current spreading characteristics of the various designs, LEDs were viewed with a CCD camera while in operation. Several representative emission patterns are shown in Figure 3.8. It is seen that the annular contact provides good current spreading while blocking less mesa area than the multi-finger designs. The cross pattern does not promote good current spreading.

The I-V and L-I characteristics of LED with the various contact are shown in Figure 3.9. Notice the threshold in the L-I curves and the corresponding kink in the I-V curves which originate from the non-radiative to radiative crossover mentioned above. It must be noted that the light output reported in Figure 3.9 is
Table 3.1: Various ohmic contact geometries tested in conjunction with a 30 μm square mesa
Basic annular designs of varying contact area (A, C, F) were augmented with multi-finger designs (D, E, G, H) and a cross pattern (B) in order to study the effect of contact area and geometry on contact resistance, current spreading, and quantum efficiency. Further details may be found in [14].

<table>
<thead>
<tr>
<th>Contact Structure</th>
<th>Contact Area (μm²)</th>
<th>Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>329</td>
<td><img src="image" alt="Pattern A" /></td>
</tr>
<tr>
<td>B</td>
<td>197</td>
<td><img src="image" alt="Pattern B" /></td>
</tr>
<tr>
<td>C</td>
<td>225</td>
<td><img src="image" alt="Pattern C" /></td>
</tr>
<tr>
<td>D</td>
<td>326</td>
<td><img src="image" alt="Pattern D" /></td>
</tr>
<tr>
<td>E</td>
<td>413</td>
<td><img src="image" alt="Pattern E" /></td>
</tr>
<tr>
<td>F</td>
<td>169</td>
<td><img src="image" alt="Pattern F" /></td>
</tr>
<tr>
<td>G</td>
<td>253</td>
<td><img src="image" alt="Pattern G" /></td>
</tr>
<tr>
<td>H</td>
<td>297</td>
<td><img src="image" alt="Pattern H" /></td>
</tr>
</tbody>
</table>

Figure 3.8: Emission pattern from LEDs made with various contact geometries
LEDs were fabricated on bulk material with 30 μm square mesas and the contact geometries indicated. The LEDs were biased at 0.5 mA and their emission was viewed through a microscope with a Si CCD camera. The annular pattern (F) is seen to produce good current spreading. It is evident that the cross pattern (B) does not support good current spreading, and that the multi-finger design (G) does not give any advantage over the basic annulus.
Figure 3.9: Static characteristics of bulk LEDs
Plots of light-vs.-current (L-I), current-vs.-voltage (I-V), and log-current-vs.-voltage (log(I)-V) for LEDs fabricated on bulk material with 30 μm square mesas and the contact geometries shown in Table 3.1. The optical power being reported has not been corrected to account for collection efficiency. The crossover from nonradiative- to radiative-dominated recombination is seen as the 0.4 mA threshold in the L-I curves. A corresponding knee may be seen in the I-V curves and, more acutely, in the log(I)-V curves. These plots originally appeared in [14].
not calibrated to reflect the collection efficiency of the measurement setup. A more careful assessment has shown some devices to achieve an external quantum efficiency in excess of 12 µW/mA (0.85%).

Figure 3.10 allows the relative optimallity of the various contact designs to be judged (note: collection efficiency is not calibrated). Notice that while contact F, which is an annular contact with the smallest contact area, has the largest quantum efficiency (top-right plot), it is device A, which is also annular but with a significantly larger area, and thus a lower contact resistance, that gives the highest power efficiency and the lowest operating voltage. An ohmic contact similar to A was thus chosen for the integrated LEDs used in the OPTOCHIP project.
Figure 3.10: LED contact geometry selection

Figure 3.8 showed that the annular contact geometries (devices A, C, and F in the above plots and in Table 3.1) have good current spreading characteristics. The above plots compare these devices, along with the cross pattern B, in order to optimize the contact area. The light output and efficiency above are not corrected to account for the light collection efficiency of the measurement setup. “Efficiency” is defined above as the output optical power divided by the terminal current, while the “wall-plug efficiency” is defined as the output optical power divided by the total LED power dissipation. It is seen that while device F, which has the smallest contact area, is optimal with regard to efficiency at a given current level, device A, with the largest contact area, is actually preferable in all other scenarios. Specifically, it produces more light at a lower voltage and achieves a higher wall-plug efficiency under most circumstances. This is due to its lower contact resistance. These plots originally appeared in [14]
3.3 The OPTOCHIP project

One of the barriers to the advancement of optical interconnects has been the unavailability of complex OEICs to optical interconnect system researchers. Although no commercial source exists for OE-VLSI components, large-scale collaborations between OEIC technologists and users can catalyze optical interconnect development. A notable example of such an effort has been the AT&T/DARPA hybrid-SEED smart-pixel workshop which made OEICs based on flip-chip bonded multiple-quantum-well modulators available to the participants [139]. A similar research foundry, the OPTOCHIP project, has delivered emitter-based OEICs fabricated with the EoE process. The goals of OPTOCHIP have been two-fold. First, to advance the development of optical interconnects by providing much-needed OEICs to system researchers, and second, to refine the EoE technology on the basis of valuable feedback from the designers.

In the OPTOCHIP project, the EoE process was carried out to fabricate OEICs which combined monolithically integrated GaAs/InGaP LEDs with the electronics and photodetectors available on the standard Vitesse H-GaAs III process. As outlined in Figure 3.11, nine research groups involved in optical interconnect system development took part in the project, with two groups combining their designs in a shared area. The project was kicked-off at an informal meeting of the participating groups in February 1996. Each of the participants completed the design of a 2 mm x 2 mm die. Final layouts of the eight contributed designs were collected at MIT in April, combined with a ninth 2 mm x 2 mm design, and tiled into a 3x3 array to form a “master” die. With scribe line patterns added around each submission, the master die measured 7.3 mm x 7.3 mm. This layout was submitted to the MOSIS service for inclusion on the May 1996 H-GaAs III fabrication run [122]. The electronic master die were returned by MOSIS in August. Following equipment related delays, growth and fabrication of integrated LEDs began in January 1997. A total of five of the master die were processed for the OPTOCHIP project. A finished master die is pictured in Figure 3.12. The completed masters were sawed to separate the individual 2 mm x 2 mm designs. The last of these completed OEICs was shipped to the OPTOCHIP participants in May 1997. The various delays encountered in the one year period from the date the design was submitted to MOSIS until chips were sent to the participants added over six months to the cycle. Under more optimal circumstances the sequence could be executed, in a research environment, in as little as three months.
Feb.-May '96: Design of 2x2 mm OEICs

May '96: Designs assembled at MIT into 7.3 mm x 7.3 mm chip
Submitted to MOSIS

May-Aug. '96: VLSI electronics fabricated by Vitesse Semiconductor, Camarillo CA

Aug. '96 - May '97: Epitaxy-on-Electronics integration process carried out at MIT

May '97: Completed OEICs separated and returned to designers

Figure 3.11: The OPTOCHIP project
3.3 The OPTOCHIP project

Figure 3.12: Photograph of a finished OPTOCHIP master die

The master die is composed of nine 2 mm x 2 mm designs. With the addition of scribe lines, the total master die measures 7.3 mm x 7.3 mm. The nine designs are identified in Figure 3.18.
Design tools

The design of EoE-OEICs for the OPTOCHIP project followed a standard flow common in electronic design and used standard VLSI CAD tools. The layout of the electronic circuitry, implemented using enhancement- and depletion-mode MESFETs and four metallization layers, followed the H-GaAs III design rules established by Vitesse. Layouts were completed in the designers’ preferred tools, including Cadence, Magic, and LEDit, and were simulated in HSPICE with device models provided by Vitesse. A number of groups used software from Cascade Design Automation Corporation (now Duet) to synthesize circuit layouts on the basis of a high-level hardware description language. The Cascade suite also included input/output pad drivers and a pad frame for the Vitesse process. Others employed full-custom circuit layout and a custom pad frame.

Optoelectronic standard cells

In addition to the design rules and HSPICE models which support the electronic design, the OPTOCHIP participants were provided with standardized drop-in cells which provided optical functionality. These included metal-semiconductor-metal (MSM) and optically sensitive FET (OPFET) photodetectors implemented as part of the H-GaAs III process, LEDs, and an LED driver circuit.

The LED cell included all layers needed at the Vitesse foundry and in the EoE process, and the designers were required to make electrical connections to the LED using metal-1 for the n-contact and metal-4 for the p-contact. The standard OPTOCHIP LEDs used a 50 μm x 50 μm dielectric growth well (DGW) surrounded by an optical shield. The layout of the LED drop-in cell is shown in Figure 3.13 along with a photograph of a completed OPTOCHIP LED. The EoE design rule regarding placement of the LED cells stipulated only that the surrounding layout geometries, with the exception of the electrical connections to the n- and p-contacts, be placed beyond the optical shield by the minimum space set in the Vitesse design rules. Although not a requirement, most LEDs in a typical design were connected to a common metal-4 p-contact designated as the LED supply rail and were modulated by switching the current at the n-contact.

The LED driver circuit, shown in Figure 3.14, is similar in design to the first-generation laser driver described in Chapter 5.

The MSM photodetector drop-in cell is shown in Figure 3.15. These devices will be dealt with in Chapter 4. Briefly, they are implemented by forming interdigitated gate-metal fingers over a MESFET
Figure 3.13: LED drop in cell used in OPTOCHIP
(a) The layout provided to the designers, which includes all Vitesse layers needed to implement the DGW and optical shield, as well as all EoE layers needed to fabricate an integrated LED. Electrical contact to the LED is made via metal-1 and metal-4 at the points indicated. (b) A photomicrograph of an OPTOCHIP LED.

Figure 3.14: LED driver drop in cell used in OPTOCHIP
Schematic (a) and layout (b) of an LED driver circuit provided to the OPTOCHIP designers [140]. The operation of this circuit is similar to the basic switched-current-mirror laser driver described in Chapter 5.
Two versions of a drop-in MSM photodetector cell were implemented using 20 μm square active regions and 1.2 μm and 1.0 μm interdigitated gate metal fingers spaced 1.6 μm and 1.8 μm apart, respectively. An 8 μm wide ring of source/drain n⁺ implant surrounded the cell to provide backgate isolation.

active region. MSM detectors of this design will operate at several hundred Mb/s and have a responsivity of approximately 0.2 A/W. Typically, a transimpedance amplifier is required to use an MSM in an optical receiver.

An OPFET photodetector is implemented using a floating gate enhancement-mode MESFET. The OPFET drop-in cell is shown in Figure 3.16(a). This detector may be combined with a diode connected depletion-mode MESFET load to form an optical-input direct-coupled FET logic (DCFL) inverter, as shown in Figure 3.16(b). Optical input logic thresholds of 0.1 μW are readily achieved, making OPFET receivers well-matched to LED transmitters. However, OPFET bandwidths are typically 10-100 KHz. Many of the OPTOCHIP designs have made use of OPFET receivers and are thus limited in speed by the detector rather than the LED.

Wavelength

As will be quantified below, the OPTOCHIP LEDs emit at 873 nm corresponding to band-to-band emission from the GaAs core. A wavelength of ~850 nm is more common in short-haul optical interconnects (it is well detected by both GaAs and Si detectors), but emission at 850 nm requires the growth of a quaternary InGaAsP material. This does not pose an EoE-specific problem, but does require greater control in
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Figure 3.16: Optically-sensitive FET (OPFET) drop-in cell used in OPTOCHIP

As shown in the layout in (a), two OPFET photodetectors were implemented with 40 μm square active regions and 1.2 μm and 1.0 μm floating gates. The cell was surrounded by an 8 μm wide ring of source/drain n⁺ implant to provide backgate isolation. The schematic in (b) shows how the OPFET may be used as part of an “optical input inverter”. In this configuration, the OPFET takes the place of the drive EFET of a DCFL (direct coupled FET logic) inverter. With a DFET W/L ration of 6 μm / 18 μm and a 1.2 μm OPFET gate, the optical inverter achieves a logic threshold of 0.1 μW using 850 nm incident light.

growth conditions as compared to the ternary InGaP or the binary GaAs. Since the 873 nm emission from the basic GaAs core may be detected with the GaAs-based photodetectors available on the Vitesse process, though with somewhat reduced sensitivity, the more difficult quaternary growth was not implemented for this demonstration project. A plot of the spectral characteristics of an H-GaAs III MSM photodetector is shown in Figure 3.17.

The OPTOCHIP designs

The designs completed in the OPTOCHIP project include applications in free-space optical interconnects and smart pixels, image processing, neural networks, and sensing. Figure 3.18 shows the OPTOCHIP groups, including descriptive project titles and the principal investigators. The position of each group in this figure corresponds to their location on the master die.

The designs varied substantially in terms of their use of digital and analog electronics, OPFET and MSM photodetectors, LED density, and circuit complexity. Each master die contained a total of 195 inte-
Figure 3.17: GaAs photodetector optical responsivity spectrum
Measurements were made on a Vitesse H-GaAs III MSM photodetector and are normalized to unity at 880 nm incident wavelength [141]. The same curve applies to the OPFET photodetectors. The GaAs active region of the integrated LEDs emit light at 873 nm, and may thus be used in conjunction with the Vitesse photodetectors.

An additional, noteworthy OPTOCHIP example is the network interface chip ("SAPIENT") implemented at USC and occupying the lower half of the OEIC in Figure 3.20 [144]. This digital circuit was
### Figure 3.18: OPTOCHIP Participants

The participants position in this chart corresponds to the location of their design in the master die shown in Figure 3.12.
Figure 3.19: OPTOCHIP OEIC example: optical neural network array.
A 2 mm x 2 mm OPTOCHIP design of an optical neural network smart pixel array [145]. Each pixel consists of one LED, two OPFET photodetectors, and a 20-transistor processing circuit. The 6x11 array achieves a density of 4444 pixels/cm². (a) is a photograph of a finished die, (b) is a layout of the unit cell used for form the array, and (c) is an SEM view of a portion of the array.
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Figure 3.20: OPTOCHIP OEIC example: optical network interface
The OPTOCHIP submission from USC includes two designs, seen in top and bottom halves of the die photo in (a), and utilized computer-synthesized layout based on a hardware description language. The lower design, known as “SAPIENT” (SmArt PIxEL Network inTerface), has been deployed in an optical interconnect demonstration as shown in Figure 3.21. The layout of the unit cell which makes up the SAPIENT smart-pixel array is shown in (b) [144].

designed in a hardware description language from which the layout was synthesized. Two of these OEICs were deployed in an optical system, shown in Figure 3.21, and test data was transmitted between them. As will be pointed out in the next two sections, this demonstration was limited by issues of LED yield and optical crosstalk. Notwithstanding these limitations, it is a good example of the rich capabilities of the EoE technology and represents a milestone in the technology’s development.

Summary

The OPTOCHIP project has addressed the goal of advancing optical interconnect development by providing emitter-based OEICs of unprecedented density and complexity to the user community. In this initial research foundry offering, much of the participants’ efforts were focused on qualifying the EoE technology for future full-scale optical interconnect demonstrations. Free space optical interconnection between a pair of OPTOCHIP circuits has been demonstrated by one of the OPTOCHIP groups. The current LED-based
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Packet \{000 001 011\} is loaded to chip1 from host computer1.

Chip1 will send out the packet \{000,001,011\} when the network is idle.

Packet \{000 001 011\} is unloaded from chip2 to host computer2.

Chip2 will drop the packet \{000,001,011\} when the node address is matched.

Triplet \(f=28.4\text{mm}\)

Pellicle

Triplet \(f=28.4\text{mm}\)

Figure 3.21: Overview of the SAPIENT optical interconnect demonstration

The OPTOCHIP implementation of “SAPIENT” (SmA rt PlxEI Network inTerface) was deployed in an optical interconnect demonstration by its designers at USC. This figure, taken from reference [144], shows the physical implementation of the link in which two of the OEICs shown in Figure 3.20 are used to transmit packets of binary data through the optical system.

OEICs are adequate for a basic implementation of many optical interconnect architectures. The performance of these demonstrations is limited, however, by the characteristics of the LEDs and photodetectors to be presented in Section 3.4 and by optical crosstalk effects explained in Section 3.5. Not withstanding these limitations, the experience of the OPTOCHIP participants has validated the design flexibility of the EoE technology. Their feedback and the device and circuit results will be examined in Section 3.6.
3.4 Integrated LED and OEIC results

The majority of the results presented in this section are based on test cells found on the MIT portion of the OPTOCHIP master die. A layout of the MIT design is shown in Figure 3.22. Additional results are based on the West Point OPTOCHIP design (lower left corner of Figure 3.12 and Figure 3.18), and on observations of the OPTOCHIP participants.

A scanning electron micrograph of an integrated LED in a 50 μm DGW is shown in Figure 3.2. The optical shield around the DGW perimeter is formed by stacking interconnect metals up to Metal-3. The purpose of this shield, as discussed in Section 3.5, is to prevent coupling of LED emission to nearby electronics. The present section is concerned only with the effect of the shields on LED performance. Two shield designs (referred to as #1 and #2) differing in the sizing and placement of metal and via patterns, and consequently differing in surface non-planarity above the shield, were implemented around 50 μm DGWs. Unshielded 85 μm DGWs were also used.

In many of the 50 μm DGWs, the material within a ~7 μm border of the DGW was seen to be rough, as in Figure 3.23. This effect was absent in the 85 μm DGWs. Examination of five completed OPTOCHIP OEICs suggests that the extent and frequency of this border depends both on the DGW size and on the surface non-planarity of the surrounding shield and electronics. It is believed that the roughness originated during the DGW formation stage of these chips as a result of poor photolithography which led to incomplete removal of the photoresist along the DGW perimeter. In earlier work, growth was obtained in DGWs as small as 10 μm square [2], and 50 μm DGWs have been used both before and after the OPTOCHIP project, and with both AlGaAs- and InGaP-based devices, without similar complications. More work is required to determine the minimum practical DGW size and the maximum density with which the LEDs and electronics may be placed.

Wavelength and directionality

The angular distribution of the output light from the integrated LEDs has been found to be Lambertian (intensity proportional to the cosine of the normal angle), as plotted in Figure 3.24 [146]. The angular distribution is important in determining the coupling efficiency of the LED emission into an optical system. Knowledge of the angular distribution is also used to calibrating the output power measurements shown below.
Figure 3.22: Layout of the MIT OPTOCHIP design
The 2 mm x 2 mm MIT design, at the center of the OPTOCHIP master die in Figure 3.12, consists of a number of test cells. These include the three optoelectronic circuit demonstrations shown in this section, test structures used to measure the static and dynamic properties of the LED, the ring oscillator used in measurements mentioned in Section 2.8., and additional cells used to characterize the MSM and OPFET photodetectors and the backgate crosstalk effects taken up in Section 3.5.
3.4 Integrated LED and OEIC results

**Figure 3.23:** Poor material quality at perimeter of 50 µm DGWs
SEM of 50 µm DGW following MBE growth (a) and close up of left edge of same DGW (b). The polycrystalline deposits on the surface of the OEIC have not yet been removed. Contrast the smooth morphology of the epitaxial material at the center of the DGW with the rough surface along the border of the DGW region. The material is believed to be degraded in these areas due to incomplete removal of the photoresist during the DGW preparation process.

The emission spectrum of an integrated LED operating at three power levels is shown in Figure 3.25 [23]. As determined from a measurement of ten LEDs taken from two OPTOCHIP master die, the LED emission is centered at a wavelength of 873±1 nm and has a spectral full-width-at-half-maximum (FWHM) of 31±2 nm, or roughly 50 meV [20]. As expected, this is consistent with the thermally broadened band-to-band emission from the unintentionally-doped GaAs core, and it agrees with electroluminescence spectra taken on bulk LED material [10]. The spectral peak shifts by only 3 nm over a wide operating range, and the uniformity of the spectral characteristics is seen to be quite good.

**Light-Current-Voltage characteristics**

The current/voltage/light-output characteristics of typical, working LEDs in each of the three types of DGWs are shown in Figure 3.26. In each of the three sets of data, the LED current begins to gradually rise
starting at 1-2 V. At an LED current of 1.5 mA, the rate of current rise increases dramatically. Light emission begins at this “knee” current. These characteristics are similar to those of the bulk LED discussed in Section 3.2. The primary difference is in the value of the knee current—1.5 mA in this case rather than 0.4 mA in the case of the bulk LEDs. The voltage corresponding to the knee varies from 1.5 V to 3 V in the data given. The overall device performance is characterized by the value of the knee current and the differential external quantum efficiency above the knee.

The 1.5 mA knee current corresponds to a current density of 170 A/cm² within the 30 μm x 30 μm LED mesas. Electroluminescence studies on bulk LED material grown alongside the OEICs exhibited a comparable knee current density. This tends to indicate that the knee current difference between these LEDs and those shown in Section 3.2 originates in the material growth rather than in the integration process.
3.4 Integrated LED and OEIC results

The optical spectrum of an OPTOCHIP LED is shown at three bias points [23]. Similar measurements on ten LED on two copies of the West Point OPTOCHIP give the mean emission wavelength as 873±1 nm and the FWHM as 31±2 nm, or roughly 50 meV. This is consistent with thermally broadened band-to-band emission from the GaAs core of the LED.

The bulk material grown alongside the OEICs was broken during LED processing, precluding a direct comparison of fully-processed bulk and integrated LED efficiencies above the knee. Instead, the differential external quantum efficiency of the integrated LEDs may be compared with a theoretical limit of 1%. This limit is set by the total internal reflection of 98% of the spontaneously emitted light within the device, and by metal coverage of 50% of the active area. At a current of 10 mA (8.5 mA above the knee) the differential external quantum efficiency is 1.0% for the 85 μm DGW case and 0.3% and 0.6% for 50 μm DGWs with shield styles #1 and #2, respectively.

The lower efficiency of the 50 μm DGW LEDs is presumably linked to their rough border. While better process control will be needed to prevent a repeated occurrence of this problem in the 50 μm DGWs,
Figure 3.26: Typical static characteristics of integrated LEDs on OPTOCHIP

Voltage vs. current and light output vs. current characteristics of EoE-integrated GaAs/InGaP LEDs. Results are given for LEDs in unshielded 85 µm DGWs (solid lines) and for LED in 50 µm DGWs with two different optical shield styles (dashed and dotted lines).

The 85 µm DGW results are already significant. The high differential efficiency of the 85 µm DGW LEDs indicates that optoelectronic devices integrated with VLSI electronics using the EoE process can retain the performance achieved by similar discrete devices.

Uniformity

The variability of the rough border in the 50 µm DGWs translated into poor uniformity among the LEDs fabricated in these DGWs. Greater uniformity is found among the 85 µm DGW LEDs. Out of twelve 85 µm DGW LEDs measured on four OEICs, only one device failed due to a damaged interconnect. At 10 mA, the remaining eleven LEDs had a power efficiency mean and standard deviation of 0.3±0.1%. The 30% variability in this figure is a manifestation of the poor process control afforded by the handling of bare die in a research facility and can be expected to improve in a manufacturing environment using full wafers.

The uniformity of the 50 µm DGW OPTOCHIP LEDs is significantly lower than the 85 µm DGW result. In this case, the large variability in the border roughness in the 50 µm DGWs translated into significant variability in the OPTOCHIP LEDs. Figure 3.27 shows L-I plots of 18 LEDs on two copies of the
Figure 3.27: Uniformity of OPTOCHIP LEDs
Light-vs.-current measurements were made on eighteen LED taken from two copies of the West Point OPTOCHIP [23]. Around one third of these devices have characteristics similar to those of Figure 3.26. Another third of the devices were half as efficient, and the remaining third functioned very poorly. These uniformity characteristics are a result of the rough border material shown in Figure 3.23.

OPTOCHIP OEIC designed at West Point [23]. It is apparent that approximately one third of these LEDs exhibited the typical characteristics shown in Figure 3.26. Another third were half as efficient, and the remaining third performed very poorly. This level of variability has hindered a number of the OPTOCHIP designs which depend on emitter uniformity for their essential functionality.

Modulation bandwidth

The small-signal bandwidths of integrated LEDs in both 50 µm and 85 µm DGWs was measured by Vaidyanathan, and found to vary from 30 MHz to 40 MHz with increasing bias [14]. The low bandwidth of
these unoptimized LEDs is due to the thickness of the emission region and due to the lack of p-type doping in this region. Improved design could increase the LED bandwidth to over 100 MHz [14].

**“Basic optoelectronic circuit”**

The schematic of an optoelectronic circuit consisting of an OPFET photodetector, GaAs electronics, and an integrated LED is shown in Figure 3.28. As seen in Figure 3.22, the OPFET was placed at the upper left corner of the MIT OPTOCHIP design while the LED was located at the lower left corner. The OPFET, a 40/1 (W/L [µm/µm]) floating-gate EFET, is loaded by a diode-connected DFET to form an optical-input direct-coupled FET logic (DCFL) inverter. The output of this stage, labeled “Optical Inverter” in the figure, passes through three successively larger DCFL inverters before driving a 50/1 EFET that modulates the LED. The drain of this EFET is labeled “EFET Pull-down” in the figure. The LED in this circuit uses a 50 µm DGW with a style #2 optical shield. The characteristics of this LED are similar to those shown in Figure 3.26, with the electrical turn-on at 2 V and the knee current corresponding to 4 mA.

Correct operation of this circuit is demonstrated in Figure 3.29. To characterize the circuit, 850 nm light from a laser diode was focused onto the OPFET through a microscope objective, and the laser power was varied. With no applied light, the OPFET is in its off state and the DFET load pulls the optical inverter
output to the DCFL high level of 0.6 V. Following three inversions, the signal arrives at the gate of the pull-down EFET as a low. The drain of this off-state EFET rises to 3 V, and 2 V remains across the LED. There is no significant LED current and the optical output is off. When the incident power reaches just above 0.1 \( \mu \)W, the OPFET switches on. The optical inverter output is now pulled to a DCFL low level of 0.1 V. This signal cascades through the three inverter stages and turns on the pull-down EFET. The drain of this EFET now drops to 0.8 V. With 4.2 V across the LED, the EFET sinks 4.6 mA of current corresponding to an optical output power of 2 \( \mu \)W. This power level is 13 dB above the 0.1 \( \mu \)W optical input threshold. This regenerative effect, or “optical gain”, allows EoE-integrated LED-based OEIC to meet the realistic system requirements of many optical interconnect architectures. In fact, this 13 dB figure represents a lower bound on the optical gain achievable with these OEICs. Use of an 85 \( \mu \)m DGW LED would increase this optical gain to roughly 20 dB.

“Number array”

Figure 3.30 simultaneously demonstrates both the impressive capabilities of the EoE technology and the unfortunate limitations imposed by the large variability in OPTOCHIP LED efficiency. The circuit
Figure 3.30: "Number array"

An EoE-integrated numerical display [147]: (a) A photomicrograph of the circuit. The decimal equivalent of a four-bit binary value, input through the four bondpads labeled ‘A’, ‘B’, ‘C’, and ‘D’, is displayed on a 3x5 array of standard OPTOCHIP LEDs. The combinational logic circuit is located to the left of the LED array, while LED drivers are placed immediately adjacent to the LEDs. The LED density in the array is nearly 6800/cm². (b) An SEM view of a portion of the array. (c) The display output for the values one through nine as viewed by an IR sensitive CCD camera. Eight out of the fifteen LEDs are operating efficiently.
accepts a four-bit binary input and displays the corresponding decimal value on a 3x5 array of standard OPTOCHIP LEDs [147]. The combinational logic circuit which carries out the binary-to-display translation is to the left of the LED array in Figure 3.30(a), while driver circuits are placed immediately adjacent to each LED in the array itself. The LED density in the array is nearly 6800/cm². Figure 3.30(b) shows the display output for digits one through nine. The identity of the digits is obscured by the poor LED yield, although eight out of the fifteen LEDs are in fact emitting brightly.

"Smart pixel"

An additional demonstration of EoE’s functionality is given in Figure 3.31(a). This circuit, which will be examined in Chapter 5, is representative of a smart pixel designed as part of a 1 Tb/s/cm² array. It includes one 85 µm DGW LED, one OPFET-based receiver, and the complex digital electronics indicated in Figure 3.31(b). The intent of the circuit is to demonstrate dynamic optoelectronic circuit operation involving both optical input and output while slowing down the output in order to simplify characterization. As shown in Figure 3.31(b), an internally-loaded 63-stage ring oscillator generates a clock which is divided down by a chain of seven toggle-connected D-flip-flops. The output of one of the final two flip-flops is selected by a multiplexer on the basis of the optical input and is applied to the LED driver circuit detailed in Figure 3.31(c). The LED driver is, in fact, the OPTOCHIP drop-in cell shown in Figure 3.13. The electrical output of the driver and the optical output of the LED are shown in Figure 3.31(d) in the case of zero optical input. The response time of the LED output trace in Figure 3.31(d) is limited by the external receiver used in the measurement. The integrated LED oscillates at 476 kHz in the absence of optical input and at 943 kHz when an optical input is applied (These measured values differ from the expected 1:2 ratio by less than 1%; see Section 3.5). Internally, the DCFL electronics are operating at very high speeds. The gate delay extracted from the loaded ring oscillator in this circuit is 130 ps.

Summary

The integrated LEDs have fulfilled their reason for being. They have demonstrated the ability of the EoE technology to integrate efficient light emitters with high performance VLSI electronics. They have provided a vehicle to exercise EoE’s rich design capabilities. And, they have enabled the completion of the OPTOCHIP project which has helped to promote optical interconnect system development.
Figure 3.31: “Smart pixel”
A canonical tera-bit/s/cm² EoE smart pixel: (a) A photomicrograph of the completed 300 μm x 300 μm pixel. (b) A schematic description of the pixel’s logical functionality. The LED output oscillates at different frequencies depending on the optical input applied to the OPFET. (c) The LED driver circuit (same as Figure 3.14). (d) An oscilloscope trace photograph of the driver output voltage and the LED optical output in the absence of an optical input. The LED output trace rise/fall time is limited by the speed of the external detector used in the measurement.
3.5 Optical Crosstalk

In addition to standard electrical crosstalk issues, OEICs must deal with crosstalk involving optical signals. This includes effects which take place entirely in the optical domain as well as optical-to-electrical crosstalk. This section is concerned with the latter topic. Purely optical crosstalk depends on the nature of the optical system being used and is not addressed in this thesis.

Surface shields: blocking stray external light

One possible source of unwanted optoelectronic interaction is due to stray external light. Naturally, the optical system being used should be designed to avoid this problem. Further protection is provided by ensuring that all non-optical elements on a circuit are covered by metallization which will block stray light. Since high speed circuits typically make use of entire metal sheets for power and ground distribution (Vitesse’s metal-3 and metal-4 layers are intended for this very purpose), no addition cost is incurred in implementing this type of shielding.

Optical shields: blocking stray LED emission

Stray emission is also introduced directly on the OEIC by the LEDs. The OPTOCHIIP LEDs emit light isotropically, and are thus expected to illuminate the circuitry in their vicinity. To block this emission, an optical shield is build around the DGWs by stacking metal layers up to metal-3. Metal-3 is high enough to block lateral emission from the LED core. For reasons to be explained shortly, the shield also includes a ring of n+ source/drain implant and ohmic contact. An FIBE cross section of an optical shield is shown in Figure 3.32; this is a style #1 optical shield as used on the majority of the OPTOCHIP LEDs. This optical shield design violates H-GaAs III design rules and was implemented only after consultation with Vitesse. The large non-planarities and void in the overglass are undesirable consequences of this design. The style #2 optical shields attempt to reduce the non-planarities created by the shield by laterally displacing the vias. This shield design conforms to the design rules but consumes a greater area.

Both shield designs are expected, simply on the basis of their geometry, to be effective in blocking LED emission from coupling into nearby electronics. No direct evidence confirming or denying this is available, however, due to the existence of a much more significant optical crosstalk mechanism acting through the common, floating backgate present on H-GaAs III circuits.
Chapter 3 Integrated LEDs and the OPTOCHIP Project

Figure 3.32: FIBE cross section of an optical shield
SEM of the cross section of an optical shield, exposed by focused ion beam etching (FIBE) [137]. The shield forms a ring which surrounds an integrated LED. It consists of a source/drain implant and all metal and via layers up to metal-3, including the ohmic contact to the implant. The shield blocks stray emission from the LED from coupling into nearby electronics. It may also be electrically contacted in order to bias the implant, reducing optically induced crosstalk through the backgate.

**Backgate crosstalk**

Vitesse’s process begins with a semi-insulating GaAs wafer. The doping of these wafers is nominally n-type at $10^{16}$ cm$^{-3}$, but this low doping level is poorly controlled. In order to maintain device uniformity, and to implement isolation between adjacent MESFETs, a blanket p+ implant is applied to incoming wafers. This implant is roughly 0.8 μm deep and results in a p-type doping of around $10^{16}$ cm$^{-3}$. N-type implants are then used to build up the MESFETs and photodetectors. In the H-GaAs III process, the p+ layer constitutes a floating backgate which is common to all devices on the circuit. In Vitesse’s high density digital circuits, the voltage on the backgate node is determined “democratically” by the MESFETs and is uniform enough for the types of circuits being implemented in H-GaAs III (most commonly gate arrays).

Consider, however, the situation shown in Figure 3.33 where a MESFET or OPFET (floating-gate MESFET) is located near another n-type region. The n-type region could belong to an OPFET, MSM, or
3.5 Optical Crosstalk

Vitesse H-GaAs III circuits are built on a semi-insulating GaAs substrate with a blanket p⁺ implant. The p⁺ layer constitutes a common, floating backgate beneath all of the devices in the circuit. Light incident on the n⁺ implant belonging to an optoelectronic device (i.e. OPFET, MSM, or LED) effects the voltage on the backgate through the photovoltaic effect. This effect is felt by MESFETs and OPFETs elsewhere in the circuit.

**Figure 3.33: H-GaAs III cross section showing mechanism for backgate crosstalk**

Vitesse H-GaAs III circuits are built on a semi-insulating GaAs substrate with a blanket p⁺ implant. The p⁺ layer constitutes a common, floating backgate beneath all of the devices in the circuit. Light incident on the n⁺ implant belonging to an optoelectronic device (i.e. OPFET, MSM, or LED) effects the voltage on the backgate through the photovoltaic effect. This effect is felt by MESFETs and OPFETs elsewhere in the circuit.

LED. This implant forms an open-circuited p-n junction in conjunction with the backgate layer. When light strikes this region, the junction produces a photovoltaic self-bias; i.e. it’s a solar cell. This changes the potential of the p⁺ region, and this bias change carries over to adjacent devices. The effect on nearby electronics is a threshold voltage shift similar to the electronic backgating effect. In digital logic circuits, this optically induced threshold shift may be acceptable in some cases. For instance, the smart pixel circuit above continued to function in the presence of light, with the ring oscillator frequency, or equivalently the gate delays, shifting by less than 1%. On the other hand, analog circuits tend to be more sensitive to backgate voltage variations. The effect on photodetectors, and especially the OPFETs, is very dramatic. Light incident on a backgate p⁺-n junction, either from an external source or from an integrated LED (which is located directly above such a junction), can switch on OPFET photodetectors within several hundred microns of the light source.

In the case of the LED, it should be noted that since the emission is near the bandgap, its absorption length apparently exceeds the 4.5 μm thickness of the GaAs buffer layer below the LED active region. LEDs or lasers implemented at the more common 850 nm wavelength would not be expected to produce
Figure 3.34: Backgate isolation rings in H-GaAs III

A ring of source/drain $n^+$ implant may be used to isolate regions of the $p^-$ layer in order to block the backgate crosstalk effect. A positive bias to the implant in order to increase the depth of the depletion region below it thereby pinching off the $p^-$ layer.

The absorption length of light at this wavelength is $\sim 1 \, \mu m$ and would be expected to be absorbed by the GaAs buffer layer before reaching the $p^-$-$n$ junction.

To mitigate optical backgate crosstalk problem on the OPTOCHIP OEICs, the photodetectors and LEDs were surrounded by $n^+$ source/drain implant rings as shown in Figure 3.34. The $n^+$ implant is intended to isolate the backgate region within the ring from the outlying $p^-$ layer by depleting the material below the implant. The extent of depletion is increased by applying a positive bias to the $n^+$ implant. As indicated above, isolation rings of this type were incorporated into the optical shields surrounding the LED and were placed around the OPFET and MSM drop-in cells shown in Figure 3.15 and Figure 3.16. However, isolation rings of this type have been only partially successful in blocking the backgating crosstalk because of the limited depth of the source/drain implant. Significant backgate crosstalk effects were observed by some of the OPTOCHIP participants.

A robust solution to the backgate crosstalk has, fortunately, been provided by Vitesse in the latest revision of their process, H-GaAs IV. Motivated by the growing importance of mixed-signal electronics in their product line, H-GaAs IV provides both deep $n^+$ implants needed to form reliable isolation rings, and ohmic contacts to the $p^-$ layer which allow the backgate voltage to be explicitly set. H-GaAs IV has been used in the circuits of Chapter 7 and Appendix G, and has been effective in eliminating optical backgating problems.
3.6 Lessons From OPTOCHIP

This chapter has reviewed the fabrication of integrated LED and collected a variety of device and circuit results from LED-based EoE OEICs fabricated as part of the OPTOCHIP project. Combined with the rich design capabilities outlined in Section 3.3, the above data identify the strengths of the EoE technology and point out areas of continued work. Foremost, the data show that with regard to electronic complexity and performance, optoelectronic density, and electronic/optoelectronic inter-operability, the EoE integration technology can fulfill the OEIC needs of advanced optical interconnects. The performance of the current LED-based OEICs is adequate to enable worthwhile exploration and demonstration of many optical interconnect approaches. With regard to the OPTOCHIP OEICs in particular, however, interconnect demonstrations have been hampered by the poor LED uniformity resulting from processing-related difficulties and the LED-to-detector and detector-to-detector backgate crosstalk. Neither of these problems is an inherent part of the EoE integration technology.

Circuits consisting of OPFETs, LEDs, and electronics are well suited to many optical interconnect demonstrations. It should be noted, however, that OPFETs provide high sensitivity at the cost of a low bandwidth of ~10 KHz. To achieve higher data rates, MSM photodetectors and transimpedance amplifiers, may be used instead of OPFETs. In this scenario, the interconnect performance will be limited by the LEDs. In particular, LEDs are ill-suited to most high-performance optical interconnect applications because of their low efficiency, directionality, and bandwidth. To take advantage of the high speed electronics available in EoE, the LEDs must be replaced with surface emitting lasers.

A further observation from the OPTOCHIP project is the need for sophisticated optoelectronic interface circuits. While the OPTOCHIP design groups exhibited great dexterity in digital circuit design, in spite of the non-CMOS-like DCFL logic which was involved, implementation of the mixed signal electronics needed to take full advantage of the optoelectronic components was not pursued. The task of providing an “end-to-end” solution thus falls to the technologist and is taken up in the latter portion of this thesis.
Vitesse MSM Photodetectors

An MSM photodetector is a planar device consisting of interdigitated fingers of Schottky metallization. By applying a bias across the fingers, the material between them can be fully depleted. Photogenerated carriers are then transported by drift, with the electrons collected at the higher potential electrode, and the holes at the lower potential. By fully depleting the material between the fingers, the capacitance of the device is reduced to that of the fringing fields alone [148-153]. The MSM photodetector's planar geometry makes it well suited for use in a monolithically integrated receiver [154-158], and its low parasitic capacitance results in high sensitivity [158,159].

Under license with IBM, Vitesse has incorporated an MSM photodetector into its technology [105,156-158]. The proprietary process includes additional masking steps needed to control the doping throughout the device, and is used in the fabrication of receiver arrays supplied to IBM as well as in individual receivers sold commercially by Vitesse\(^1\). However, because of the additional cost associated with these devices, they are not available through the MOSIS service. This has prompted the investigation of alternate device structures implemented using only the standard VLSI process, or a minimally augmented version of it.

This chapter will begin by briefly describing MSM-like detector structures implemented in Vitesse’s H-GaAs III process and used in the OPTOCHIP project. The majority of the chapter will then focus on a modified detector structures which includes one additional mask layer used at two points within the H-

\(^{1}\) The VSC7810, for example, combines a 100 μm detector with a transimpedence amplifier and has a typical bandwidth of 1.2 GHz.
GaAs IV process. These devices are found to have significant performance limitations. The physics underlying their operation is not fully understood, but a qualitative model will be put forth which is consistent with the experimental results. In addition, a “black-box” model of the detector will be constructed for use in SPICE simulations of the receiver examined in Chapter 7. Finally, an alternate detector structure will be proposed as a candidate for future investigation.

4.1 MSM Photodetectors in the Standard Vitesse H-GaAs III Process

A cross-sectional diagram of an MSM-like photodetector implemented using the standard H-GaAs III process is shown in Figure 4.1. Devices of this type were implemented in the OPTOCHIP OEICs. The p' layer is a blanket implant made over the semi-insulating GaAs substrate at the beginning of the Vitesse process. The n layer at the surface is the EFET channel implant, and the electrodes are MESFET gates. As part of the self-aligned process flow, the regions in between the fingers receive the n+ LDD and source/drain implants. The high doping does not allow the material between the fingers to be fully depleted. Rather, the Schottky diodes may be considered as being connected by a photoconductor. Nearly all of the voltage applied to the device is dropped across the reverse biased Schottky diode. As a result the capacitance between the fingers is essentially that of the reverse-biased electrode and is expected to be significantly

![Figure 4.1: Cross section of MSM photodetector made with standard Vitesse H-GaAs III process](image)

The Vitesse process begins with a blanket p' implant over the semi-insulating GaAs Substrate. Using only the standard process steps used to build electronics, MSM photodetectors may be made from interdigitated fingers of gate metal placed over an EFET active region. The self-aligned n+ source-drain implant then appears between the fingers. Furthermore, the p- layer forms a floating backgate which is shared with adjacent devices.
larger than that of the fully depleted MSM described above.

A more pressing problem with this structure relates to the p’ layer. A p-n junction is formed between this layer and the n and n' implants at the surface. This junction plays a major role in the operation of the device, the discussion of which will be delayed to the next section. Aside from its role in the operation of the detector, however, this p-n junction takes part in the backgate crosstalk effect examined in Section 3.5. To briefly repeat the effect, light incident on the p-n junction generates a photovoltaic bias on the p’ layer. Since the p’ layer forms a floating backgate which is common to all proximate devices, this bias influences the operation of adjacent devices and circuits.

**Static characteristics**

Figure 4.2 shows the layout of an MSM detector test block from the MIT OPTOCHIP design (Figure 3.22). It includes four devices made with 1.0 µm gate metal fingers over 40 µm square EFET active regions. Finger spacings of 1.6, 2.2, 3.0, and 9.0 µm are implemented.

**Figure 4.2:** Layout of test block from OPTOCHIP featuring various MSM photodetectors

The device on the far right uses a 20 µm square active region and 1.2 µm gate metal fingers spaced 1.6 µm apart. The remaining devices have 40 µm active regions and 1.0 µm fingers spaces at 1.6, 2.2, 3.0, and 9.0 µm. The static characteristics of these four devices are shown in Figure 4.3 and Figure 4.4.
The dark current of these devices is shown in Figure 4.3. The dark current is seen to rise exponentially with the voltage across the MSM electrodes. In addition, it is seen to increase as the finger spacing is made smaller. This is likely due to a combination of increasing the Schottky contact area and decreasing the resistance in series with the back-to-back Schottky diodes.

The static photoresponse of the detectors is shown in Figure 4.4. It is seen to be essentially linear, increasing slightly in efficiency at higher power levels. The efficiency is higher for devices with larger finger spacing.
4.1 MSM Photodetectors in the Standard Vitesse H-GaAs III Process

The 1.0 μm gate metal finger devices of Figure 4.2 were measured at a bias voltage of 2 V. The measurements were made with 850 nm wavelength light. (a) and (b) show the photocurrent as a function of the optical power level, with (b) showing the low-power data in more detail. (c) and (d) give the conversion efficiency of the device, determined as the ratio of the photocurrent to the optical power. The corresponding quantum efficiencies are given on the right axis of (c).

Figure 4.4: Static response of MSM photodetectors made with standard Vitesse H-GaAs III process.
Conclusive direct measurements of speed of these devices were not made. The device with 3.0 µm fin-
ger spacing was included in the integrated receiver shown in Appendix F, and was operated at up to 200
Mb/s. However, the backgate crosstalk effects resulted in widely varying receiver decision levels depend-
ing on the bit rate of the finite-length pseudorandom data sequence. This was accompanied by up to 5 ns of
timing variation in receiving isolated 1 and 0 data.

The biggest problem with these standard-process detectors was the common, floating backgate. It was
also believed that the inability to fully deplete the devices would also ultimately limit the bandwidth of the
detector. The next section describes an attempt at overcoming these limitations.
4.2 Modified MSM Photodetectors in the Vitesse H-GaAs IV Process

This section will describe an experimental detector structure which eliminates the heavy n-type doping between the MSM fingers and incorporates backgate isolation. The continued presence of the p' layer below the detector will be found to severely impact the detector's performance. A conclusive physical model of the device has not been established, and the detailed numerical simulation which may be helpful in gaining such an understanding has been beyond the scope of this thesis. However, an explanation of the most overt aspects of the device’s behavior will be presented. This basic description suggests that the observed performance limitations are an inherent result of the p' layer, and that a lengthy investigation of the present device structure is not likely to overcome these limitations. Since these detectors have been incorporated into the optical receivers examined elsewhere in this work, an empirical, “black box” model will be demonstrated which can be used to account for their behavior in conjunction with the receiver electronics.

The device structure

The common, floating backgate has been eliminated by Vitesse in the H-GaAs IV process. Motivated by the growing importance of mixed-signal electronics in their product line, Vitesse introduced deep n' implants which could be used to form isolation rings. The new process also included ohmic contacts to the p' layer so that the backgate potential could be fixed. In this way, various regions of the substrate could be isolated and maintained at different biases. These isolation structures have been found to be effective in eliminating optical crosstalk through the backgate.

The additional problem of high doping between the MSM fingers has also been addressed by Vitesse on an experimental basis. An additional mask layer has been introduced which would cover the EFET active region of the MSM, extending 1 µm beyond it. This mask is used at two points in the Vitesse process to block the LDD and the source/drain implants. The resulting device is shown in Figure 4.5 along with the new isolation and contact structures. The layout shown in Figure 4.5(b) is of the device used in the receivers of the following chapters. It has a 75 µm diameter active area and 0.5 µm fingers spaced 2.1 µm apart. This chapter will focus primarily on measurements made on this device, referred to as “MSM27”.
Figure 4.5: Cross section and layout of modified MSM photodetector in the Vitesse H-GaAs IV process
(a) shows a cross sectional diagram and (b) the layout of a 75 μm diameter device with 0.5 μm gate metal fingers spaced 2.1 μm apart. The modified MSM photodetectors are made from interdigitated fingers of gate metal placed over an EFET active region. A non-standard mask layer is used to block the LDD and source/drain implants leaving only the EFET channel implant below and between the fingers. Using the new features of the H-GaAs IV process, the p'-layer, which begins as a blanket implant over the semi-insulating GaAs substrate, is contacted and isolated. Although the actual doping profiles are complex, they may be approximated in hand calculations as follows: the semi-insulating substrate has a nominal n-type doping of $10^{16}$ cm$^{-3}$, the p'-layer is 1 μm deep and doped at $10^{16}$ cm$^{-3}$, and the n-type channel is 80 nm deep and doped at $2\times10^{17}$ cm$^{-3}$. The Schottky barrier height may be taken to be 0.8 V and the barrier height due to surface pinning is around 0.6 V.
The MSM shown in Figure 4.5 is a three terminal device. In this text, the more positively biased MSM electrode will be referred to as the “drain”, and the lower biased MSM electrode will be called the “source”. The p’ layer is referred to as the “backgate”. The subscripts “S”, “D”, and “B” will be used to denote these terminals. The biasing configuration used in the receiver circuits in this work is shown in Figure 4.6. A positive supply is applied to the drain of the MSM while the source voltage is set by the input bias point of the front-end transimpedance amplifier. Since the input bias point tends to be nearer to the receiver ground, this configuration is chosen to ultimately allow operation of both the detector and receiver from a single positive supply. The p’ layer is connected to ground, the implications of which will be seen shortly. The configuration in which the MSM drain is connected to the transimpedence amplifier will also be considered later in this chapter.

Depletion

The doping concentrations and depths given in Figure 4.5 are a crude approximation to the complex, implanted doing profiles of the actual device. Using these approximations, basic electrostatic calculations indicate that the n-type channel is fully depleted in the unbiased device. This is as expected beneath the Schottky contacts since the n-implant is that of an enhancement-mode MESFET. In the regions between the fingers, the n-layer is depleted from above by surface pinning and from below by the p’-n junction. The depletion region of the p’-n “backgate” junction extends around 20 nm into the n-layer and 0.4 μm into the p’ layer at zero bias. Since the semi-insulating substrate is typically n-type, the p’ layer is also depleted from below by around 0.3 μm. Thus, there is around 0.2 μm of undepleted p’ material beneath the device.

![Figure 4.6: Common biasing configuration of MSM photodetectors in an integrated receiver](image)

The source voltage of the MSM is determined by the input bias point of the transimpedance amplifier while the drain is raised to a positive supply. The backgate connection, not shown, is set to 0 V.
Figure 4.7: Capacitance vs. voltage of modified MSM photodetectors
Measurements were made on 400 μm x 400 μm devices with 0.5 μm fingers spaces as indicated. The two sets of fingers on each device were connected together, and the capacitance was measured at a frequency of 1 kHz as a function of the voltage applied between the fingers and the p' layer. A 40-pin DIP packages was used to hold the IC in these measurements, and the capacitance of the package has not been subtracted. The drop in capacitance between 0 and 2.5 V applied bias is ascribed to the change in depletion of the p' layer. Normalized to the total length of gate metal used in the device, the capacitance change takes on a value of 0.33 fF/μm for all three finger spacings.

A reverse bias of 2 V on the backgate junction would be adequate to deplete the remainder of the p' layer. This corresponds to an applied bias of just over 2 V between the gate and the ohmic contact to the p' layer. This calculation is consistent with the measurements shown in Figure 4.7 of the capacitance between the fingers and the p' layer as a function of the voltage applied across them. The capacitance is seen to drop as the voltage is increased, and reaches a constant at around 2.5 V.
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Dark current

With no light incident on the device, the currents flowing through each terminal of MSM27 are shown in Figure 4.8 as a function of the drain-to-source and backgate-to-source voltages (V_{DS} and V_{BS}). Provided the backgate diode is not forward biased, the dark currents are found to be around 0.1-1 nA. The backgate diode becomes forward biased with respect to the source at around V_{BS} = 0.5 V. At this point, substantial current originating at the backgate begins to flow out of the source.

In addition, the drain current is seen to rise exponentially with increasing V_{BS}. To explain this, it is helpful to think of the p\textsuperscript{-} backgate and the n implant as forming an enhancement-mode n-channel JFET. As a result of the extent of the surface depletion, the JFET pinch-off voltage is actually greater than the junction turn-on voltage (it is not a very good JFET). The drain current seen in Figure 4.8 thus represents the sub-threshold JFET channel current, which depends exponentially on V_{BS}.

Most photogenerated holes are collected by the backgate

As seen in Figure 4.9, the absorption coefficient of GaAs at a wavelength of 850 nm is around 1.2x10^4 cm\textsuperscript{-1}. That is, the intensity of 850 nm light propagating in GaAs decays exponentially with a characteristic length of 0.8 \mu m. Around 10\% of this light will be absorbed within the n-layer at the surface of the device, around 60\% will be absorbed within the p\textsuperscript{-} region, and the remaining 30\% of the light will be absorbed by the substrate and lost to the detector. As indicated by the qualitative band profiles in Figure 4.10, all photogenerated electrons drift towards the surface of the device, while most of the photogenerated holes are collected by the backgate. The holes generated within the n-layer are within a diffusion length of both the p\textsuperscript{-}n junction edge and of the source and drain contacts. The band profile will tend to drive them to the surface, however, so the majority of them are likely to be collected by the surface contacts. In a conventional MSM photodetector, holes drift to the lower-biased electrode through which they exit the device. In the MSM-like structure being examined, the majority of the photogenerated holes go to the p\textsuperscript{-} layer. Consequently, the terminal current of this device depends strongly on what happens at the backgate. The resulting, undesirable static and dynamic behavior of MSM27 will be detailed in this chapter.

Static photocurrent with the backgate open-circuited

Measurements were made on MSM27 with its backgate connection open-circuited. In this case, the backgate junction may be thought of as a photovoltaic cell. The junction self-forward-biases so as to cancel
Figure 4.8: Dark current of MSM27

- $I_S$ is the current out of the source electrode of the MSM (lower biased electrode), while $I_D$ and $I_B$ are the currents flowing into the drain and backgate, respectively. $V_{DS}$ is the drain-to-source voltage and $V_{BS}$ is the backgate-to-source voltage. The left-hand plots are given the currents on a linear scale, while the right-hand plots show the log of the data. The dark current into the drain varies between 0.1-1 nA and is shared between the source and the backgate. Provided the backgate diode is not forward biased with respect to the source, the dark current flowing out of the source remains at around this level. At around $V_{BS}=0.5$ V, the backgate diode becomes forward biased and flows a substantial amount of current into the source. Note, the plotted backgate current was calculated as $I_B=-(I_S+I_D)$. 
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**Figure 4.9:** Optical absorption coefficients of various semiconductors

The absorption coefficient of GaAs at a wavelength of 850 nm is around $1.2 \times 10^4 \text{ cm}^{-1}$. At this wavelength, the intensity of light propagating in GaAs would decay exponentially with a characteristic length of 0.83 µm (the reciprocal of the absorption coefficient). The above plot was taken from [160].

the reverse-flowing photocurrent. The resulting backgate voltage is shown in Figure 4.11, and $I_D = I_S$ is plotted in Figure 4.12 as a function of $V_{DS}$ and optical power level. In this experiment, $V_S$ was set to 0 V and $V_D$ was swept from -1 V to 4 V. Light from an 850 nm fiber-pigtailed in-plane laser diode was collimated by a graded index lens and focused onto the 75 µm detector using a microscope objective. The terminal current rises linearly with $V_{DS}$ up to a point and then saturates. Reflection at the SiO$_2$/GaAs interface allows 84% of the incident photons to enter the GaAs. The gate metal blocks all but 81% of the incident photons. As discussed above, 70% of the photons that enter the GaAs are available to the device.

1. Assuming $n(\text{SiO}_2) = 1.5$ and $n(\text{GaAs}) = 3.5$
Figure 4.10: Vertical band profiles under various bias conditions.
(a) shows the vertical structure of the device for reference. (b) is a qualitative, unbiased band profile under either a Schottky contact or the GaAs surface. (c) and (d) are profiles under the Schottky contacts when the p^-n junction is reverse- and forward-biased, respectively. As indicated by the arrows, photogenerated electrons are always swept to the surface by the built-in field of the junction, while holes always drift to towards the substrate.
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The compounded theoretical efficiency is 48%. The saturated MSM27 efficiency shown in Figure 4.13 is consistent with this calculation. The initial $V_{DS}$ dependence of the photocurrent is explained next.

As the backgate junction becomes forward biased, the extent of the depletion region in the n-layer is reduced. A similar effect reduced the depletion width at the surface of the device as well. As a result, a conductive channel is formed through the un-depleted n-type material which connects the source and drain. Current flow through this channel increases linearly with the voltage drop across it\(^1\).

---

1. The channel current will increase up to the point at which the drain-end of the channel becomes pinched off. This is the normal JFET drain-current saturation mechanism. This is not believed to be the saturation mechanism in MSM27.
Figure 4.12: Static MSM27 photocurrent with backgate open-circuited
$V_s$ was set to 0 V, $V_D$ was swept. The 850 nm light was used to excite the device.
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The quantum efficiency was calculated as $\frac{(I/q)}{(P/h\nu)}$ from the data of Figure 4.12 assuming 850 nm light.

**Figure 4.13:** MSM27 quantum efficiency with backgate open

The quantum efficiency was calculated as $\frac{(I/q)}{(P/h\nu)}$ from the data of Figure 4.12 assuming 850 nm light.
When $V_{DS}=0$, both the source and drain Schottky diodes are forward biased and the potential at each end of the channel is roughly one Schottky diode drop below the voltage applied to the corresponding electrode. This is explained in Figure 4.14. Holes which are back-injected from the $p^-$ layer, and those which diffuse to the contact after being photogenerated near the surface, are collected by the Schottky contacts. Since, with $V_{DS}=0$, there is no terminal current, the Schottky diodes become forward biased to allow a flow of electrons to counter the holes that are being collected.

As the drain voltage is increased, a voltage drop appears across the channel. The channel current increases roughly linearly with the applied voltage. The channel current diverts electrons from the source contact. As it does, the voltage drop across the source Schottky diode decreases. Once the terminal current has risen to equal the photocurrent, no additional electron current is available at the source. As $V_{DS}$ increases further, the source Schottky diode becomes reverse biased and the potential at the source end of the channel rises with the drain. The terminal current is thus saturated at a value equal to the photocurrent.

**Static photocurrent with the backgate grounded**

With the backgate contact now grounded, the terminal currents of MSM27 are shown in Figure 4.15 as a function of the drain-to-source voltage and the incident optical power. The drain voltage was varied while the backgate contact was held at 0 V and the source at 1 V. The data of Figure 4.15 is recast in Figure 4.16 as families of curves to show the dependence on $V_{DS}$ and optical power more distinctly. The corresponding quantum efficiencies are plotted in Figure 4.17.

Unlike the open-backgate case, there is now significant current flow through the backgate. With $V_{DS}=0$, this current is shared equally between the source and drain. At relatively low light levels, the backgate collects all of the holes that are generated within the $p^-$-region. The resulting quantum efficiency is around 40% (based on the same calculation as carried out above for the open-backgate case, but with only the 60% of the photogenerated carriers in the $p$-layer collected by the backgate). In Figure 4.17(b), the backgate quantum efficiency is seen to rise to this level once the optical power reaches around 100 μW. It remains at this level until around 300 μW beyond which it begins to drop. The initial rise in efficiency may be due to a recombination process which is saturated at the higher levels.
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![Diagram](a)

![Diagram](b)

**Figure 4.14:** Biasing mechanism for the source and drain Schottky diodes

The band structure below the source or drain contact is shown in (a) with no applied bias or incident light. When light is incident on the device, the backgate junction becomes forward biased, as in (b). Photogenerated electrons drift towards the surface while photogenerated holes drift towards the backgate. The forward-biased backgate diode produces a back-injected hole current to cancel the photocurrent. The back-injected holes and holes which have been photogenerated near the surface and have diffused to the Schottky contact are swept into the contact. To prevent the unbounded build-up of electrons below the contact, the Schottky diode becomes forward biased, allowing electron current to flow. When $V_{DS}=0$, the hole and electron flows into the contact are equal and the net current is zero. When $V_{DS}>0$, the two flows differ by the terminal current. However, the Schottky diode remains forward biased at both the source and drain. Once the terminal current has risen to equal the photocurrent, the electron current at the source will have dropped to zero and the voltage drop across the source Schottky diode is zero. The terminal current is saturated at this point.
Figure 4.15: Overview of static MSM27 photocurrent with backgate grounded

The backgate connection was set to 0 V, $V_S$ was held at 1 V, and $V_D$ was swept. An 850 nm light source was used to excite the device. The drain current, $I_D$, and the source current, $I_S$ were measured, and the backgate current, $I_B$ was calculated at $I_B = -(I_D + I_S)$.
Figure 4.16: Static MSM27 photocurrent with backgate grounded
The data from Figure 4.15 has been recast here to show the dependence of $V_{DS}$ and optical power more distinctly.
The quantum efficiency was calculated as \((I/q)/(P/hv)\) from the data of Figure 4.15 assuming 850 nm light.

Figure 4.17: MSM27 quantum efficiency with backgate grounded

The quantum efficiency was calculated as \((I/q)/(P/hv)\) from the data of Figure 4.15 assuming 850 nm light.
The drop at higher power levels is a result of the finite resistance of the backgate connection. The ground connection to the backgate node is made through the resistance of the partially depleted $p^-$-layer. The undepleted $p^-$-layer has a sheet resistance of $\sim 30$ k$\Omega$/square, so that a backgate resistance of several tens of k$\Omega$’s is likely in the partially depleted case. As the current through the backgate increases in response to an increased optical power level, the voltage at the p-side of the junction increases. By the same reasoning as above (Figure 4.14), the source and drain are forward biased, setting the n-side of the junction to around 0.5 V (with $V_S = V_D = 1$ V). The backgate junction thus becomes forward biased when the backgate current is 50-100 $\mu$A, and this is seen in Figure 4.16(f) to occur at a power level of around 300 $\mu$W. The forward current of the diode now begins to counter the photocurrent, thus reducing the rate of increase of backgate current with increasing light level. That is, the backgate quantum efficiency drops with increasing light level.

As $V_{DS}$ is increased slightly above zero, all of the photogenerated electrons which were going to the source are shifted to the drain. The drain current quickly doubles, then remains flat as $V_{DS}$ is increased further. This behavior is observed in Figure 4.16(b) for power levels below 300 $\mu$W. For higher powers, the drain current rises from the value it has when $V_{DS}$ is just above zero. It rises gradually at first then becomes linear with $V_{DS}$, strongly resembling the open-backgate case studied above.

The key observation to be made here is that as the backgate diode begins to be forward biased, it has the same effect as the open-circuited backgate discussed above. The drain current thus goes from simply collecting photogenerated electrons, to a combination of photogenerated electrons and channel conduction. This process again saturates once the drain current is equal to the total photocurrent.

The bias configuration in which the MSMs are used (Figure 4.6) relies on the source current as the input to the transimpedance amplifier. The source current is determined by two mechanisms when the backgate is grounded. A threshold behavior is observed whereby, below a certain optical power level, all current flow is between the drain and the backgate (see the threshold in $I_S$ in Figure 4.16(d)). But, as the backgate current increases, the backgate voltage increases, and the backgate diode becomes forward biased. This injects holes from the $p^-$ layer towards the surface of the device, and these holes are collected by the source. This is independent of the second mechanism, the flow of current directly between the source and drain via the conducting channel.
The optical threshold level which controls both the forward injection of holes to the source and the creation of the conducting channel is determined by the backgate resistance. The backgate resistance is increased by raising the drain voltage to widen the p+ depletion width. This explains the bias dependence of the threshold level seen in Figure 4.16(d). Another way to see this dependence is to look at devices of differing areas. Figure 4.18 compares three structures with 2.1 μm finger spacing but with areas of 400 μm x 400 μm, 40 μm x 40 μm, and the 75 μm diameter MSM27. Compared to MSM27, the larger device has a much more distinguished transition to open-backgate-like behavior. The smaller device, on the other, exhibits no such behavior at all. The source current is produced entirely by direct injection from the backgate (characterized by the gradual, sub-linear VDS dependence.)

The bottom line

The theory presented above is not complete and in all likelihood contains some inaccuracies. The general concepts, however, are very likely to be valid. Most importantly, the flow of source current requires the backgate diode to be driven into forward bias. This results in strongly bias-dependent, non-linear static characteristics, and has grave implications for the dynamic characteristics. Namely, there is a large time constant associated with charging and discharging the backgate node, which has a large capacitance to the substrate, isolation rings, and drain, and a large resistance to its ground connection. Reducing the device size reduces these parasitics at the expense if increasing the optical threshold level. (Because of the non-linearities involved in switching process, its not clear if this will actually speed up the device.) The increased threshold means that the device may not be used in low-optical-power applications. There are additional dynamics associated with the transit time across the conductive channel.

What about using the drain current?

If the detector is configured with its drain attached to the transimpedence amplifier, and provided the optical power level is low enough not to forward bias the backgate, then the pathologies discussed above are not encountered. Equivalently, the source could be left floating, or connected to the drain (i.e. just have one contact). Basically, the structure being used in this case is a reverse biased p-n junction, with the Schottky contact made to the n-side of the detector instead of an ohmic (this is acceptable since it only has to work in forward bias). The difficulty with this lies in the capacitance. From Figure 4.7, the capacitance of this device is expected to be around 400 - 700 fF for a 75 μm device. A capacitance of this scale is a sig-
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Figure 4.18: Comparison of devices with varying active areas

$\mathbb{I}_D$ and $\mathbb{I}_S$ of three devices have 0.5 $\mu$m gates spaced at 2.1 $\mu$m were measured with their backgate connection grounded, $V_S=1$ V, and $V_D$ and the 850 nm optical power level swept. The three devices included a 400 $\mu$m x 400 $\mu$m square, the 75 $\mu$m diameter MSM27 device, and a 40 $\mu$m x 40 $\mu$m device.
significant performance constraint in the receiver design (though its certainly better that using the source current). If the device is scaled down to 40 μm x 40 μm, which is likely to be useful free-space optical interconnects, the capacitance drops to 150 - 300 fF. The use of this detector configuration will be revisited in Section 4.3.

**Empirical modeling approach**

MSM27 has been incorporated into optical receivers discussed elsewhere in this thesis, and will be found to limit their performance. A simple black-box model of the detector is valuable in explaining these results. To this end, the source current may be considered to be produced by an equivalent circuit consisting of a current source in parallel with an impedance. This is similar to the standard practice of representing a photodetector as a current source and capacitor. For example, in a p-i-n photodetector, the current source may by considered a filtered copy of the optical signal, where the impulse response width corresponds to the transit time of carriers across the i-region, and the capacitance is the depletion capacitance. Likewise, in a properly functioning MSM detector, the current source impulse response arises from the drift of carriers between the Schottky fingers and the capacitance is due to fringing fields between the fingers.

Because of the idiosyncrasies of the detector structure being considered here, the model used to describe it must be somewhat more general. The source current depends on the optical input signal and on the terminal voltages (V_D, V_S, and V_B). It may not necessarily evolve in a linear, time-invariant manner. Since the backgate does not directly appear in the receiver circuits, V_B will not explicitly appear in the black-box model; the backgate dynamics will be implicit in the remainder of the model. Furthermore, V_D will be a low impedance supply and will be assumed to be fixed, while V_S(t) will be treated as the sum of its mean value, V_S, and a small signal variation, v_s(t). Similarly, the optical input signal is P(t) = P + p(t).

As diagrammed in Figure 4.19(a), I_S(t) can be thought of as a function of the optical power signal, P(t), and the source voltage, V_S(t). From the static characteristics above, it is seen that the dependence of I_S on V_S is relatively weak provided V_S is a few tenths of a volt above V_B and V_DS is greater than ~2.5 V. Thus, I_S(t) can be broken up into two components, I_{S,opt}(t) and I_{S,elec}(t), as shown in Figure 4.19(b). I_{S,opt}(t) is due explicitly to the optical signal, and is a function of P(t) that is parameterized on the bias points V_S, V_D, and V_B. I_{S,elec}(t) arises from the source voltage variations, v_s(t), and is thus a function of v_s(t) that is parame-
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\[ P(t) = P + p(t) \]
\[ V_D = 5 \text{ V} \]
\[ V_S(t) = V_S + v_s(t) \]
\[ I_S(t) = F\{ P(t), V_S(t); V_D, V_B \} \]

\[ I_{S,\text{opt}}(t) = F_{\text{opt}}\{ P(t); V_S, V_D, V_B \} \]
\[ I_{S,\text{elect}}(t) = F_{\text{elect}}\{ v_s(t); P, V_S, V_D, V_B \} \]

Figure 4.19: Evolution of a black-box model for MSM27
(a) In general, the MSM27 source current has a non-linear and non-time-invariant functional dependence on the optical input signal, \( P(t) = P + p(t) \), and the source voltage \( V_S(t) = V_S + v_s(t) \). (b) The total source current is broken into terms which originate from \( p(t) \) and \( v_s(t) \) separately, having only a time-average dependence on each other. Finally, the small-signal nature of \( v_s(t) \) is used to simplify the model to that shown in (c). \( I_{S,\text{opt}}(t) \) must, in general, be directly measured since its dependence on \( P(t) \) is still not linear or time invariant.
terized on the bias points $V_S$, $V_D$, and $V_B$, and on the average power $P$. The latter statement will be found to be a reasonable approximation based on measurements presented below\(^1\). Finally, since $v_s(t)$ is a small signal, the $I_{S,\text{elect}}(t)$ function may be linearized resulting in the impedance block shown in Figure 4.19(c). Note that the dependence of $I_{S,\text{opt}}(t)$ on the input optical signal is still not necessarily linear or time invariant. $I_{S,\text{opt}}(t)$ must be explicitly measured for a given optical input signal.

### Measuring the detector dynamics

To measure the detector current source, $I_{S,\text{opt}}(t)$, and the terminal impedance, $Z_{\text{MSM}}$, a ground-signal-ground co-planar probing strategy has been employed. This eliminates parasitic components that would otherwise obscure the measurement by attaching the source and drain of the detector directly to the end of a 50 Ω transmission line. A portion of the test chip MIT-OEIC-7 was dedicated to ground-signal-ground (GSG) probable detectors, and is shown in Figure 4.20. The GSG probes may be used with the HP 8510B network analyzer in order to determine the terminal impedance from $S_{11}$ measurements, or they may be used with an oscilloscope to directly view the photocurrent step or impulse response (the measured voltage waveform is related to the detector current by a 50 Ω characteristic impedance). In either case, the ground probes are connected to earth ground through the instrument. Thus, the ground connection is used as the MSM drain, and the source (signal connection), backgate, and isolation are set to negative voltages.

In carrying out the $S_{11}$ measurements, the on-chip open, short, and 50 Ω load structures were used to calibrate the 8510B. In this way, the parasitic effects of the probe pads were removed from the measurements. Since no such calibration is possible when observing the photocurrent step/impulse response, the pads themselves were also measured to determine the equivalent circuit shown in Figure 4.21 (in this case, the 8510B was calibrated using HP-supplied calibration structures). In measuring the photocurrent response, both the pad parasitics and the terminal impedance of the MSM will appear in parallel with a transmission line characteristic impedance of 50 Ω. In this case, the effects of both the pads and the terminal MSM impedance, which will be shown momentarily, are found to be inconsequential. That is, the bandwidth limitation resulting from the combination of the MSM terminal impedance, the GSG probe pad

---

1. Measurements of the equivalent input impedance which gives rise the $I_{S,\text{elect}}(t)$ show that it depends minimally on the static optical power level. Thus, as far as $I_{S,\text{elect}}(t)$ is concerned, $p(t)$ may be considered a small signal so that only the bias point of the optical signal, $P$, is used in determining $I_{S,\text{elect}}(t)$. 

Large area (400 μm x 400 μm) devices are provided for static photocurrent and C-V measurements. 75 μm diameter and 40 μm square devices with ground-signal-ground probe pads are used for static and dynamic photocurrent measurements and for $S_{11}$ measurements. The ground pads connect to one set of MSM fingers and the signal connects to the other. Open, short, and 50 Ω calibration structures are provided for use in $S_{11}$ measurements.

**Figure 4.20: Layout of detector test structures on MIT-OEIC-7**
Figure 4.21: Equivalent circuit for ground-signal-ground pads seen in Figure 4.20

The HP 8510B network analyzer was calibrated using an HP standard substrate and the open and short structures in Figure 4.20 were used to determine this equivalent circuit representing the parasitic effects of the pads. $R_m$ is the series resistance of the pads, and includes skin-depth effects. $L_m$ is the series inductance of the pads and $C_f$ is the fringing capacitance between the ground signal pads. $C_p$ accounts for the parallel-plate capacitance of each pad to the substrate, and $R_s$ is substrate resistance through which these capacitors are connected. This model provides a good fit to the measured data up to 8 GHz, and the component values are consistent with physically expected values.

The design of Figure 4.20 does not take into account the dynamics of the MSM backgate. There are significant parasitics associated with the backgate connections. These include the capacitance of the long on-chip interconnects which lead to the p-contact contacts and the off-chip bond-wire and cable inductances. The latter tends to defeat the grounding of the backgate at high frequencies, while the former can act as a bypass capacitor on this node. The overall effect of this test structure on the MSM measurements is not certain. However, similar wiring is used to connect to the backgate of the MSM27 incorporated into the receiver of Chapter 7, so the MSM measurements made here may be applied to understanding the receiver characteristics. On the other hand, the detectors used in the array chips discussed in Appendix G have direct backgate-to-ground connections and thus may behave somewhat differently.
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Terminal impedance

The terminal impedance of MSM27 was determined from measurements of S₁₁ made at the bias conditions summarized in Table 4.1. The S₁₁ measurements, taken from 45 MHz to 20 GHz, are plotted in Figure 4.22. There is a clear change between the unilluminated S₁₁ characteristics and the others. However, S₁₁ does not change significantly as the optical power level is increased from below the Iₛ threshold (all current flow is between drain and backgate; light level is only a few µW) up to very high levels (Iₛ=265 µA; based on Figure 4.15 the light level is near 1 mW). It is this observation that allows the simplification of the black box model discussed above.

The S₁₁ data may be transformed to give the detector’s terminal impedance using the formula, 

\[ S₁₁ = \frac{Z_{\text{load}} - Z₀}{Z_{\text{load}} + Z₀} \]

for the reflection from a load of impedance Z_{\text{load}} at the end of a transmission line of characteristic impedance Z₀. Figure 4.23 plots, versus frequency, the real and imaginary parts of MSM27’s terminal admittance (reciprocal of the impedance).

\[
\begin{array}{|c|c|c|}
\hline
-Iₛ & -I_B & I_D \\
\hline
-0 & 6.3 \, \mu A & 6.3 \, \mu A \\
5.1 \, \mu A & 10.4 \, \mu A & 15.5 \, \mu A \\
15.2 \, \mu A & 12.0 \, \mu A & 27.2 \, \mu A \\
91.7 \, \mu A & 14.1 \, \mu A & 106 \, \mu A \\
265 \, \mu A & 14.3 \, \mu A & 279 \, \mu A \\
\hline
\end{array}
\]

Table 4.1: Summary of bias conditions for MSM27 S₁₁ measurements

Vₛ was grounded while the backgate contact, isolation, and substrate were set to -5 V. Vₛ was set, through a bias-tee internal to the HP 8510B, to -4.675 V. This mimics the bias condition of the MSM27 used in the receiver of Chapter 7 in which the receiver input is at 0.325 V, the backgate is grounded, and the drain is set to 5 V. S₁₁ was measured with no incident light, and with 850 nm light resulting in the terminal currents shown above. Iₛ and I_B were measured while I_D was determined from their sum. An offset current of 4.7 µA was present in the Iₛ measurements (was present with no device attached) and has been subtracted from the figures above.
Figure 4.22: Measured $S_{11}$ of MSM27
$S_{11}$ was measured from 45 MHz to 20 GHz under the bias conditions summarized in Table 4.1. The measurements are plotted on a Smith chart in (a) and (b), while (d) and (e) show the magnitude and phase of $S_{11}$ versus frequency.
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Figure 4.23: Terminal admittance of MSM27

The terminal admittance of MSM27 is determined using the formula $Y_{MSM} = 1/Z_{MSM} = (1/50 \Omega)(1-S_{11})/(1+S_{11})$ to transform the $S_{11}$ data of Figure 4.22.
Figure 4.24: Equivalent circuit for MSM27 terminal impedance
(a) Summarizes the black-box MSM model, which consist of the photocurrent source, $I_{S,\text{opt}}(t)$, in parallel with a terminal impedance, $Z_{\text{MSM}}$. $Y_{\text{MSM}}=1/Z_{\text{MSM}}$, determined from $S_{11}$ measurements, is plotted in Figure 4.23. (b) Shows a simple circuit used to approximate the measured terminal impedance. This is not a physically meaningful model, but does reproduce $Z_{\text{MSM}}$ accurately enough for the present needs. Component values are given in Table 4.2.

The measured terminal impedance or admittance may be used directly in calculations. Alternately, a circuit having a similar impedance may be constructed for use in SPICE simulations. A simple RC network which gives an adequate fit to the data is shown in Figure 4.24 and best-fit component values at each bias level are given in Table 4.2. The $S_{11}$ and admittance data corresponding to “dark” and “$I_S=15.2$ mA” bias conditions are compared with the equivalent circuit results in Figure 4.25 and Figure 4.26, respectively. Although the equivalent circuit model does not have a structural basis, it reproduces the measured data adequately for the purpose of understanding the effect of MSM27 on receiver performance.
Table 4.2: Component values for the MSM27 terminal impedance equivalent circuit
For each of the bias conditions summarized in Table 4.1, the component values of the model shown in Figure 4.24 were optimized, using the simplex algorithm, on the basis of a least-squares fit to the $S_{11}$ data.
Figure 4.25: Comparison of measured and modeled $S_{11}$ of MSM27
For the "dark" and "$I_S=15.2 \mu A$" bias conditions, the measured $S_{11}$ data (dashed lines) is compared with simulated $S_{11}$ (solid lines) based on the equivalent circuit shown in Figure 4.24.
Figure 4.26: Comparison of measured and modeled conductance of MSM27
For the “dark” and “$I_S=15.2 \mu A$” bias conditions, the measured admittance data (dashed lines) is compared with simulated admittance (solid lines) of the equivalent circuit shown in Figure 4.24.
Dynamic photocurrent

It is common practice to characterize the dynamic behavior of a photodetector by either its impulse response, excited by a mode-locked laser, or by its small-signal frequency response, measured using an sinusodaily modulated laser [161]. This assumes that the detectors photocurrent is well modeled by a linear, time-invariant system. Unfortunately, this assumption does not hold for the detector structures being examined here. Instead, the photocurrent, $I_{\text{opt}}(t)$, must be directly measured for the actual optical signal that is of interest. In a digital optical link, the optical signal is stepped between high and low levels. Here, the dynamics of MSM27 will be characterized in terms on its step response.

To excite the MSM step response, an 850 nm VCSEL was modulated using an ECL signal. The experimental setup used for this purpose is described in Appendix C. Rising and falling laser output waveforms from this setup are shown in Figure 4.27. Reflection in the signal path leading to the VCSEL appear in the output signal for around 8 ns after the initial, rapid transitions. Fortunately, the optical signal is still faster than MSM27, and thus may be used to characterize it.

Since the input signal to the VCSEL was of a fixed amplitude, the magnitude of the optical step was varied by attenuating the optical signal. Figure 4.28 and Figure 4.29 show the measured step response of MSM27 to various optical input step heights. The average terminal currents and step heights are summarized in Table 4.3. As in the $S_{11}$ measurements, the MSM drain was set to 0 V and the source to -4.675 V. These measurements were carried out both with the backgate set to -5 V and with the backgate open-circuited. The isolation contact and the substrate were set to -5 V.

The waveforms in Figure 4.28 and Figure 4.29 take from 10 ns to 20 ns to settle, depending on the optical step height. These waveforms may further be summarized by a number of observations. 1) At low optical power levels, the backgate-grounded data differs greatly from the open-backgate data. At high incident power, the two cases are nearly identical. 2) At low power levels, the rising and falling waveforms are very different from each other. The rising waveforms include a secondary, delayed step. The time delay to this step decreases with power level. At high power levels, the rising and falling edges are quite similar.

---

1. To assess the detector performance in a data link, a pseudorandom bit stream should be used to modulate the light source. This will be done in Chapter 7 in the context of the understanding the behavior of an optical receiver. In the present chapter, the step response will give a good general indication of the MSM's dynamic characteristics.
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Figure 4.27: Step waveforms of ECL-driven VCSEL used to produce Figure 4.28 and Figure 4.29
The experimental setup used to generate this optical signal is described in Appendix C. The rising and falling edges of fiber-coupled VCSEL output are shown here. Reflection at the input of the VCSEL effect the output for around 8 ns after an initial, rapid transition, but the optical signal is still faster than MSM27.

This is true of both the backgate-grounded and backgate-open data, but the delayed step vanishes at much lower power levels in the open-backgate data. 3) Aside from the secondary step, the transitions are faster at higher power levels. An exception to this is the falling edge of the backgate-grounded data. These transitions initially become slower with increasing power level, up to the point where they are similar to the open-backgate waveforms, then become slightly faster as the power level is increased further.

These observations are consistent with the physical description given above wherein the source current is controlled by the backgate. The delayed secondary step is likely related to the time required, at a given backgate current level, to charge the backgate node to the point where the backgate diode becomes forward biased. Once the backgate diode is forward biased, the grounded-backgate and open-backgate data look similar.
Figure 4.28: MSM27 step response at various modulation levels -- 1 of 2

The plots on the left were made with the backgate grounded. The backgate was open circuited to produce the waveforms on the right. The optical input waveform is included in each plot (dashed line) for reference. The time-average source current, \(<I_s>\), indicated in the plots corresponds to the summary in Table 4.3. The waveforms have been normalized and their steady-state high and low values noted along the right axis. Continued in Figure 4.29.
Figure 4.29: MSM27 step response at various modulation levels -- 2 of 2
Continuation of Figure 4.28
Table 4.3: Summary of MSM27 step response measurement parameters

The MSM27 step response data was obtained by ground-signal-ground probing the device and recording the resulting waveform on an oscilloscope. $V_D$ was grounded while the backgate, isolation, and substrate were set to -5 V. $V_S$ was set, through a bias-tee, to -4.675 V. This mimics the bias condition of the MSM27 used in the receiver of Chapter 7 in which the receiver input is at 0.325 V, the backgate is grounded, and the drain is set to 5 V. For comparison, measurements were also made with the backgate open-circuited. The step response was measured with 850 nm light at various optical step heights. The values of $<I_S>$ and $<I_B>$ reported above were measured while $<I_D>$ was determined from their sum. The step height is measured between the steady state low and high values.

The low power, backgate-grounded waveforms can not be described in terms of a linear, time-invariant system response. It is for this reason that the empirical model of the MSM uses a direct measurement of the photocurrent. However, the similarity of the rising and falling edge data at high power levels opens the possibility of implementing a more predictive, linear model for the photocurrent in this operating regime. To this end, the impulse response of MSM27 was measured using an 850 nm mode-locked laser. A static 850 nm light source was coupled with the pulse signal to provide an optical bias level. A representative impulse response from MSM27 taken with 55 mA of average source current is shown in Figure 4.30. At high power levels, this impulse response may be used to predict the current from the optical signal waveform. This is demonstrated in Figure 4.31 which shows measured optical and $I_S$ waveforms along with the result of filtering the optical waveform with the impulse response of Figure 4.30.
4.2 Modified MSM Photodetectors in the Vitesse H-GaAs IV Process

Figure 4.30: MSM27 impulse response
MSM27 was ground-signal-ground probed and excited by a mode-locked laser emitting 850 nm pulses of roughly 1 ps duration. The mode-locked laser had an 80 MHz repetition rate and an average power of 127 μW. A static optical bias was also applied, and the device was biased with $V_{DS}=4$ V and $V_{BS}=1$ V. The average source current in this case was 55 μW.
Figure 4.31: Linear-system model of MSM27 photocurrent at high optical power levels.
Normalized rising and falling steps are shown in the (a) and (b), respectively. The dashed curves are the measured optical signal and the dashed-dotted curves are the measured MSM27 source current. The solid curves are produced by convolving the optical signal with the impulse response shown in Figure 4.30.
Summary

This section has examined a novel photodetector structure implemented in Vitesse's H-GaAs IV process. Despite its considerable drawbacks, this structure represents a step forward in the development of a high performance photodetector for use in large scale optoelectronics circuits. Aside from the details of the detector itself, an important aspect of this evolution is the introduction of the backgate isolation structure which eliminates the crosstalk effects observed on previous OEIC generations.

A physical model of the experimental MSM-like photodetector was presented which captures much of its functionality. At the core of this model is the understanding that the source current of the detector is generated as a consequence of the backgate p'-n junction being driven into forward bias by the photocurrent which it collects. This leads to the undesirable static and dynamic properties which have been observed. Although this model is not complete, and in all likelihood contains inaccuracies, the issues surrounding the essential behavior of the backgate appear to be well established.

While an alternate detector structure will need to be developed in the future, the current devices are included in the integrated receivers discussed elsewhere in this thesis. To help in assessing the effects of the detector on the receiver's performance, an empirical model of the detector has been constructed. This model consists of a linear impedance in parallel with a current source. In general, the photocurrent is not well represented by a linear, time invariant system. The photocurrent resulting from a given optical input must thus be measured directly and coupled with the terminal impedance. In the case of a large optical input signal (large enough to strongly forward bias the backgate), the photocurrent response does become linear, and may be predicted from the optical signal by making use of the detector's impulse response.
4.3 A Proposed New Photodetector Structure

As pointed out at the beginning of this chapter, Vitesse maintains an MSM photodetector process in which the p' layer is not present below the detector structure. Since there is a significant additional cost associated with implementing this process, developing a photodetector structure which can coexist with the p' layer continues to be an important aspect on the OEIC development effort. As seen in the previous section, the p' layer will collect photocarriers if it is given the slightest opportunity to do so. This suggests making the backgate junction an integral part of the device.

An example of this was given above: using one set of Schottky fingers in conjunction with the grounded backgate. Ironically, if this is done with the structure shown above the backgate can not be fully depleted if current is to flow to the p contacts at the perimeter of the device. To avoid this problem, and to reduce the device capacitance over a wide range of optical power levels, p-contacts may be interspersed with Schottky contacts made to n-type materials. An example of this is given in Figure 4.32.

A lateral pin photodiode

A drawback of the structure shown in Figure 4.32 is that it can only be used with the Schottky contacts connected to the transimpedence amplifier input and the p contact set to a lower potential. As seen above, there is substantial current flow out of the Schottky contacts when the p contact is biased around 0.5 volts above the source (see dark current in Figure 4.8). Also, it still uses a non-standard mask layer at two points in the process in order to block the LDD and source/drain implants. However, aside from a possible, small decrease in capacitance, there is no longer any need to do this.

If the source/drain implant is put back in place and an n-type ohmic contact is made to it, the result is a lateral p-p'-n diode. It will be referred to here as simply a pin diode, and a possible implementation of it is shown in Figure 4.33. To maximize the detector's fill factor (percent of device area that is not blocked by metal), it is laid out as a grid of minimum-width, source/drain implanted active area and an isolated p contact is placed at the center of each grid element. The p-contacts are connected by minimum-width gate metal wires which are routed through breaks in the n+ grid. The device may be laid out by forming a unit cell, as in Figure 4.33(b), which is arrayed to fill the desired shape. A 75 μm diameter example of this is shown in Figure 4.34.
4.3 A Proposed New Photodetector Structure

The structure of the MSM-like detector shown in Figure 4.5 may be modified to use only one set of Schottky fingers interspersed with p contacts. (a) shows a cross section of this type of device while (b) shows a circuit representation.

**Figure 4.32:** Modification of MSM-like structure to use backgate diode as photodetector.

(a) shows a cross section of this type of device while (b) shows a circuit representation.
Figure 4.33: Lateral pin photodiode in the standard Vitesse H-GaAs IV process
(a) Shows the cross section of a lateral pin photodiode implemented using the standard H-GaAs IV process. The diode is formed using p+ backgate contacts and n+ source/drain implants. The unit cell layout shown in (b) may be arrayed on a 6.4 μm x 6.4 μm grid to form a detector of a desired size and shape (see Figure 4.34). (c) Shows only the active layer of the layout in (b). The gap in the active pattern is provided so that the p contact can be routed in minimum width (0.5 μm) gate metal. Using minimum allowed dimensions, this layout achieves a fill-factor of 64% (i.e. 36% of the surface is covered by metal).
Figure 4.34: 75 μm diameter lateral pin photodetector
A 12 x 12 array of the unit cell in Figure 4.33(b) was formed and 6 cells were removed from each corner to form this 75 μm diameter photodetector. To complete the layout, the vertical metal-1 (n-contact) and gate metal (p-contact) interconnects must be contacted at the perimeter. As isolation ring also needs to be placed around the device. If the n' contact is to be connected to a positive supply, it may be possible to merge the isolation ring into the detector.

Figure 4.35 qualitatively shows band profiles which may be encountered in the device. Profiles are given with the device unbiased and connected to a transimpedence amplifier. Both positive- and negative-supply configurations are shown. The substrate is assumed to be grounded in all cases. However, the substrate resistance varies from several 10 kΩ’s for a large die (~cm²) to several MΩ’s for a small die (~mm²).

In most H-GaAs IV circuits, all p' contacts are set to ground and the substrate is grounded. However, the H-GaAs IV design rules state that the substrate should be left floating in a circuit which contains p' regions that are to be maintained at a potential higher than ground. This is to ensure that the p'-n' diode formed by the backgate and the substrate is not forward biased\(^1\). It is not clear if there are negative conse-

---

\(^1\) The receivers of Chapter 7 and Appendix G violate this rule (it was not known in time), but the resulting substrate current is small because of the large resistance of the substrate.
Figure 4.35: Band profiles in lateral pin photodetector

Qualitative band profiles are shown along the path indicated in (d). (a) Shows the device with no applied bias. (b) and (c) show the device biased according to the inset figures. The substrate is treated as n⁺ material and is assumed to be grounded.
quences to leaving the substrate floating in the presence of photogenerated carriers. When the pin photodetector is biased with the p-contact connected to the input of a transimpedance amplifier and the n-contact set to a positive supply, as shown in Figure 4.35(c), the p'-n' junction may be forward biased if the substrate is grounded. The resulting current will be limited by the resistance of the substrate and may or may not be a problem. It will, however, depend on the die area.

In Figure 4.33, the p+ and n+ implants are spaced at 2.0 μm. This gives a fill-factor of 64%. (By comparison, MSM27, with 0.5 μm fingers spaced at 2.5 μm, has a fill-factor of 83%.) At zero bias, the n+-p+ depletion region extends 0.4 μm into the p+ material. Vitesse estimates the capacitance of this junction at 0.1 fF per micron of edge. A reverse bias of 4 V across the pin diode increases the depletion width to 0.8 μm and should drop the capacitance to 0.05 fF per micron of n+ implant edge. The 6.4 μm x 6.4 μm unit cell in Figure 4.33(b) has an n+ edge length of 20.6 μm. Thus, under a 4 V bias it has around 1 fF of capacitance, or 0.024 fF/μm². For a 75 μm diameter detector, the total capacitance adds up to 120 fF (implemented as a 12 x 12 array with 6 units removed from each corner--total area is equivalent to a 79 μm diameter device).

A significant fraction of the photocurrent collection in the above device occurs in the undepleted n+ and p+ regions. While carriers generated within the depletion region are transported by drift within ~10 ps, the carriers generated in the undepleted regions must diffuse to the depletion region edge before being collected. The diffusion of electrons in the undepleted p' region is expected to be the slower of the two diffusion processes because of the larger width of this region as compared to the n+ region. With the n+ and p+ implants spaced by 2 μm and a 0.8 μm lateral depletion width (at 4 V reverse bias), photogenerated electrons in the exposed 0.7 μm of the 1.2 μm p' region will respond with a bandwidth of 6 GHz. This is shown in Figure 4.36, which plots the frequency response found by solving the diffusion equation in the frequency domain. The bandwidth of this current component may be increased by reducing the n+-to-p+ spacing. For a spacing of 1.7 μm, the diffusion time of electrons in the 0.4 μm of undepleted p- material would be roughly comparable to that of the holes in the n+ region. The corresponding bandwidth would be 17 GHz, the fill factor would drop to 60%, and the capacitance (per unit area) would increase to 0.031 fF/μm². Most likely, the parallel combination of the detector capacitance with the input resistance of the receiver circuit will limit the response below this point. In practice, the n+-to-p+ spacing should be chosen in concert with the design of the receiver in order to equalize the RC and transport response times.
Figure 4.36: Frequency response of photogenerated carrier diffusion in lateral pin photodetector

With the \( n^+ \) and \( p^+ \) implants spaced by 2 \( \mu \)m and a 0.8 \( \mu \)m lateral depletion region, photogenerated electrons in the 0.7 \( \mu \)m of exposed \( p^- \) material must diffuse to the edge of the depletion region. Solving the diffusion equation in the frequency domain gives the frequency response of this component of the photocurrent. Assuming an electron mobility of 1000 cm\(^2\)V\(^{-1}\)s\(^{-1}\) and a lifetime of 1 ns gives a bandwidth of 6 GHz. Note that diffusion of holes in the \( n^+ \) region is expected to be faster than this since the width of this region is much shorter.

Another possible bandwidth limitation may result from surface states. Surface states may slow the detector response by trapping photogenerated carriers and releasing them on a long time scale. In this regard, there does not appear to be any difference between the lateral pin detector and the MSM detectors used in Vitesse’s product line operating at over 1 GHz.
4.4 Conclusion

The planar construction of the MSM photodetector makes it an ideal candidate for incorporation into a VLSI electronics process. Vitesse and others have taken advantage of this to make monolithically integrated optical receivers commercially available. In the case of the Vitesse process, implementing an MSM detector has required the elimination of the p-type doping within the detector area. This requires several masking steps in addition to the standard process. Thus, there is a motivation to demonstrate a detector structure which can coexist with the p-type backgate doping so that the processing cost may be reduced or even eliminated. Unfortunately, the MSM-like structures that have been studied thus far have been impaired by the action of the backgate junction.

Undeterred, a new detector structure has been proposed. The new structure uses the p' material as part of a lateral p-p'-n photodiode which is implemented using only the standard process steps. Although the doping of the p' layer is too high to allow the structure to be fully depleted at a reasonable bias, the results of the preliminary analysis above indicate that the performance of this structure (its impulse response and capacitance) is consistent with the needs of EoE-based digital optical interconnects.

Another point to keep in mind is that EoE can be used to integrate photodetectors in addition to (or, in some applications, instead of) emitters. Two topics that have been investigated in the past include the integration of a telecommunication-wavelength photodetector based on lattice mismatched growth [119,162-166] and the fabrication of resonant cavity photodetectors from a VCSEL heterostructure [167,168].
Chapter 1 gave an introduction to the role of optical interconnects in high speed digital systems, and the Epitaxy-on-Electronics integration technology, which is well suited to an important subset of optical interconnect applications, was described in Chapter 2. The integration of optical emitters with VLSI electronics was demonstrated in Chapter 3 with the help of LED structures, and one path to the integration of photodetectors was examined in Chapter 4. Technology development in the areas of emitter and detector integration is ongoing, with the former focused on the vertical-cavity surface-emitting laser (VCSEL) and the latter emphasizing the implementation of photodetector structures using the commercial VLSI electronics process. However, as observed in Chapter 3 based on experiences from the OPTOCHIP project, the technology development effort needs to encompass more than device integration. In order to make the OEIC technology accessible to system level users, the details of the circuit-level electrical-to-optical interface must be made transparent to them. That is, rather than providing optical emitters and detectors, the OEIC technology should include optical transmitters and receivers which interface directly with standard digital electronics.

Ultimately, both the characteristics of the optical channel and of the transmitter and receiver may be standardized, much in the way that logic families are. In the present developmental stage, however, the transmitter and receiver must be made flexible enough to function within dramatically different optical systems. At the same time, their performance level must be adequate to implement convincing demonstrations.
This chapter examines a variety of system-level issues proceeding the design of the laser drivers in Chapter 6, and the receivers in Chapter 7, Appendix F, Appendix H, and Appendix I. It begins with a look at representative systems which could benefit from EoE-integrated OEICs. Typical characteristics of the link components are then reviewed, the structure of the digital optical link is examined, and its performance is studied analytically.

5.1 Epitaxy-on-Electronics OEIC Applications

Chapter 1 (Table 1.2) identifies two important optical interconnect applications in which EoE OEICs may play a role: smart pixel arrays for telecommunication systems and parallel optical interconnects for data-communication. This section looks at how EoE OEICs may be used in these applications and identifies a number of design guidelines for the transmitter and receiver interface circuits.

Tera-bit-per-second smart pixel arrays

OEICs will have a dramatic impact on telecommunication systems if they are able to provide an information processing capacity in excess of 1 Tbit/s per cm² of die area. These OEICs may be used in either a free-space optical interconnect architecture or in conjunction with a planar lightwave circuit. In practice, an OEIC may include an arbitrary arrangement of electronic and optoelectronic functionality. However, it is convenient to conceptualize the OEIC as a “smart pixel” array in which each pixel is composed of one optical transmitter, one optical receiver, and some amount of digital processing circuitry. In this context, the OEIC may be analyzed in terms of issues such as pixel density, processing complexity, electronic and optoelectronic bandwidth, and thermal management.

The data throughput density of a smart pixel array is the product of the pixel density and the bit-rate of the individual pixels. The pixel density and speed must be optimally chosen in light of the complexity of the resulting optical system, the difficulty of the electronic design, the extent of processing required within the pixels, and the packaging expense associated with managing the OEICs thermal environment. Consider a 1 cm² die containing 100 pixels operating at 10 Gb/s each, 1,000 pixels operating at 1 Gb/s each, and 10,000 pixels operating at 100 Mb/s. The first choice leads to very difficult electronics design while the last

1. The term “smart pixel” originated in conjunction with optical information processing and optical computing research to describe an imaging device in which each picture element possesses a degree of computational capability. The term is still in use in the context of optical interconnects in which case it simply refers to a VLSI circuit with a large number of optical inputs and outputs.
choice leads to very difficult optical system design. On the other hand, the choice of 1000 pixels/cm\(^2\) operating at 1 Gb/s each minimizes optical system complexity and may be implemented with relative ease in GaAs VLSI electronics.

The power dissipation, and thus the processing complexity, are limited by the need to manage the OEIC’s thermal environment while minimizing packaging cost. Commercial GaAs VLSI devices dissipating up to 20 W/cm\(^2\) are comfortably packaged in thermally enhanced plastic ball-grid arrays [169]. If the power dissipation of the 1 cm\(^2\) OEIC die is limited to 20 W, each of the 1,000 pixels may dissipate 20 mW. For a pixel containing one emitter and one detector, this 20 mW may be distributed as 5 mW for the laser and laser driver, 5 mW for the receiver, and 10 mW for the processing electronics. Using direct coupled FET logic (DCFL) electronics in the Vitesse H-GaAs IV process capable of 1 Gb/s operation\(^1\), the 10 mW budget allows for a 60-gate processing circuit. This level of complexity qualifies the smart-pixel as “smart” [170]. Sixty gates per pixel also equates to around 180 thousand transistors on the die (assuming an average fan-in of three). This transistor count is similar to that of existing electronic implementations of the targeted telecommunication components\(^2\).

Figure 3.31 of Chapter 3 describes a demonstration smart pixel designed according to the above pixel density guidelines. A photograph of the cell is repeated in Figure 5.1(a). The cell is 300 x 300 μm, allowing 1,000 such pixels to be arrayed on a 1 cm\(^2\) die. It contains one LED within an 85 μm square DGW, LED drive electronics, one OPFET-based receiver, and well over 60 gates. The large gate count points out that the above guidelines are limited by power density rather than by area. This canonical smart pixel exemplifies EoE’s ability to provide the necessary level of electronic and optoelectronic complexity. To take advantage of this capability in a 1 Tb/s application, the LED and OPFET must be replaced by a vertical cavity surface emitting laser (VCSEL) and high speed photodetector, each accompanied by a suitable interface circuit. Figure 5.1(b) shows the elements of a future Tb/s/cm\(^2\) EoE smart pixel array. A VCSEL in a 50 μm square DGW\(^3\), a 40 μm square MSM detector, and a laser driver and receiver are shown along

---

1. Conservatively ratioed 0.6 μm gate-length DCFL logic suitable for a 1 Gb/s design in the H-GaAs IV process dissipates around 160 μW per gate.
2. Many of these functions are implemented on Vitesse gate arrays which have raw gate counts ranging from 10,000 to 350,000.
3. A VCSEL process flow and layout were devised in order to verify that VCSELs in 50 μm square DGWs can be implemented on EoE OEICs.
Figure 5.1: FoE Tb/s smart pixel OEICs
(a) A photomicrograph of a 300 μm x 300 μm demonstration circuit consisting of an LED and driver circuit, OPFET-based receiver, and complex digital electronics. (b) shows an equivalent cell area containing 1 Gb/s transmit and receive components and 60 DCFL logic gates. These building blocks satisfy the performance, power, and area constraints needed to build a 1 Tb/s/cm² smart pixel array.
5.1 Epitaxy-on-Electronics OEIC Applications

with 60 DCFL logic gates. The interface circuits in this figure are the actual designs implemented in Chapter 6 and Chapter 7.

Parallel fiber-optic data links

Chapter 1 described the commercial parallel optical interconnects which have been implemented by packaging linear VCSEL arrays, detector arrays, and electronic ICs within hybrid modules. The role of a monolithic OEIC in this market would be to reduce cost and increase yield and reliability by simplifying package requirements, reducing part count and inventory overhead, reducing the number of critical alignments (since the integrated devices are automatically aligned to each other), and taking advantage of on-wafer testing of complete transceivers [105].

Figure 5.2 shows a mock-up of a monolithic ten channel bi-directional parallel optical transceiver OEIC. VCSELs using 75 µm square DGWs and 75 µm diameter MSM photodetectors have been interleaved on a 250 µm pitch to match that of standard multimode fiber ribbon. The laser driver and receiver circuits of Chapter 6 and Chapter 7 have been included, along with I/O drivers supporting differential ECL inputs and outputs¹.

Summary

The power consumption and area constraints of the parallel optical interconnect are not as stringent as those of the smart pixel array. The constraints derived from the smart pixel example are thus used to guide the design of the interface circuits of Chapter 6 and Chapter 7. This sets a 5 mW power consumption target for the transmitter (laser driver plus VCSEL combination) and for the receiver. The choice of assigning equal levels of power consumption to each components is somewhat arbitrary, but it does serve as a good starting point. Also, a specific area constraint has not been established. The designs should attempt to minimize area after meeting power and performance requirements. With regard to the latter, a 1 Gb/s data rate target is appropriate for both the smart pixel and the parallel link applications. Additional performance guidelines are determined later in this chapter.

¹. Using the laser driver and receiver circuits developed in Chapter 6 and Chapter 7, the transceiver OEIC dissipates 90 mW per transmit/receive pair. Of this, 80 mW are consumed by the ECL I/O drivers. Although the monolithic implementation already dissipates less than half the power of a typical hybrid unit, further system-level power efficiencies may be achieved in the future by incorporating higher levels of functionality onto the OEIC.
Figure 5.2: EoE parallel fiber-optic data link OEICs
This mock-up shows how EoE may be used to implement a monolithic parallel optical transceiver. Ten pairs of VCSELs in 75 μm DGWs and 75 μm diameter MSM photodetectors have been arrayed on a 250 μm pitch matching that of a multimode optical fiber ribbon. Differential ECL I/O are provided for each channel. To balance the number of power and ground pads relative to the number of I/Os, a 0.5 mm² unit cell is composed of two transmit/receive pairs. Each transmit/receiver pair dissipates 90 mW of which 80 mW is due to the ECL I/O. This is <45% of the commercial unit shown in Figure 1.3. The entire 10-bit array occupies 5 mm² and dissipates 900 mW. This translates into a power density of 18 W/cm², allowing the use of low cost thermally-enhanced plastic packaging.
5.2 Characteristics of Optical Link Components

In addition to the interface circuits, the essential ingredients of the digital optical interconnects considered in this thesis are the vertical-cavity surface-emitting laser (VCSEL), the MSM photodetector, and an optical signal path. This section briefly summarizes typical characteristics of each of these elements.

Operating wavelength

Most optical interconnect systems are implemented at a wavelength of 850 nm for compatibility with low cost GaAs VCSELs and Si\(^1\) or GaAs photodetectors. The standard optical communication wavelengths of 1.3 \(\mu\)m and 1.55 \(\mu\)m, which minimize loss and dispersion in single mode glass optical fiber, are not desirable in optical interconnects because of the high cost of the InP-based emitters and detectors that are needed.

The 850 nm VCSEL

VCSELs have benefited from an intensive development effort in the last decade, and are now finding widespread use in optical interconnect systems. They are compact, compatible with standard IC processing techniques, on-wafer testable, and their output is efficiently coupled into both fiber and free-space optical systems. They may be operated over a wide temperature range (e.g. -50°C-150°C) with a low threshold current (typically below 1 mA, and as low as 40 \(\mu\)A) and high power conversion efficiency (as high as 57% at an 850 nm output power level of around 1 mW) while simultaneously achieving a high modulation bandwidth (typically several GHz, and as high as 21 GHz) [85,117,172-187]. Figure 5.3 shows two possible implementations of an EoE-integrated VCSEL.

Measured characteristics of a typical high performance VCSEL are given in Chapter 6 in conjunction with the characterization of the transmitter interface circuit (laser driver). Figure 5.4 summarizes a number of key device parameters around which the interface circuits are based. The laser driver needs to switch the laser between two operating points corresponding to LO and HI logic states. The LO state may be just above the lasing threshold while the HI state may correspond to an output power of around 1 mW. For use

---

1. The Si photodetectors that have been commonly used are discrete pin diodes. Integration of photodetectors into Si VLSI electronics processes has been difficult because of the long optical absorption length (\(\approx 10 \mu\)m for 850 nm light), though some promising approaches have been reported [see Ref. 171 and the citations therein].
A vertical-cavity surface-emitting laser (VCSEL) is a pin diode structure in which the i-region (which may be lightly p-doped) forms a short optical cavity (a small integer multiple of half the optical wavelength in the material, \( k \cdot \lambda / 2n \)) between distributed Bragg reflectors (DBRs) consisting of a stack of quarter-wavelength-thick layers of alternating dielectric constant material. A number of quantum wells placed at the center of the cavity produce optical gain. To achieve a low threshold current and high power conversion efficiency, overlapping lateral confinement of both the injected current and of the optical mode are required. The structure in (a), which is modeled after Lear, et. al. [85, 178-187], simultaneously forms a current aperture and index guide by selectively oxidizing layers of Al\(_x\)Ga\(_{1-x}\)As \((x=0.98-1)\). The structure in (b), introduced by Chirovsky, et. al. [117], forms a current aperture using a buried fluorine implant which, following a sub-500°C anneal, increases the resistivity of the material. A separate index guide is created by patterning a layer of material just above the current aperture. Both structures achieve excellent results, with (a) currently delivering the highest performance and (b) favored from a manufacturing perspective because of its planarity and lack of a difficult-to-grow p-type DBR. Current implementations of both structures use the AlGaAs material system throughout. The high index contrast provided by this material system is important to the success of the DBRs, but Al-containing active layers are not desirable in the EoE context. To produce an integrated device, the Al-free laser active layers demonstrated in Chapter 2 may be combined with AlGaAs DBRs, as shown above. The incorporation of non-radiative recombination centers in the reduced-temperature-grown AlGaAs should not affect the device since there is no significant minority carrier population in the DBRs (i.e. they are only used to conduct current to the active region). EoE compatible AlGaAs DBRs grown by the author and by others [2,9] have confirmed that the reflectivity and morphology of the DBRs is not degraded by the reduced growth temperature. High DBR conductivity remains to be demonstrated, but is not expected to depend significantly on growth temperature. If DBR conductivity is found to be a problem, (b) may be modified to use top-side contacts for both the n- and p-connections, eliminating DBR conduction altogether (this, in fact, was Chirovsky's original design).
5.2 Characteristics of Optical Link Components

![L-I Characteristics of a VCSEL](image)

**Figure 5.4:** L-I characteristics of a VCSEL
A generic VCSEL light-versus-current (L-I) curve is shown above. It has a lasing threshold current of below 1 mA and an output power of around 1 mW.

In experimental systems, the laser driver should have adjustable LO and modulation (HI-LO) current levels of a few milliamperes each.

**The integrated MSM photodetector**

The most promising detector structures for use in EoE OEIC is the metal-semiconductor-metal (MSM) photodetectors, as discussed in Chapter 4. For the purpose of the current discussion, the various non-idealities of the existing detector structure may be set aside. The MSM detector is characterized, for the most part, by its efficiency and capacitance. At 850 nm, it is reasonable to assume an efficiency of 0.2 A/W. The capacitance of an MSM sized for use with a multimode fiber (~75 μm diameter) is likely to be around 100 fF [148]. In a free space interconnect architecture, the photodetectors may be made smaller (~40 μm diameter) resulting in a lower capacitance. The larger capacitance associated with the multimode fiber system will be assumed in this thesis.

---

1. Another possibility is to modify an integrated VCSEL for use as a resonance-enhanced pin photodetector [167,168]. Additional device-level research is required to make this approach practical.
2. The fiber core diameter of 62.5 μm is common. A detector diameter of 75 μm is used in this thesis to allow for easy alignment.
The optical system

Detailed knowledge of the optical system has not been found to be necessary in the designs presented in this work. The primary performance parameter is the coupling efficiency of the system, that is, the fraction of the VCSEL output power that is collected by the photodetector. The coupling efficiency of the index-guided VCSEL discussed above into multimode fiber is typically 50-75% [188,189]. For a free-space optical system, a coupling efficiency of around 10% is often assumed [190,191].

Summary

For applicability in a wide variety of experimental optical interconnect systems, the laser driver should support several milliamperes of off state and modulation current. In calculating the transmitter (laser driver + VCSEL) power consumption, a threshold of 1 mA and a power efficiency of 20-40% may be assumed for the VCSEL. The receiver should operate with an assumed detector capacitance of 100 fF and should produce valid logic output levels, at 1 Gb/s, in response to an input current amplitude of roughly 10-50 µA.
5.3 Digital Interconnects and Communication Channels

Optical interconnects are often advocated as an extension of lightwave communication technology to shorter length scales. Optical communication has revolutionized telephony and data networking by taking advantage of the low loss and dispersion of optical fiber. These motivations do not necessarily apply at the shorter length scales targeted by optical interconnects. Rather, a number of practical motivations discussed in Chapter 1 may justify the use of optics at various levels of the interconnect hierarchy. Similarly, the lightwave communication analogy does not recognize different system-level requirements of digital interconnects. These system-level requirements are the topic of the current section.

Figure 5.5 shows simplified diagrams of communication and interconnect systems. A communication system is conceptually a discrete-time entity. Data symbols modulate pulses which, after suitable conditioning, are sampled in order to recover the transmitted data. The timing for the sampling process is recovered from the pulse stream itself [192-198]. By contrast, a digital interconnect is a continuous time system and may be used to transmit either data or timing.

The signal fidelity of both communication channels and interconnects may be represented by an “eye diagram”. The eye diagram is a superimposed plot of the link’s response to multiple, random bit sequences. Figure 5.6(a) is a simulated eye diagram for a typical binary communication channel taken just prior to the sampling stage. A generalization of \( \text{sinc}(t) = \frac{\sin(t)}{t} \) known as the “raised cosine” pulse shape has been used to represent an optical channel with 1 GHz bandwidth transmitting data at 1 Gb/s [192]. The signal in Figure 5.6(a) would be sampled at the time instants 0 ns, 1 ns, 2 ns, ..., at which points it takes distinct values corresponding to high and low bits. The vertical eye opening relates to how well the receiver’s decision circuit will be able to distinguish the two input values in the presence of noise.

The design of a communication link must take two important factors into account: intersymbol interference (ISI) and signal-to-noise ratio (SNR). ISI refers to the distortion during a given bit interval resulting from the superposition of the responses from all other bit intervals. That is, the sample taken at time \( nT \) in Figure 5.6(a) includes an ISI contribution of \( \sum_{k \neq n} A_k p_{rs}(nT-kT) \), where \( p_{rs}(t) \) is the received, filtered pulse shape just prior to the sampling stage. The sinc-like raised-cosine pulse shapes pass through zero at multiples of the bit-time (i.e. \( p_{rs}(kT) = 0 \) for \( k \neq 0 \)) so that in an ideal system using these pulse shapes there is no ISI at the sample points. In principle, such pulse shapes can be constructed with a bandwidth of one-half
Figure 5.5: Comparison of communication links and digital interconnects

Basic structure of a communication link (a), and a digital interconnect (b). In (a), the transmitted signal $s(t)$ is a train of pulses whose amplitude reflect the data symbols $A_k$. The receive filter corrects for distortion in the channel, and the automatic gain control (AGC) function corrects for variable loss in the channel. The timing recovery circuit extracts the time instants at which the received signal is to be sampled to find the data symbols. Finally, the decision circuit estimates data symbols by comparing samples of the received signal to a decision level. At the conceptual level, such a communication link is a discrete-time entity. The digital interconnect, on the other hand, is a continuous time system. In (b), data and timing are carried on separate interconnects and the instantaneous value of each signal has significance. The transmitter (Tx) and receiver (Rx) interface between the logic circuit environment and the transmission medium.
5.3 Digital Interconnects and Communication Channels

**Figure 5.6: Simulated eye diagrams**

Eye diagrams are formed by superimposing waveforms corresponding to the link’s response to multiple, random bit sequences. (a) Represents a typical optical communication channel transmitting 1 Gb/s through 1 GHz of bandwidth using a raised cosine pulse shape with 100% excess bandwidth [192]. (b) Is a pattern for an interconnect within a digital system operating with a 1 GHz clock. This signal is modeled as a single-pole response with a bandwidth of 3.7 GHz. See Appendix D for more detailed examples.

The bit rate (i.e. 1 Gb/s transmission requires a bandwidth of 500 MHz). In real systems, additional bandwidth is required to allow for error margins in the timing recovery and sampling functions. In general, ISI is improved by increasing the system bandwidth.

The SNR, on the other hand, degrades with increasing bandwidth. That is, the narrower the bandwidth of the system, the more noise is filtered out of the signal before it is sampled. In an ISI-free system, the SNR of the sampled values entirely determines the probability that a bit-error is made. Thus, subject to ISI-related constraints, the system bandwidth should be minimized.

Now compare the communication system eye diagram with that in Figure 5.6(b) which represents the output of the receiver on the data path in Figure 5.5(b). The underlying pulse shape in this example is based on an elementary RC response, as would be found in on-chip wiring. Unlike the gradual, “just-in-

---

1. A bandwidth of 3.7 GHz has been used in order that the signal reach 90% of its final value in 0.1 ns, 10% of the 1 ns period of a 1 GHz clock. This type of responses is required at the output of the receiver, but may not exist internal to the receiver (see Section 5.4).
time" transitions of the communication system, the digital transitions are sharp, allowing them to accurately clock digital memory stages. And, while the communication signal only takes on valid values near the sampling instants, the digital interconnect signal maintains its logic value for the duration of the bit period following each transition.

Aside from the issues discussed above, important differences between communication channels and interconnects include bit-error rate requirements, the characterization of noise immunity, and delay and delay variation constraints. In practical implementations of interconnects at different length scales and in different applications, aspects of both types of links will be important. In the current discussion, however, an "interconnect" refers specifically to a link within a digital system carrying data or timing.

**Bit-error rate**

The required bit-error-rate (BER), i.e. the probability that a transmitted data bit is received incorrectly, is an important difference between communication channels and interconnects. A typical BER in an optical communication link running at several Gb/s is $10^{-9}$. If the channel is supporting a voice or video session, this BER is practically undetectable by the user. If computer data is being transmitted, then the network protocol will request retransmission of corrupt data packets. For a 64 Kbyte packet, the maximum packet length used in the current internet protocol, a $10^{-9}$ BER results in retransmission of 1 out of 1906 packets, resulting in an overhead of only 0.05%. Thus $10^{-9}$ BER is quite acceptable in a common communication systems. Consider, on the other hand, an optical interconnect in a computer system operating at 1 GHz. A BER of $10^{-9}$ in this case means that the computer would crash after 1 second of operation. For the system to operate for one week the BER must be around $10^{-15}$. Error-free operation for one year at 1 Gb/s would require a BER below $10^{-17}$. The BER specification on an interconnect product is usually determined by the duration of time for which it has been tested.

---

1. For instance, if the information being carried by an interconnect originated from an error-prone source, such as a communication channel, then the interconnect's bit-error rate may not need to significantly exceed that of the data stream. This differs from the general case in which the interconnect is expected to operate with essentially no error.
2. The term bit-error-rate (BER) is not really appropriate for an interconnect system. It would be more accurate to talk about the probability that a signal is not in the correct logic state at any given instant in time. Since this probability is analytically equivalent to the BER, however, the term will be applied to both types of systems in this thesis.
5.3 Digital Interconnects and Communication Channels

Signal and noise

The dramatic difference in BER for communication versus interconnect application leads to different analytical perspectives in the design of each type of system. In a communication channel, the probability of a bit-error is related to the SNR. The link is designed, sometimes including error-correction coding, to maintain an SNR consistent with the target BER. A similar probabilistic viewpoint is also important in understanding digital interconnects at a fundamental level. However, specifying interconnect performance in terms of SNR is awkward. The question in interconnect design is not “what SNR is required to achieve a given BER”, but rather “what is the minimum signal level and the maximum noise level which allow for error-free operation”. Consequently, digital connections are specified by a range of high and low signal levels and noise margins. The design of the interconnect then aims at limiting the degradation of the signal levels below the minimal specified values and at limiting noise susceptibility.

Delay and jitter

Aside from allowing adequate margins for timing recovery and sampling, time delay and timing accuracy (i.e. delay variation, or jitter) are not significant factors in a communication link. They are very important in digital interconnects. As discussed, the sample timing in a communication receiver is derived from the transmitted signal itself. As long as the clock recovery circuit can track timing variations in the received signal, the actual delay and jitter are not important. Digital systems, however, require synchronous interaction of multiple signal paths. Interconnect delay may directly contribute to the required cycle time. Likewise, uncertainty in the interconnect delay resulting from process and temperature variations and from data pattern dependencies must also be built into the timing margins. Thus, controlling both delay and delay variation are key elements in the design of a digital interconnect.

Summary

In a communication system, the goal is to send a serial bit stream over a great distance with a moderate error rate. In a digital interconnect system, the goal is to send many continuous-time binary signals over a relatively short distance with no errors. How these goals influence the design of the driver and receiver circuitry in digital optical interconnect is taken up in the next section.

1. In some systems, long delays, or latencies, are provided for by the use of pipelining. In these cases, it is the delay variation that is critical.
5.4 Digital Optical Interconnect Design

This section examines some of the issues encountered in the design of a digital optical interconnect. This process is analogous to the design of a logic family in that device-level consideration (e.g. laser threshold current and efficiency, coupling efficiency, detector efficiency and capacitance, ...), circuit topologies, and signal level definitions (e.g. minimum high output, maximum low output, maximum low input, minimum high input, ...) must be jointly optimized to meet a desired set of performance goals (e.g. delay, delay variation, power consumption, ...). It would be premature at this stage in the development of optical interconnect technology to attempt this level of specialization. It is useful, however, to clarify the relationships among some key design parameters and performance metrics. This section develops an analytical framework which models these relationships. While capturing the essence of the operation of the digital optical interconnect, this development limits the extent of the quantitative detail that is invoked so that the resulting model may be used to guide analysis and design at an intuitive level. The principles that are outlined here may also be used in a more rigorous, numerical context.

Figure 5.7 describes the make-up of a prototypical digital optical interconnect. A continuous time logic signal appears at the input of a laser driver which switches the current through a laser between two prescribed levels. The light output is coupled into an optical system (e.g. fiber, planar waveguide, free space, ...) and arrives at a photodetector with power levels \( P_0 \) and \( P_1 \) corresponding to logic low and high levels, respectively. The time for the optical signal to transition between these power levels is defined as \( t_{tx} \).

The photodetector, with efficiency \( \eta \) (A/W) and capacitance \( C_{det} \), produces a photocurrent \( i_{in} \) which is input to a transimpedance amplifier (TIA) with feedback resistance \( R_f \). The input FET of the TIA has a transconductance \( g_m \) and gate-to-source and gate-to-drain capacitances \( C_{gs} \) and \( C_{gd} \), respectively. The total capacitance at the input of the TIA, for the purpose of noise calculation, is \( C_{in}=C_{det}+C_{gs}+C_{gd} \). The TIA is followed by one or more additional gain stages ("post-amplifiers") having a total gain of \( G \). The cascaded linear system consisting of the detector/TIA and the post amplifier has a bandwidth of \( B \). The output of this "linear receiver", \( v_{rx} \), switches between voltages \( \eta P_0 R_f G \) and \( \eta P_1 R_f G \) in a time \( t_{rx} \). This signal is applied to a comparator which produces a logic high output if \( v_{rx} \) is greater than the "decision level", \( v_{dl} \), and a logic low output if \( v_{rx} \) is less than \( v_{dl} \).
In this prototypical digital optical interconnect, a continuous time logic signal appears at the input of a laser driver which switches the current through a laser between two prescribed levels. The light output is coupled into an optical system and arrives at a photodetector which delivers a photocurrent, \( i_{in} \), to a transimpedance amplifier (TIA). The TIA is followed by one or more additional gain stages. The output of this “linear receiver”, \( v_{rx} \), is applied to a comparator along with the “decision level”, \( v_d \), to produce a logic output.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{tx} )</td>
<td>Transmitter rise/fall time</td>
</tr>
<tr>
<td>( t_{rx} )</td>
<td>Receiver (linear) rise/fall time</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Photodetector efficiency (A/W)</td>
</tr>
<tr>
<td>( M=P_0/P_1 )</td>
<td>Extinction ratio</td>
</tr>
<tr>
<td>( R_f )</td>
<td>Transimpedance amplifier feedback resistor</td>
</tr>
<tr>
<td>( G )</td>
<td>Post-amplifier gain</td>
</tr>
<tr>
<td>( C_{in} )</td>
<td>Total input capacitance (( C_{det} + C_{gy} + C_{gd} ))</td>
</tr>
<tr>
<td>( g_m )</td>
<td>Transconductance of input FET</td>
</tr>
<tr>
<td>( B )</td>
<td>Bandwidth of (linear) receiver</td>
</tr>
<tr>
<td>( v_d )</td>
<td>Decision level of comparator</td>
</tr>
</tbody>
</table>

**Figure 5.7: Anatomy of a digital optical interconnect**

In this prototypical digital optical interconnect, a continuous time logic signal appears at the input of a laser driver which switches the current through a laser between two prescribed levels. The light output is coupled into an optical system and arrives at a photodetector which delivers a photocurrent, \( i_{in} \), to a transimpedance amplifier (TIA). The TIA is followed by one or more additional gain stages. The output of this “linear receiver”, \( v_{rx} \), is applied to a comparator along with the “decision level”, \( v_d \), to produce a logic output.
Figure 5.8: Example of timing and logic errors caused by signal distortion

Noise and ISI distort the signal which appears at the input of the comparator in Figure 5.7, resulting in errors in the logic output and in the output switching time. The latter is referred to as jitter.

The signal applied to the comparator, $v_{rx}$, is distorted by ISI and additive noise. Figure 5.8 gives an example of how this distortion can lead to errors in the output logic value and the output timing. Since, by construction, the output of the receiver (i.e. output of the comparator) is binary valued, the design of the transmitter, optical channel, and receiver are driven by two principles: (I) OUTPUT THE CORRECT LOGIC VALUE, and (II) CHANGE THE OUTPUT AT THE CORRECT TIME.

The optical channel design is not considered in this thesis. With regard to the transmitter (laser driver) and receiver, other design goals include power consumption, delay, and area. These may appear as constraints on the optimization of I and II above, and are of great practical importance in determining the realizable range of the variables appearing in Figure 5.7. The goal of this section is to quantify how these variables interact to determine I and II.
Gaussian noise and error probability

As shown in Figure 5.8, the presence of noise on $v_{rx}$ as it ramps past the decision level of the comparator causes a random displacement in the time at which the output switches. There will thus be some uncertainty in the receiver output around the time of the switching event. The time duration of this jitter interval will be discussed below. At a time instant, $t$, outside of the jitter interval, the receiver is expected to produce a static high or low output depending on the value of $v_{rx}(t)$ relative to the decision level, $v_d$. More specifically, the comparator output should indicate whether the mean value of the comparator input, $\bar{v}_{rx}(t)$, is greater or less than $v_d$. If the noise on $v_{rx}$ is assumed to be Gaussian, the probability that the comparator produces the wrong value at a given instant in time is given by [193]:

$$ \Pr\{\text{Error}\} = Q\left( \frac{v_{rx}(t) - v_d}{\sqrt{\langle v_{rx}^2 \rangle}} \right) $$

(5.1)

where the $Q$ function is based on an integral of the normal distribution:

$$ Q(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-x^2/2} dx = \frac{1}{2} \text{erfc}\left( \frac{x}{\sqrt{2}} \right) $$

(5.2)

If the noise variance, $\langle (v_{rx})^2 \rangle$, is independent of $\bar{v}_{rx}$, then the optimal location of the decision level is midway between the high and low mean values. This is not true in an optical system since the noise variance associated with the optical signal is proportional to the optical power. However, taking the optical noise to be constant at its peak value represents a worst-case analysis and is appropriate here [194]. Furthermore, as a practical matter, $v_d$ needs to be set near the mid-point of the transition in $v_{rx}$ in order to produce uniform rising and falling delays through the interconnect. Assuming constant noise variance and placing $v_d$ midway between the high and low value of $\bar{v}_{rx}$ allows (5.1) to be written as

$$ \Pr\{\text{Error}\} = Q\left( \frac{\sqrt{\text{SNR}}}{2} \right) $$

(5.3)

With the signal-to-noise ratio, $\text{SNR}$, defined as the ratio of the signal power (squared amplitude) to the noise power (variance):

$$ \text{SNR} = \frac{(v_{rx,\text{high}} - v_{rx,\text{low}})^2}{\langle v_{rx}^2 \rangle} $$

(5.4)
Assuming the noise on $v_{rx}$ is Gaussian and independent of time, and that the decision level is set midway between the high and low signal mean values, the probability that the output of the comparator in Figure 5.7 is incorrect at a time instant outside a transition interval is determined from the signal-to-noise ratio by (5.3).

Figure 5.9 plots the error probability as a function of SNR. Around 25 dB SNR is needed to meet the “vanishingly small” error probability requirement of $10^{-15}$-$10^{-20}$ discussed above. At this SNR, the amplitude of $v_{rx}$ is around 18 times the standard deviation of the noise. As a rule-of-thumb for signals with Gaussian noise, the “peak-to-peak” noise amplitude may be related to the standard deviation by a factor, $\alpha$:

$$\text{(Noise)}_{\text{peak-to-peak}} \approx \alpha \cdot \sigma_{\text{Noise}}$$  \hspace{1cm} (5.5)

A factor of $\alpha=20$ is convenient for analytical use in this section and corresponds to $\text{SNR}=26$ dB or an error probability of $\sim 10^{-20}$. An empirically determined value of $\alpha=10$ ($\text{SNR}=20$ dB, error probability $\sim 10^{-7}$) is more appropriate for use with laboratory measurements and reflects the limited duration of the measurement.
Receiver SNR and error probability

It is convenient to express the noise appearing in $v_{rx}$ as an equivalent noise current at the receiver input.

$$\langle i_{in}^2 \rangle = 2q(\eta P_1)B + \frac{4kT}{R_f}B + 4kT\left(\frac{4\pi^2}{3}\right)\frac{C_{in}^2}{g_m}B^3$$  \hspace{1cm} (5.6)

The first term in this expression is the (worst case) shot noise due to the optical signal. The remaining terms are due to the receiver and are discussed in Chapter 7 (page 358). The two dominant receiver noise sources appear as the second and third terms of (5.6). The second term is the thermal noise due to the TIA feedback resistor and the third term is the thermal noise of TIA’s FET input. $\Gamma$ is the FET noise factor and has a value of 1.8 for GaAs and 0.6 for Si.

The noise in $v_{rx}$ can now be written in terms of the input noise as

$$\langle v_{rx}^2 \rangle = \langle i_{in}^2 \rangle (R_f G)^2$$  \hspace{1cm} (5.7)

The factor $(R_f G)$ is the gain of the linear segment of the receiver.

As indicated in Figure 5.7, the high and low mean values of $v_{rx}$ are $(\eta P_j)R_f G$ and $(\eta P_0)R_f G$, respectively. Substituting these values into (5.4) along with (5.7) gives the SNR as

$$SNR = \frac{\langle (\eta P_j)R_f G - (\eta P_0)R_f G \rangle^2}{\langle v_{rx}^2 \rangle} = \frac{\langle \eta (P_1 - P_0) \rangle^2}{\langle i_{in}^2 \rangle}$$  \hspace{1cm} (5.8)

Next, define the optical power amplitude, $P$, and the “extinction” ratio, $M$, as:

$$P = P_1 - P_0$$  \hspace{1cm} (5.9)

$$M = \frac{P_0}{P_1}$$  \hspace{1cm} (5.10)

allowing the high-level optical power to be written

$$P_1 = \frac{P}{1 - M}$$  \hspace{1cm} (5.11)

With these definitions and the noise expression in (5.6), the SNR, (5.8), may be written as

$$SNR = \frac{(\eta P)^2}{2q(\eta P)B + \frac{4kT}{R_f}B + 4kT\left(\frac{4\pi^2}{3}\right)\frac{C_{in}^2}{g_m}B^3}$$  \hspace{1cm} (5.12)
This is the key expression in assessing how the various system parameters effect design goal I. Naturally, the SNR, and with it the error probability, improve as the amplitude of the optical signal, \( P \), is increased. \( P \) may be limited by a system power dissipation constraint, or by an external factor such as eye safety. The SNR is also improved by reducing the bandwidth \( B \), which may lead to ISI and jitter. \( P \) and \( B \) play a dominant role in (5.12). Figure 5.10 plots the effect of these two parameters on the error probability. Typical values are assumed for \( \eta \), \( C_{in} \), \( R_f \), and \( g_m \) based on the work in Chapter 4 and Chapter 7 and are indicated in the figure; a best-case extinction ratio of \( M=0 \) is assumed (the effect of \( M>0 \) will be examined later).

The main observation from Figure 5.10 is that, for the typical system parameters chosen in this example, an optical power amplitude of around 10 \( \mu \)W is required in a 1 GHz system to achieve an error probability of \( 10^{-20} \). If the amplitude is reduced much below this level, the bandwidth must be curtailed sharply and unacceptably. If the bandwidth needs to be increased, it must be accompanied by an increase in amplitude.

Aside from amplitude and bandwidth considerations, SNR is improved by minimizing the extinction ratio, \( M \), and the input capacitance, \( C_{in} \), and by maximizing the feedback resistance, \( R_f \), the transconductance, \( g_m \), and the detector efficiency, \( \eta \). These variables are generally constrained by practical limitations. For instance, \( M>0 \) may be needed to control laser turn-on delay (see Figure 6.50), a minimum detector area, and thus input capacitance, may be needed to match a given optical system, the feedback resistor may be limited by the gain achievable in the voltage amplifier used to build the TIA, and the transconductance may be limited by power dissipation.
Figure 5.10: Error probability vs. optical power amplitude and bandwidth
The error probability, (5.3), is determined from the SNR, (5.12), calculated with the system parameters indicated in the table above. \( M = 0 \) is assumed and typical values for the other parameters are taken from Chapter 4 and Chapter 7.
Jitter

Design goal II relates to the jitter in the receiver's comparator output. An expression for the jitter variance is derived in Appendix D.

\[ \sigma_{\text{jitter}}^2 = \sigma_{\text{linear}}^2 + \frac{t_{\text{rx}}^2}{\text{SNR}} + \sigma_{\text{comparator}}^2 \]  

(5.13)

The first term in this expression is the jitter produced within the linear segment of the receiver due, primarily, to ISI. This term will be examined later in this section. The last term allows for timing variations in the comparator itself (other than those related to noise which are included in the second term). As long as a very simple implementation is used for the comparator, such as a basic logic inverter, this term does not contribute significantly to the total jitter. The second and dominant jitter term results from noise at the input of the comparator. An estimate of the linear receiver rise time, \( t_{\text{rx}} \), is needed in order to quantify this term.

There are numerous definitions of rise/fall time, as summarized in Table 5.1 [95]. One mathematically useful definition is the standard deviation of the impulse response, \( T_{\sigma} \). When linear systems are cascaded, their impulse responses are convolved and the impulse responses variances, \( (T_{\sigma})^2 \), add. As seen in Table 5.1, all of the common definitions of rise/fall time are fairly consistent. As a result, regardless of the specific definition used, the transition time (i.e. step-response rise/fall time) of a cascade of systems may be expressed in terms of its constituents as:

<table>
<thead>
<tr>
<th>Impulse Response Type</th>
<th>( T_{\sigma} )</th>
<th>( T_{10-90} )</th>
<th>( T_{20-80} )</th>
<th>( T_{\text{slope}} )</th>
<th>( T_{\text{FWHM}} )</th>
<th>( F_{3\text{dB}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-Pole</td>
<td>1.00</td>
<td>0.877</td>
<td>0.553</td>
<td>0.798</td>
<td>0.28</td>
<td>0.399</td>
</tr>
<tr>
<td>Two-Pole Critically Damped</td>
<td>1.00</td>
<td>0.947</td>
<td>0.612</td>
<td>0.900</td>
<td>0.69</td>
<td>0.363</td>
</tr>
<tr>
<td>Gaussian</td>
<td>1.00</td>
<td>1.02</td>
<td>0.672</td>
<td>1.00</td>
<td>0.94</td>
<td>0.332</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of rise time definitions and corresponding bandwidths for various linear systems

\( T_{\sigma} \) is the standard deviation of the system's impulse response, \( T_{10-90} \) is the 10%-to-90% transition time, \( T_{20-80} \) is the 20%-to-80% transition time, \( T_{\text{slope}} \) is the transition time based on extrapolating the slope of the signal at the midpoint of its transition, and \( T_{\text{FWHM}} \) is the full-width-at-half-maximum of the impulse response. In each case, the product of the transition time and the bandwidth, \( F_{3\text{dB}} \), is a constant depending on the type of system. Furthermore, this constant does not vary greatly among the various system types [95].
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\[(t_{\text{cascade}})^2 = (t_1)^2 + \ldots + (t_n)^2\]  \hspace{1cm} (5.14)

Furthermore, the product of the transition time of a linear system and its bandwidth is a constant which depends only weakly on the details of the system.

\[(t_{\text{rise}})(f_{3dB}) = \gamma\]  \hspace{1cm} (5.15)

As seen in Table 5.1, the constant, \(\gamma\), typically takes values in the range 0.3-0.4.

Using (5.14) and (5.15), the transition time of the linear receiver output may be estimated as:

\[(t_{\text{rx}})^2 = (t_{\text{tx}})^2 + \left(\frac{\gamma}{B}\right)^2 = \frac{\gamma^2}{B^2} + \frac{1}{\gamma^2} B^2\]  \hspace{1cm} (5.16)

Substituting this expression and the \(\text{SNR}\), (5.12), into the middle term of (5.13) gives the jitter variance resulting from noise at the comparator input:

\[
\sigma^2_{\text{jitter}} = \gamma^2 \left(\frac{2q}{(1-M)(\eta P)B} + \frac{4kT}{R_f(\eta P)^2 B} + \frac{4kT}{3} \left(4\pi^2 \Gamma \right) \frac{C_{\text{in}}}{8m(\eta P)^2} \left(1 + \frac{t_{\text{t}}^2}{\gamma^2} B^2\right)\right)  \hspace{1cm} (5.17)
\]

This is the key expression in assessing how the various system parameters effect design goal II. As with the \(\text{SNR}\), it is desirable to minimize the extinction ratio, \(M\), and the input capacitance, \(C_{\text{in}}\), while maximizing the feedback resistance, \(R_f\), the transconductance, \(g_m\), and the detector efficiency, \(\eta\). Likewise, the optical power amplitude, \(P\), plays a dominant role in reducing jitter. However, unlike the \(\text{SNR}\), there is an optimum bandwidth which, for a given set of system parameters, minimizes the jitter.

The jitter, (5.17), is a product of two factors. The first contains the various noise sources and gives the output jitter in the idealized case in which the optical input makes instantaneous transitions. It initially decreases with increasing bandwidth since the resulting drop in \(t_{\text{rx}}\) is more significant the increase in noise. Once, the FET channel noise term becomes dominant, however, the jitter begins to rise. The optimum bandwidth, in the idealized case of \(t_{\text{tx}}=0\), is:

\[
B_{\text{optimum}}|_{t_{\text{tx}}=0} = \left[\frac{2q}{(1-M)(\eta P)} + \frac{4kT}{R_f(\eta P)^2} \left(4\pi^2 \Gamma \right) \frac{C_{\text{in}}}{8m(\eta P)^2} \left(1 + \frac{t_{\text{t}}^2}{\gamma^2} B^2\right)\right]^{1/2}  \hspace{1cm} (5.18)
\]
The second factor in (5.17) adjusts the jitter to reflect the finite transition time of the optical signal. Essentially, the second factor accounts for the fact that increasing the bandwidth beyond that of the input signal adds to the noise without reducing $t_{rx}$, and thus degrades the jitter.

The peak-to-peak jitter is written as

$$(Jitter)_{peak-to-peak} = \alpha \cdot \sigma_{jitter}$$

(5.19)

using the relationship pointed out in (5.5) and is plotted as a function of bandwidth in Figure 5.11 with $\alpha=20$. The same typical system parameter of Figure 5.10 are used along with $\gamma=0.35$. When $t_{tx}$ is non-zero it dominates the bandwidth optimization problem, with the optimum bandwidth occurring somewhat below $\gamma t_{tx}$. The jitter is reduced dramatically as the amplitude of the optical signal is increased above the 10 $\mu$W level which gave an acceptable static sensitivity result. This points out the important observation that the jitter is a much more sensitive measure of the interconnect performance than is the error probability. This tendency should be accounted for when undertaking laboratory measurements of these systems.

The dependence of jitter on the optical signal amplitude and switching time are shown in more detail in Figure 5.12 and Figure 5.13, respectively. As seen in these figures, the roles of $P$, $B$, and $t_{tx}$ are intertwined in determining the jitter. The importance of optical noise relative to thermal noise plays an important role in this interaction, with thermal noise important at low optical amplitudes and optical noise important at higher amplitudes. The thermal noise is determined by the detector and FET capacitances, which are included in $C_{in}$, the FET transconductance, $g_m$, and the feedback resistance, $R_f$.

The dependence of jitter on $R_f$ and $g_m$ are shown in Figure 5.14 and Figure 5.15, respectively. These parameter are also intertwined in establishing the thermal noise level. For instance, decreasing $C_{in}^2/g_m$ reduces the FET thermal noise and allows for further noise reduction by increasing $R_f$. Conversely, for a given value of $C_{in}^2/g_m$ increasing $R_f$ is beneficial up to a point beyond which further gains are scarce.

Note that in Figure 5.15 the input capacitance, $C_{in}$, is held constant under the assumption that it is dominated by the detector capacitance. In general, both $C_{in}$ and $g_m$ depend on the width of the input FET. As a result, there is an optimum value for $g_m$ [$158,159$].

Thus far in this section, the error probability and jitter characteristics of the digital optical interconnect have been examined under the best-case scenario in which the optical signal is fully extinguished ($M=0$) and there is no supply noise or ISI. These non-idealities will be examined next.
Figure 5.11: Jitter vs. bandwidth
The peak-to-peak jitter is given by (5.17) and (5.19). It is plotted here as a function of the linear receiver bandwidth, $B$, for a typical set of system parameters and various combinations of optical signal amplitude and transition time. A clear minimum in the jitter appears, in this example, near $B=1$ GHz. The jitter drops sharply as the amplitude is increased from 10 µW to 50 µW, and continues to drop, more gradually, as the amplitude is increased further.
Figure 5.12: Jitter vs. optical power amplitude
(a) Shows the jitter as a function of optical power amplitude, \( P \), for various values of optical transition time, \( t_{\text{tr}} \). At each value of \( P \), the bandwidth has been adjusted to minimize jitter. The optimum bandwidth is plotted in (b). The optimum bandwidth curve for \( t_{\text{tr}} = 0 \) follows (5.18). The rise in this curve starting at \(-50\) to \(100\) \(\mu\)W indicates that optical noise becomes dominant beyond this point. Below this point, thermal noise dominates, jitter variance drops as \(1/P^2\), and the peak-to-peak jitter drops as \(1/P\). Above this point, jitter variance drops as \(1/P\) so the curves in (b) change to a \(1/P^{1/2}\) dependence.
Figure 5.13: Jitter vs. transmitter rise/fall time
(a) Shows the jitter as a function of optical transition time, $t_{tx}$, for various values of optical signal amplitude, $P$. At each value of $t_{tx}$, the bandwidth has been adjusted to minimize jitter. The optimum bandwidth is plotted in (b). At low amplitudes, the optimum bandwidth is relatively small, reducing the importance of $t_{tx}$. At higher amplitudes, the optimal bandwidth is higher because of the relatively smaller importance of FET channel noise. The higher bandwidth, in turn, gives $t_{tx}$ a greater role in determining the jitter.
Figure 5.14: Jitter vs. transimpedance amplifier feedback resistance

(a) Shows the jitter as a function of TIA feedback resistance, $R_f$, for various values of optical signal amplitude, $P$. At each value of $R_f$, the bandwidth has been adjusted to minimize jitter. The optimum bandwidth is plotted in (b). At low amplitudes, increasing the feedback resistor is effective in reducing jitter up to a value of around 2-3 kΩ. Beyond this, the FET channel noise becomes larger than the resistor thermal noise. At higher powers, optical noise dominates and increasing $R_f$ beyond 1-2 kΩ is not helpful.
Figure 5.15: Jitter vs. transimpedance amplifier FET transconductance
(a) Shows the jitter as a function of TIA input FET transconductance, $g_m$, for various values of optical signal amplitude, $P$. At each value of $g_m$, the bandwidth has been adjusted to minimize jitter. The optimum bandwidth is plotted in (b). While this figure focuses on $g_m$, it should be recalled that it is the ratio $C_{in}/g_m$ which determines the impact of FET channel noise. $C_{in}$ includes both the FET gate capacitance and the detector capacitance. In the present example, the latter is assumed to be dominant. At low amplitudes and for the selected value of $R_f$, the drop in jitter flattens out at a $g_m$ of around 4-5 mS. At higher amplitudes, the drop levels off somewhat sooner.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>20</td>
</tr>
<tr>
<td>$t_{tx}$</td>
<td>200 ps</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.35</td>
</tr>
<tr>
<td>$M$</td>
<td>0</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.2 A/W</td>
</tr>
<tr>
<td>$R_f$</td>
<td>2 kΩ</td>
</tr>
<tr>
<td>$C_{in}$</td>
<td>150 fF</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>1.8</td>
</tr>
</tbody>
</table>
Non-zero extinction ratio

Maintaining an extinction ratio of $M=0$ may not be possible in a real system because of variations in laser threshold current and the effects of laser turn-on delay. Non-zero extinction ratio leads to a greater level of optical noise in the system, and appears as a $1/(1-M)$ factor in the optical noise term of the $SNR$, (5.12), and jitter, (5.17). A convenient way to keep track of the effect of a non-zero extinction ratio is to use a “power penalty”.

Consider a system which, with $M=0$, operates with a specified error probability and jitter at a particular optical amplitude, $P$. If this system is to be used with a non-zero extinction ratio, the optical amplitude may be increased to compensate for the resulting increase error probability and jitter. Since the extinction ratio enters both of these metrics exclusively through the $SNR$, the new optical amplitude, $P'$, may defined by equating the $SNR$ of the original system (optical amplitude $P$ and extinction ratio $M=0$) with that of the modified system (optical amplitude $P'$ and extinction ratio $M>0$):

$$SNR|_{P',M>0} = SNR|_{P,M=0}$$

(5.20)

The power penalty may then be defined as the ratio of the new, higher optical amplitude with the original one.

$$K_M = \frac{P'}{P}$$

(5.21)

An expression for $K_M$ follows from the use of (5.12) in (5.20), and it depends on the extinction ratio of the new system, $M$, and the ratio of optical noise to the total noise present in the original system, $S_P$

$$S_p = 2q \frac{B \cdot SNR}{\eta P} = \left(\frac{i_{in opt}}{i_{in total}}\right)_{P,M=0}$$

(5.22)

With this definition, the power penalty for non-zero extinction may be written as

$$K_M = \frac{S_p}{2(1-M)} + \left[1 - \frac{S_p}{2(1-M)}\right]^2 + MS_p \left(\frac{1}{1-M}\right)^{1/2}$$

(5.23)

Notice that $S_p/(1-M)$ is actually the fraction on optical noise in the new system.
The degradation in error probability and jitter which results from the use of a non-zero extinction ratio, \( M = P_0 / P_I \), may be compensated by increasing the optical signal amplitude by a factor \( K_M \). This factor is referred to as the power penalty and is given by (5.23). The fraction of optical noise in the \( M = 0 \) system determines how quickly \( K_M \) increases with \( M \).

The non-zero extinction power penalty is plotted in Figure 5.16. The optical noise fraction, \( S_p \), determines how quickly \( K_M \) rises with \( M \). When the original optical amplitude is small (small \( S_p \)) a relatively small increase in the amplitude is very effective in restoring the SNR so using a non-zero extinction does not result in a significant power penalty. When the original amplitude is large enough that the optical noise is dominant (large \( S_p \)) the improvement of the SNR with increasing \( P \) is weaker. Thus, if the optical amplitude in the \( M = 0 \) system was large to begin with, the \( K_M \) penalty may be significant (~3 dB for an extinction ratio as large as 40%).

![Figure 5.16: Power penalty for non-zero extinction ratio](image)

The table shows the parameters used in the calculation:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta )</td>
<td>0.2 A/W</td>
</tr>
<tr>
<td>( R_f )</td>
<td>2 kΩ</td>
</tr>
<tr>
<td>( C_{in} )</td>
<td>150 fF</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>1.8</td>
</tr>
<tr>
<td>( B )</td>
<td>1 GHz</td>
</tr>
</tbody>
</table>

The degradation in error probability and jitter which results from the use of a non-zero extinction ratio, \( M = P_0 / P_I \), may be compensated by increasing the optical signal amplitude by a factor \( K_M \). This factor is referred to as the power penalty and is given by (5.23). The fraction of optical noise in the \( M = 0 \) system determines how quickly \( K_M \) increases with \( M \).

The non-zero extinction power penalty is plotted in Figure 5.16. The optical noise fraction, \( S_p \), determines how quickly \( K_M \) rises with \( M \). When the original optical amplitude is small (small \( S_p \)) a relatively small increase in the amplitude is very effective in restoring the SNR so using a non-zero extinction does not result in a significant power penalty. When the original amplitude is large enough that the optical noise is dominant (large \( S_p \)) the improvement of the SNR with increasing \( P \) is weaker. Thus, if the optical amplitude in the \( M = 0 \) system was large to begin with, the \( K_M \) penalty may be significant (~3 dB for an extinction ratio as large as 40%).
Supply noise

Since digital optical interconnects are intended for use in VLSI environments, supply noise may be a major issue. Although the supply noise is deterministic, it may be assumed for simplicity that, like the other noise sources, the supply noise is adequately modeled as a white, wide-sense-stationary Gaussian random process. Suppose that the transfer function connecting the supply to the linear receiver output is \( H = \frac{v_{rx}}{v_{supply}} \), which is constant up to a certain bandwidth\(^1\), and that the variance of the supply noise within this bandwidth is \( \langle (V_{supply})^2 \rangle \). Then, the noise variance on \( v_{rx} \) may then be written as

\[
\langle v_{rx}^2 \rangle = \langle i_n^2 \rangle (R_f G)^2 + \langle v_{supply}^2 \rangle |H|^2 = \left( \langle i_n^2 \rangle + \frac{\langle v_{supply}^2 \rangle}{(PSRR)^2} \right) (R_f G)^2
\]

where the power supply rejection ratio, PSRR, has been defined as:

\[
PSRR = \left| \frac{R_f G}{H} \right|
\]

The ratio \( \langle (V_{supply})^2 \rangle / (PSRR)^2 \) is the input referred supply noise. The noise variance, (5.24), may be substituted in (5.8) to determine the SNR with the supply noise included:

\[
SNR = \frac{(\eta P)^2}{2g(\eta P)B + \frac{4kT}{R_f}B + 4kT \left( \frac{4\pi^2}{3} \right) C_m B^3 + \frac{\langle v_{supply}^2 \rangle}{(PSRR)^2}}
\]

As with the extinction ratio, the effect of supply noise on the system may be quantified in terms of a power penalty. Also, since the effect of supply noise on both the error probability and jitter appears exclusively through the SNR, the amplitude, \( P' \), required to undo the effects of a non-zero \( \langle (V_{supply})^2 \rangle \) may be determined from the expression

\[
SNR|_{P':(v_{supply}) > 0} = SNR|_{P':(v_{supply}) = 0}
\]

using the SNR given by (5.26). The supply-noise power penalty may then be defined as

\[
K_{SUP} = \frac{P'}{P}
\]

---

1. Whereas this assumption is quite good in the case of the receiver transfer function, it is often not true that the supply-to-output transfer function is flat. The important thing to keep in mind is that it is the input-referred supply noise that appears in the SNR formula.
This power penalty may be written in terms of the fraction of optical noise in the supply-noise-free system

\[ S_p = \frac{2q_B \cdot SNR}{1 - M} \frac{\langle i_{in} \rangle_{\text{optical}}}{\langle i_{in} \rangle_{\text{total}}} \bigg|_{P, \langle \sigma^2_{\text{supply}} \rangle = 0} \quad (5.29) \]

and the ratio of the input-referred supply noise to the total noise in the supply-noise-free system given by

\[ S_{SUP} = \frac{\left( \frac{\langle v_{\text{supply}}^2 \rangle}{(PSRR)^2} \left( \frac{2q(\eta P)}{1 - M} \right) \right)}{\left( \frac{1}{S_p} \right)} \left( \frac{\langle i_{in} \rangle}{(PSRR)^2} \right) \bigg|_{P, \langle \sigma^2_{\text{supply}} \rangle = 0} \quad (5.30) \]

With these definitions, the supply noise power penalty becomes

\[ K_{SUP} = \frac{1 + S_p}{2} + \left[ \left( \frac{1 - S_p}{2} \right)^2 + S_{SUP} \right]^{1/2} \quad (5.31) \]

The supply noise power penalty is plotted in Figure 5.17 in terms of the supply noise fraction, \( S_{SUP} \). The plot shows that supply noise begins to be an issue when it accounts for around one tenth of the total noise. The power penalty remains below \(-3\) dB provided the supply noise is kept to at most one third of the total noise. As is generally true of the power penalties considered in this section, if the optical noise level was large in the original system (large \( S_p \)) then the power penalty is higher. In the case of the supply noise power penalty, the dependence on \( S_p \) is relatively weak since the presence of a large amount of supply noise automatically means that the optical noise is relatively less important.\(^1\)

---

1. By comparison, the non-zero extinction power penalty, \( K_M \), is approximately equal to \( S_p(1-M) \) as \( M \) approaches 1, whereas the supply noise power penalty, \( K_{SUP} \), approximately equals \((S_{SUP})^{1/2}\), independent of the value of \( S_p \), when \( S_{SUP} \) is large.
Figure 5.17: Power penalty for supply noise
The degradation in error probability and jitter which results from the presence of supply noise may be compensated by increasing the optical signal amplitude by a factor $K_{SUP}$. This factor is referred to as the power penalty and is given by (5.31). The power penalty depends on the ratio of supply noise to total noise in the supply-noise-free system, $S_{SUP}$, and on the fraction of optical noise in the supply-noise-free system, $S_P$. 

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>0</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.2 A/W</td>
</tr>
<tr>
<td>$R_f$</td>
<td>2 k$\Omega$</td>
</tr>
<tr>
<td>$C_{in}$</td>
<td>150 fF</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>1.8</td>
</tr>
<tr>
<td>$B$</td>
<td>1 GHz</td>
</tr>
</tbody>
</table>

- $P = 500 \mu W$, $S_{SUP} = 0.750$,
- $P = 50 \mu W$, $S_{SUP} = 0.240$,
- $P = 10 \mu W$, $S_{SUP} = 0.059$
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Intersymbol interference

The discussions of error probability and jitter above have not dealt with the effects of intersymbol interference (ISI). In a simple model, described in Appendix D and summarized in Figure 5.18, ISI is measured in terms of the fractional eye closure, $C_{ISI}$. This parameter depends on both the transmitter waveform and the receiver frequency response. Since there is no clear general model for $C_{ISI}$, the following analysis treats it as a high-level design parameter in much the same way that the receiver bandwidth has been.

ISI results in both vertical eye closure, which degrades the error probability, and in jitter. The effect of ISI on the on each of these, as quantified by a power penalty, is somewhat different. To determine the power penalty for maintaining a given error probability when $C_{ISI}>0$, equate the error probability for the original system (amplitude $P$ and $C_{ISI}=0$) with that of the modified system (amplitude $P'$ and $C_{ISI}>0$).

$$
Pr\{\text{Error}\}|_{P,C_{ISI}>0} = Pr\{\text{Error}\}|_{P,C_{ISI}=0}
$$

(5.32)

Eye closure enters the error probability by reducing the separation between ISI-free signal mean and the decision level from $(v_{rx}-v_d)$ to $(v_{rx}-\Delta v_{rx}/2-v_d)$.

$$
Q\left(\frac{v_{rx}-\Delta v_{rx}/2-v_d}{\sqrt{\langle v_{rx}^2 \rangle}}\right)_{P,C_{ISI}>0} = Q\left(\frac{v_{rx}-v_d}{\sqrt{\langle v_{rx}^2 \rangle}}\right)_{P,C_{ISI}=0}
$$

(5.33)

The eye closure, $\Delta v_{rx}$, is defined by $\Delta v_{rx}=C_{ISI}/(v_{rx,peak-to-peak})$. Referring all quantities back to the receiver input current and equating the arguments of the $Q$ functions then gives,

$$
\frac{(\eta P')}{\sqrt{\langle i_{in}^2 \rangle}} \bigg|_{P,C_{ISI}>0} - \frac{(\eta P)}{\sqrt{\langle i_{in}^2 \rangle}} \bigg|_{P,C_{ISI}=0} = \frac{(\eta P')}{2} - \frac{(\eta P)}{2}
$$

(5.34)

Which can be expressed in terms of the SNRs by squaring each side of the equation

$$
(1-C_{ISI})^2 \cdot SNR|_{P,C_{ISI}>0} = SNR|_{P,C_{ISI}=0}
$$

(5.35)

Note that the SNRs are not equal although the error probabilities are. The SNR is defined in terms of the amplitude of the signal and the noise variance. It does not reflect the deterministic, pattern-dependent “shifts” in the signal which result from ISI. To compensate for the shift in the signal relative to the decision
Figure 5.18: Eye closure and jitter due to intersymbol interference
As discussed in Appendix D, intersymbol interference (ISI) results in vertical eye closure and jitter. (a) Represents the transition region of an ISI-free eye pattern. The underlying signal has the peak-to-peak amplitude and transition times indicated. (b) Shows a simplified model of the effect of ISI on this signal. The fractional eye closure, $C_{ISI}$, and the transition time determine the jitter.

$$C_{ISI} = \frac{\Delta v_{rx}}{v_{rx, peak-to-peak}} \quad (Jitter)_{peak-to-peak} = C_{ISI} \cdot t_{rx}$$
level, the SNR is increased as shown in (5.35). The ratio of the improved SNR to the original drives the ISI sensitivity power penalty and is defined as $D_{ISI,sens}$.

\[
\frac{\text{SNR}|_{P',C_{ISI}>0}}{\text{SNR}|_{P',C_{ISI}=0}} = \frac{1}{(1 - C_{ISI})^2} \equiv D_{ISI,sens}
\]

(5.36)

Before stating the explicit formula for the ISI sensitivity power penalty, it is worthwhile examining the ISI jitter power penalty. To find the power penalty for the effect of ISI on jitter, equate the peak-to-peak output jitter of the original system (amplitude $P$ and $C_{ISI}=0$) with that of the modified system (amplitude $P'$ and $C_{ISI}>0$).

\[
(Jitter)_{\text{peak-to-peak}}|_{P',C_{ISI}>0} = (Jitter)_{\text{peak-to-peak}}|_{P',C_{ISI}=0}
\]

(5.37)

The peak-to-peak ISI jitter is given by the product $(C_{ISI})t_{rx}$. This peak-to-peak jitter must be added to the peak-to-peak jitter resulting from noise at the comparator input (see Appendix D). The latter term has variance $t_{rx}^2/\text{SNR}$, as in (5.13). Using (5.19) to relate the jitter variance to a peak-to-peak quantity then reduces (5.37) to

\[
\left[ C_{ISI}t_{rx} + \frac{t_{rx}^2}{\text{SNR}} \right]|_{P',C_{ISI}>0} = \left[ \alpha \frac{t_{rx}^2}{\text{SNR}} \right]|_{P',C_{ISI}=0}
\]

(5.38)

This expression may be rearranged to give the ratio of the improved SNR to the original

\[
\frac{\text{SNR}|_{P',C_{ISI}>0}}{\text{SNR}|_{P',C_{ISI}=0}} = \frac{1}{(1 - C_{ISI})^2} = D_{ISI,jitter}
\]

(5.39)

This is the driving term for the ISI jitter power penalty. The quantity $\alpha/(SNR)^{1/2}$ which divides $C_{ISI}$ in this expression is the ratio of the peak-to-peak noise to the peak-to-peak signal in the original system (amplitude $P$). $D_{ISI,jitter}$ plays the same role in this case as $D_{ISI,sens}$ in (5.36) does for the ISI sensitivity power penalty.

The same power penalty formula applies in both cases using the appropriate definition of $D_{ISI}$. As with all of the power penalty expressions, the ISI power penalty depends on the fraction of optical noise in the original system:
Figure 5.19: Power penalty for the effect of ISI on sensitivity

The degradation in error probability which results from the presence of intersymbol interference (ISI) may be compensated by increasing the optical signal amplitude by a factor $K_{ISI}\text{sen}$. This factor is referred to as the power penalty and is given by (5.41) with $D_{ISI}$ defined in (5.36) depending on the fractional eye closure, $C_{ISI}$.

$$S_P = \frac{2qB \cdot SNR}{1-M} \frac{\langle i^2_{in}\rangle_{optical}}{\langle i^2_{in}\rangle_{total}}_{|p}$$

(5.40)

The ISI power penalty, determined from the SNR ratio ((5.36) or (5.39)), is given by

$$K_{ISI} = \frac{S_P D_{ISI}}{2} + \left[ \left( \frac{S_P D_{ISI}}{2} - 1 \right)^2 + D_{ISI} - 1 \right]^{1/2}$$

(5.41)

The ISI sensitivity power penalty is plotted in Figure 5.19 and the ISI jitter power penalty is plotted in Figure 5.20. As long as the eye closure does not exceed ~10-20%, the sensitivity may be compensated by a reasonable (~3 dB) increase in amplitude. Except in very low amplitude conditions, however, compensat-
Figure 5.20: Power penalty for the effect of ISI on jitter

The degradation in jitter which results from the presence of intersymbol interference (ISI) may be compensated, to a point, by increasing the optical signal amplitude by a factor $K_{ISI\text{, jitter}}$. This factor is referred to as the power penalty and is given by (5.41) with $D_{ISI}$ defined in (5.39) depending on the ratio of the fractional eye closure, $C_{ISI}$, and the quantity $C_{noise}=\alpha/(SNR)^{1/2}$ which represents the peak-to-peak noise normalized to the peak-to-peak signal in the original system. When these two quantities are equal, the jitter due to ISI is equal to the noise-related jitter in the original system. At this point $K_{ISI\text{, jitter}}$ diverges indicating that no finite increase in power can compensate the jitter.

For the jitter effect is not possible. This occurs because $D_{ISI\text{, jitter}}$ diverges as the eye closure, $\Delta\nu_{rx}$, becomes comparable to the peak-to-peak noise. At this point, the amount of jitter due to ISI is equal to the original jitter due to noise. To compensate the jitter it would be necessary to reduce the noise-related jitter to zero, and this is not possible with a finite amplitude. The conclusion to be drawn from this is that either ISI must be eliminated, or an acceptable level of ISI jitter must be explicitly included in the jitter budget.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>500 $\mu$W</td>
</tr>
<tr>
<td>$S_p$</td>
<td>0.760</td>
</tr>
<tr>
<td>$C_{noise}$</td>
<td>0.041</td>
</tr>
<tr>
<td>$P$</td>
<td>50 $\mu$W</td>
</tr>
<tr>
<td>$S_p$</td>
<td>0.240</td>
</tr>
<tr>
<td>$C_{noise}$</td>
<td>0.231</td>
</tr>
<tr>
<td>$P$</td>
<td>10 $\mu$W</td>
</tr>
<tr>
<td>$S_p$</td>
<td>0.059</td>
</tr>
<tr>
<td>$C_{noise}$</td>
<td>1.0378</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>0</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.2 A/W</td>
</tr>
<tr>
<td>$R_f$</td>
<td>2 k$\Omega$</td>
</tr>
<tr>
<td>$C_{in}$</td>
<td>150 fF</td>
</tr>
<tr>
<td>$f$</td>
<td>1.8</td>
</tr>
<tr>
<td>$B$</td>
<td>1 GHz</td>
</tr>
</tbody>
</table>
Minimum bandwidth constraint

The proceeding discussion has examined how the various parameter of the digital optical link enter into the error probability and jitter performance metrics. This understanding is useful in guiding the design of the link, and in particular the receiver. However, it must be noted that the design may be constrained by factors which do not explicitly appear in the above formulation. An important instance of this is a constraint on the receiver bandwidth.

The optimum bandwidth discussed above may not be realizable because it is either too high or too low. An upper limit on the bandwidth may be related to the intrinsic capabilities of the underlying electronics technology, or it may be follow, for example, from a power consumption limitation. On the other hand, a lower limit on the bandwidth may originate from the need to control ISI. A minimum bandwidth constraint may also arise in connection with the need to control static timing variations. Unlike jitter, which refers to dynamic timing variation driven by noise and ISI, static variations depend on deviations of electronics process parameters and of the temperature from their nominal values. The major sources of delay variation are related to propagation through the linear receiver and to variations in the decision level.

The propagation delay through the linear portion of the receiver can be quantified in terms of the Elmore delay [199,200]. For a single pole system with time constant $\tau$, the Elmore delay is $\tau = 1/(2\pi f_{3dB})$, that is, the delay is equal to the time constant. When cascading systems, the delays add. A cascade of $N$ similar stages, each with a time constant of approximately $\tau_0$, would have a delay of

$$ T_D = N \cdot \tau_0 \quad (5.42) $$

Using (5.14), the bandwidth of the cascaded system would be roughly

$$ B = \frac{1}{2\pi \tau_0 \sqrt{N}} \quad (5.43) $$

The bandwidth and delay of the cascaded system can then be related as

$$ T_D = \frac{\sqrt{N}}{2\pi B} \quad (5.44) $$

The change in the delay can then be related to the change in the bandwidth as

$$ \Delta T_D = -\frac{\sqrt{N}}{2\pi B^2} \Delta B \quad \text{or} \quad \frac{\Delta T_D}{T_D} = -\frac{\Delta B}{B} \quad (5.45) $$
Both the delay and the static delay variation are reduced by increasing the bandwidth. The need to reduce these quantities by increasing $B$ may result in a minimum bandwidth requirement.

Static delay variations may also result from changes in the DC bias-points of the receiver. Specifically, changes in the position of the decision level, $v_d$, relative to the comparator input, $v_{rx}$. As with jitter, the static delay variation depends on the rise time of the comparator input

\[ |\Delta T_D| = \frac{|\Delta v_d|}{v_{rx, \text{peak-to-peak}}} \cdot t_{rx} \]  \hspace{1cm} (5.46)

This expression is equivalent to the ISI jitter formula given in Figure 5.18 but with $\Delta v_d$ playing the role of the eye closure. That is, a displacement of the decision level is equivalent to a displacement of the signal, $v_{rx}$. Equation (5.46) may be elaborated by using (5.16) for $t_{rx}$

\[ |\Delta T_D| = \frac{|\Delta v_d|}{v_{rx, \text{peak-to-peak}}} \cdot \left(1 + \frac{t_{rx}^2 B^2}{\gamma^2} \right)^{\frac{1}{2}} \frac{\gamma}{B} \]  \hspace{1cm} (5.47)

This form of the expression points out the dependence of the rise time on receiver bandwidth and transmitter rise time. Once again, it may be necessary to set a lower bound on the bandwidth in order to control the static delay variation.

If the minimum bandwidth requirement is larger than the optimum discussed above, the optical signal amplitude may be increased in order to reduce the jitter to the specified value. If desired, a power penalty may be formulated to quantify this aspect of the design.
Minimum amplitude constraint

In a practical receiver design, there is likely to be a minimum amplitude constraint on the output of the linear receiver, \( v_{rx} \). For example, the comparator may not function correctly unless its input is switched beyond a certain voltage range (e.g., it may not produce a valid output or it may operate too slowly), or, as it occurs in Chapter 7, it may be desirable to hard-limit \( v_{rx} \).

Let \( V_{min} \) be defined as the minimum amplitude requirement on \( v_{rx} \). The corresponding minimum photocurrent amplitude would then be \( V_{min}/(R_f G) \). Furthermore, let \( L \) be the ratio of the optical amplitude to the minimum required optical amplitude. Using these definitions, the photocurrent amplitude used above can be written as

\[
\eta P = \frac{L \cdot V_{min}}{R_f G}
\]  

(5.48)

This formula may be used to recast the SNR, jitter, and power penalty expressions above in terms of the amplitude constraint and the receiver’s gain. In particular, the SNR, (5.12), and jitter, (5.17), may be rewritten as

\[
SNR = \frac{(LV_{min})^2}{\frac{2q}{1-M} \frac{L V_{min}}{R_f G} B + 4kT R_f G^2 B + 4kT \left( \frac{4\pi^2 \Gamma}{3} \right) \frac{C_{in}^2 R_f G^2 B^3}{8m \left( R_f G \right)^2}}
\]

(5.49)

\[
\sigma_{jitter}^2 = \sigma_j^2 \left( \frac{2q}{1-M} \frac{R_f G}{(LV_{min}) B} + 4kT \frac{R_f G^2}{(LV_{min})^2 B} + 4kT \left( \frac{4\pi^2 \Gamma}{3} \right) \frac{C_{in}^2 R_f G^2 B^3}{8m \left( LV_{min} \right)^2} \right) \left( 1 + \frac{\eta_i B^2}{\eta_j} \right)
\]

(5.50)

These expressions are somewhat misleading in suggesting that the interconnect performance is improved by increasing \( V_{min} \) and decreasing \( G \). This is merely a consequence of the fact that, for a fixed value of \( L \), increasing \( G \) or decreasing \( V_{min} \) results in a lower optical amplitude which, as seen above, negatively affects interconnect performance. Nonetheless, although the gain did not play a role in the previous expressions, the inclusion of a minimum amplitude requirement makes the receiver gain an important practical design consideration.

The value of (5.49) and (5.50) lies in their potential use, along with a model of the interconnect power dissipation, as part of an optimization procedure. For a given circuit topology, the gain and bandwidth of the receiver may be formulated in terms of physical parameters. Then, for example, the jitter may be mini-
mized while constraints are applied to the power dissipation and SNR. Alternately, the power dissipation may be minimized subject to a performance constraint. A similar optimization procedure has been implemented recently [201,202], but in this work the interconnect performance is simply characterized in terms of the receiver output rise/fall time. While this approach is intuitively appealing, it does not recognize the fundamental role of the error probability and jitter in characterizing the interconnect performance.

**Three determinants of receiver sensitivity**

In an optical communication receiver, the sensitivity is defined as the minimum power (or amplitude) required to meet a given bit-error-rate (or error probability) requirement. The same definition may be applied to the digital optical interconnect receiver, but it must be augmented with two other criteria. The minimum optical amplitude required to meet a given jitter requirement will generally be different from that required to meet the error probability requirement, and is likely to be larger. In addition, as just discussed, a minimum optical amplitude may be required for correct large-signal operation of some portion of the receiver. The latter two issues give rise to a “dynamic” sensitivity while the error-probability related sensitivity may be referred to as the “static” sensitivity since it applies to the ability of the receiver to produce the correct output in the steady state. The actual sensitivity of the receiver is the largest of the three values determined by each of these three constraints.

**Summary**

The key to understanding the digital optical interconnect is to recognize that the output of the receiver is binary-valued. This means that the performance of the interconnect is quantified by the uncertainty in the output logic value, i.e. the error probability, and by the uncertainty in the time-instance of the logic transitions, that is, the jitter.

A well designed digital optical interconnect may be analyzed in terms of the conceptual model of Figure 5.7. In this model, the transmitter switches an optical signal between two prescribed power levels in a certain time. The “linear receiver”, consisting of a transimpedance amplifier and a post amplifier and having a certain overall bandwidth, converts the optical signal into a voltage waveform which is applied to the input of a comparator. The comparator may be explicitly designed into the receiver, or this function may be performed by the logic gate which follows the receiver.

The designer’s task is to choose the high and low optical power levels, the optical transition time, and the receiver gain and bandwidth in order to meet the desired error probability and jitter specifications.
There are, of course, constraints on the various physical parameters such as the detector capacitance, feedback resistance, etc. Likewise, there are upper and lower bounds on the optical power levels and on the receiver bandwidth. The analytical formalism derived in this section allows the designer to examine the interplay between these parameters in determining the link performance.

As with any model, there is a trade-off between accuracy and simplicity, the latter being favored for use in hand analysis and in building design intuition. This section has opted for simplicity. In reality, the noise processes are not wide-sense-stationary, white, or Gaussian. The noise distributions in the low and high states are not identical. The transmitter includes noise sources in addition to the optical shot noise. The noise variances do not depend only on the receiver bandwidth but on the receiver frequency response, and this dependence is specific to each noise source [194]. The models used to relate ISI and noise to jitter are themselves approximate, as are the estimates of rise/fall time.

Given the simplifications that have been made in deriving the expressions in this section, they should not be expected to give precise numerical predictions. Their primary value is in guiding design judgments. In this vain, a number of observations were made in the proceeding discussion using circuit parameters taken from the receiver design of Chapter 7.

- The optical amplitude needed to produce a vanishingly-small error probability is generally less than the power needed to meet a reasonable jitter requirement in a 1 Gb/s link.
- An extinction ratio of up to around 40% may be tolerable.
- The supply noise should be limited to 30% of the total noise, and below 10% would be particularly good.
- ISI-induced jitter should be explicitly accounted for in the jitter budget. The receiver frequency response and transmitter waveform should be designed to control ISI.
- There is a bandwidth that minimizes jitter. This bandwidth may not be attainable because of constraints on bandwidth such as the control of ISI or static delay variation.
- Practical receivers may have a minimum amplitude requirement. This makes receiver gain an important design consideration and introduces a third limitation to receiver sensitivity along with the error probability and jitter.
5.5 Transmitter and Receiver Circuit Requirements

This section collects a number of guidelines for the design of the transmitter and receiver interface circuits. The overall objective is to be able to implement a 1 Gb/s digital optical interconnect with a variety of optical system architectures.

**Transmitter**

The laser driver circuit needs to switch the VCSEL between two current levels corresponding to LO and HI logic inputs. Both the LO and the modulation (HI-LO) currents should be variable and should range up to a few milliamperes. The transition time of the laser driver output should be below 200 ps (it is assumed that the VCSEL bandwidth will not limit the optical transition time). Both the delay through the laser driver and, more importantly, the laser driver jitter should be minimized. The power consumption for the laser driver + VCSEL combination should be around 5 mW.

**Receiver**

For compatibility with multimode fiber, the receiver should use a relatively large detector (75 μm diameter) corresponding to a capacitance of ~100 fF. For the typical $g_m$ achievable with the H-GaAs IV process (at a reasonably low power consumption level), the receiver bandwidth that minimized the jitter appears to be around 1 GHz. The receiver should be designed to maintain this nominal bandwidth with the given input capacitance, and should dissipate around 5 mW. An input current swing of around 10-20 μA should be adequate to produce a valid logic output at 1 Gb/s. Finally, immunity to supply noise should be maximized.
A Low Power Laser Driver

The laser driver’s purpose is to switch the current level through an integrated laser diode between two values corresponding to logical high (HI) and low (LO) inputs. This is depicted on the generic laser light-versus-current (L-I) plot of Figure 6.1. For experimental purposes, the high and low currents must be externally variable, but in actual systems these values may be hard-wired. A critical circuit parameter is the power dissipation required to operate the laser driver, i.e., in addition to the power dissipated by the laser itself. An optical output power requirement of roughly 1 mW (HI state) and a total budget of 5 mW for the combination of the laser driver and laser were specified in Chapter 5. With VCSEL power efficiencies in the 20-50% range, these specifications translate into approximately 1 mW of power for the driver circuit.

Figure 6.1: L-I characteristics of a generic laser diode
A generic laser light-versus-current input (L-I) curve indicating the desired mode of operation in a digital optical interconnect. The laser current is switched between HI and LO operation points which are both above the lasing threshold.
Figure 6.2: Schematic of first-generation switched current mirror laser driver
First-generation laser driver based on a switched current mirror. The current mirror formed by E1 and E2 sets the low-level laser current. A second current mirror, E3 and E4, set the additional current applied for the high-level state. This second mirror is modulated by shunting its reference current through E5.

Numerous laser driver designs have been reported in the literature [203-207]. These are intended for use in lightwave communication systems which operate at high power levels (current levels ~50 mA) and are based on current steering using a differential-pair. However, a laser driver design based on a switched current mirror has been pursued for the present application because of its relative simplicity and potentially lower power dissipation. The current mirror output also requires much lower “head-room,” allowing the laser supply voltage to be minimized.

6.1 First-generation Switched Current Mirror Laser Driver
A first-generation implementation of this concept is shown in Figure 6.2. This circuit was fabricated in the H-GaAs III process and was used in the preliminary link demonstration of Chapter 5. The n-type contact of the laser is connected to the driver at the point indicated while its p-type contact is attached to a suitable power supply. In this laser driver, E1 and E2 form a current mirror which sets the output-low laser current level. To reach the output-high level, an additional current is applied by the second current mirror formed by E3 and E4. This “swing” current is modulated by using E5 to shunt the reference current from this second current mirror when the input is high (~0.6 V). To achieve a fast rise time, R2 must be made small to reduce the RC time constant on the gate of E4. This leads to greater variability in the swing current in response to the temperature- and process-dependencies of E3, increases the power dissipated due to I_{swg}. 
and requires a larger E5 transistor leading to larger delay and power dissipation in the stage leading up to the laser driver. $I_{swg}$ also rises dramatically when being shunted by E5 leading to a significant increase in power dissipation. A more intractable problem results from an effect known as drain lag. Drain lag will appear numerous times in the discussions to follow, and is explained in Appendix E. In the circuit of Figure 6.2, drain lag in E3 and E5 causes the gate of E4 to exhibit a response tail lasting ~100 ns following an initial, rapid rise (the initial rise is ~250 ps in the circuit above). This undesirable response is mimicked in the output current. Attempts at eliminating the drain lag in this simple circuit have been unsuccessful.

6.2 Design of an Active Switched Current Mirror Laser Driver

An improved version of a switched-current-mirror laser driver is shown in Figure 6.3. The low-level current is now set by the E210/E211 current mirror. The modulation current is determined by the switched current mirror, E110/E111. As shown symbolically in Figure 6.3(a), this mirror is activated or deactivated through a “switch” controlled by the input. Since the reference side of the current mirror is not switched, drain lag is no longer a problem at this point in the circuit. $R_{100}$ can now be made larger in order to reduce the variability in the modulation current. The key to the operation of this laser driver is the switch which connects the two sides of the current mirror. The details of this switch are shown in Figure 6.3(b) and a representative transient simulation is shown in Figure 6.4.

Turn-on cycle

To turn on the modulation current, the gate of E111 is charged by current which passes primarily through the Schottky gate of the pass transistor, E102. Beginning with the input high $^2$, nodes 111 and 102 are discharged so that E111 is off and the two sides of the current mirror are isolated by the off-state pass-transistor. With E103 also initially off, the inverter formed by E101 and D101 produces a high signal in response to the falling edge on the input. Node 102 is low at this point, so E105 begins to conduct current $I_{C1}$. Since node 111 is also low, the Schottky gate of E102 becomes forward-biased with respect to node 111 and passes a portion of $I_{C1}$ to the right ($I_{C2}$). Since node 110 is at a higher voltage, as set by the “reference side” of the current mirror, the gate of E102 does not pass significant current to the left ($I_{C3}$). There is also some amount of capacitive coupling between node 102 and node 111 with helps in the charging pro-

---

1. This is conceptually similar to the Vitesse-patented “squirt buffer,” but the details of the two circuits differ significantly.
2. The input logic levels are those of direct-coupled FET logic (DCFL): HI=-0.6 V, LO=0 V.
Figure 6.3: Schematic of an active switched current mirror laser driver

Improved laser driver based on a switched current mirror. (a) is a simplified version showing the current mirror which sets the low-state current (E210, E211) and the swing current mirror (E110, E111). The latter is modulated by means of the “switch” controlled by the input. (b) includes the details of the switch which consists of pass-transistor E102 and a circuit to rapidly control its state. The switching operation is shown in Figure 6.4 and described in the text. The values in parenthesis are node identification numbers.
Figure 6.4: Simulation of active switched current mirror laser driver
Transient simulation of the improved laser driver showing the current-mirror switching operation. (a) The DCFL input and the laser current output (only the modulated current is shown). (b,c,d) Voltages and currents as indicated. See Figure 6.3 for node and current identifications.
cess. As node 102 continues to rise, it pulls up node 103 through diode-connected DFET D103. This continues until E103 turns on and pulls down node 101, which and in turn shuts off E105. At this point node 102 is high enough that the pass transistor is on and the current mirror is “activated.” If the reference current is set too high then node 111 will not be fully charged by the gate current from the pass transistor. In this case, node 111 will be further charged by R100; this process is slow because of R100’s large resistance.

**Turn-off cycle**

On the input rising edge, the E101/D101 inverter drives down node 101 while nodes 102 and 111 are discharged by E104 and E100, respectively. This again isolates the two sides of the current mirror (by turning off E102) and turns off the output current (by turning off E111).

**Node 103 floats**

Notice in Figure 6.4 that the voltage on node 103 begins and ends at a negative value. The details of this behavior were not observed prior to submission of the design for fabrication. Due the capacitive coupling of node 103 to node 101 and/or node 102, node 103 is pumped to a negative potential on the rising edge of the input (turn-off cycle). With the input high, node 103 is isolated by the gate of E103 and the diode-connected DFET D103. In the most extreme case, node 103 is pushed to -150 mV following the rising input. This condition was, in fact, used throughout the design. If the turn-on cycle begins with node 102 precharged to a less negative value (such as 0 V), node 103 reaches the threshold of E103 sooner than if node 103 had been precharged negative. This results in the premature termination of the charging current, $I_{C1}$, leaving the gates of E102 and E111 inadequately charged and requiring R100 to complete the charging of E111. Starting the turn-on cycle with node 103 at 0 V leads to the degradation of the rising edge of the output current.

Normal operation of the circuit drives node 103 to successively lower values on each turn-off cycle. It takes around 1000 1 ns cycles to reach a steady state starting with node 103 at 0 V. On the other hand, the charge on node 103 leaks out through the gate of E103, forward conduction of D103, and the source/drain parasitic junctions of D103. Starting at -150 mV, node 103 discharges to -50 mV in 50 ns and continues to discharge very slowly thereafter, remaining below -40 mV for more than 1 μs. Simulations have shown that starting the turn-on cycle with node 103 at this point results in acceptable output current rising edges for current levels up to 1 mA. Thus, provided the circuit is allowed to run for a short time to precharge, and the
6.2 Design of an Active Switched Current Mirror Laser Driver

**Figure 6.5: Modifications to laser driver of Figure 6.3**
Modification are shown in bold. An EFET is added to discharge node 103 on each turn-off cycle to prevent it from floating, and a pair of inverters are used to form a delay leading up to E100 in order to reduce the delay asymmetry between the rising and falling transitions.

maximum input high duration is limited to around 1 μs, it should be possible to use this circuit for experimental purposes. To move beyond this experimental use, the circuit must be improved by adding one transistor to discharge node 103 as shown in Figure 6.5, and resizing E103 and D103 to maintain the duration of the charging cycle.

**Delay asymmetry**

The input to output delay is roughly 100 ps shorter for a falling output than for a rising output. This occurs because the additional circuitry in the signal path used in the turn-on cycle. This asymmetry may be improved in a future version of the circuit by inserting a delay between the input and the gate of E100, as in Figure 6.5.
Performance

In simulations, using nominal device parameters at 85°C, this laser driver switches the modulation current in roughly 100 ps with 100 ps and 50 ps delays to turn on and turn off the output, respectively. Over a temperature range of 25°C to 125°C and process variations of two standard deviations, the delay parameter vary between 20ps and 200 ps, and the rise/fall times vary between 50 ps and 400 ps.

Under nominal process conditions at 85°C, the circuit draws 0.6 mW of average power (50% duty cycle) in addition to the reference currents and the laser current. The design goal of 5 mW total laser-and-driver power dissipation for a 1 mW high-level output power may be achieved using this circuit in conjunction with a VCSEL having a power efficiency of around 35%, threshold current of around 0.5 mA and an operating voltage of around 1.6 V. These VCSEL specifications are consistent with reported VCSEL performance [178].

Physical design

The laser driver of Figure 6.3 was designed in Vitesse’s four metal layer H-GaAs IV process. A layout plot of the circuit is shown in Figure 6.6. The cell occupies a 148 µm x 54 µm area, and requires an external connection to the n+ isolation ring which surrounds it.

Figure 6.6: Layout of the active switched current mirror laser driver
Designed in Vitesse’s H-GaAs IV process, the layout of the laser driver in Figure 6.3 is shown here. For clarity, this plot does not include the sheets of Metal-3 and Metal-4 used for Vcc=2V and ground, respectively. The isolation ring should be connected to the most positive supply available.
6.2 Design of an Active Switched Current Mirror Laser Driver

The source and drain regions have been lengthened to 3 μm in order to minimize contact resistance. According to the H-GaAs IV Technology Reference Manual, the nominal contact resistance drops from 750 Ω·μm at a contact length of 1.2 μm down to 204 Ω·μm for contact lengths exceeding 2.8 μm, and contact lengths of at least 3 μm are recommended when contacts are shared [208]. However, the junction capacitance increases as the source/drain regions are lengthened. Subsequent to the completion of the above design, it was learned that a contact length of around 2 μm is believed to be optimal [209].

Resistors were implemented as source/drain implants with a nominal sheet resistance of 300 Ω/μm. The temperature coefficient of variation of these resistors is reported to be zero [208], and the resistors are typically matched to within 2% across a die. The width of 2.5 μm was chosen for the resistor implants in order to minimize across-die variability. However, there is around a 20% run-to-run variation in resistance. The ohmic contact length to the resistors was set at 3 μm. Whereas in the source/drain sizing the contact area is a performance issue, here it is one of predictability (i.e. by the extraction tool) and uniformity.

Liberal use was made of p-contacts in order to minimize the resistance to the backgate and to control the generation of substrate noise by the laser driver. The active portions of the laser driver were surrounded by a p-contact ring placed within the n+ isolation ring. The p-contacts were connected to ground within the cell.

The interconnect metallization was also sized liberally in order to minimize the likelihood on electromigration failure during circuit testing. Most likely, the interconnect sizing should be reduced in the future to minimize stray capacitance.
6.3 Measurement Setup

The MIT-OEIC-7 test chip shown in Appendix C (Figure C.1) may be cut to isolate the die shown in Figure 6.7. This die contains the laser driver shown in Figure 6.3 and Figure 6.6. This circuit is referred to as the VCSEL driver because the current levels it is designed to drive are suitable for a typical VCSEL. The die in Figure 6.7 also includes a scaled-up version of this laser driver design which is suitable for driving the higher currents required by in-plane lasers. This circuit is referred to as the IPSEL driver and will not be discussed further. This section describes the experimental setup used to characterize the VCSEL driver.

Clock and data

The primary laser driver test block is at the bottom of the die in Figure 6.7. In addition to the laser driver, it includes digital circuitry for on-chip clock and data generation. Details of this circuit are provided in Appendix C which also describes the construction of the chip-on-board packaging into which the die was incorporated. The clock source on the die uses a number of ring oscillators and D-flip-flops to generate 16 different frequencies between 25 MHz and 1 GHz. Four input bits select one out of the sixteen signals. Alternately, an external clock may be connected to the circuit in place of the on-chip source. Close examination of the internal clock showed it to exhibit a large amount of jitter (see Appendix C). For this reason, the external clock option was utilized in testing the laser driver.

The desired clock (either the external clock or one of the sixteen internal clocks) is output from the die as an ECL signal and is used to drive the internal pseudorandom bit sequence (PRBS) generator. The PRBS circuit is a state machine consisting of a 23-bit shift generator and an XNOR feedback. It generates a sequence of $2^{23}-1$ bits before repeating. Taken 23 bits at a time, the sequence will enumerate all possible 23-bit binary numbers with the exception of the all-1 state (i.e. the number $2^{23}-1$). The all-1 state locks-up the sequence because of the use of XNOR feedback (as opposed to XOR feedback which would result in the all-0 state being the lock-up state). An input is provided to flush the shift register with 0's in this event.

The PRBS output is available from the circuit as an ECL signal, and is routed internally to the laser driver. However, operating the ECL outputs results in a large amount of supply bounce which corrupts the output of the laser driver. To circumvent this problem while allowing the data pattern to be viewed externally, one module was used solely for clock/data generation while the laser driver was operated on a separate module. The experimental setup used to generate an oscilloscope trigger and the signals needed to test
Figure 6.7: Layout of die cut from MIT-OEIC-7 for laser driver characterization
The MIT-OEIC-7 test chip shown in Appendix C (Figure C.1) may be cut to isolate the die shown here. This die contains the laser driver shown in Figure 6.3 and Figure 6.6, referred to here as the VCSEL driver, as well as similar laser driver scaled to support the higher current requirements of in-plane laser. The primary laser driver test block at the bottom of the die includes on-chip clock and data generation and is detailed in Appendix C.
the laser driver is shown in Figure 6.8. The clock output from the Clock/Data module is used to elicit the switching response of the laser driver while either of the data outputs may be used to produce an eye diagram. The clock output of the module is used rather than directly using the external clock in order to produce consistent rise/fall time and jitter characteristics in the switching response and eye pattern measurements.

A key observation regarding the data pattern generated by the Clock/Data module is made in Figure 6.9. A 185 ps delay is observed between the rising and falling edges. This delay will appear in the laser driver eye patterns. Although it reduces the eye width, it allows the jitter in the rising and falling edges of the laser driver output to be measured separately.

**Electrical test module**

Two circuit boards were constructed to support electrical and optical testing of the laser driver (either of the boards can be used to for the Clock/Data module). The construction of these modules is detailed in Appendix C. A diagram of the signal path implemented for electrical testing of the laser driver is shown in Figure 6.10. The three-resistor network was used to improve the termination of the transmission line leading to the input. Since the input to the chip is a DCFL logic gate, a high-level input signal is clamped at ~0.6 V. When the input is low, the input impedance is high since the Schottky gate of the input MESFET is off (the input is modeled as a capacitor in this case.) But, when the input is high, the input impedance becomes small because the Schottky diode turns on. If the transmission line is terminated directly into the MESFET gate, both extremes of input impedance are encountered during each transition. The resistive network limits the variation in the load impedance to 33 Ω when the input is high to and 50 Ω when the input is low. A 6 dB reduction in the input amplitude is also produced; the input signal being used is large enough so that this is not an issue. Overall, the matching network provides an incremental improvement in signal fidelity, but it is not crucial to the experiment.

The signal input to the chip passes though a multiplexer before arriving at the laser driver. The purpose of the multiplexer is to select between the data output of the on-chip PRBS source and the external signal source. In these experiments, the input to the module was set to select the external signal source. The on-chip PRBS generator and the clock and data ECL outputs were held in a static state in order to reduce supply bounce (the clock source was set to the user clock option, and no external clock was applied).
6.3 Measurement Setup

Clock Source
Tektronix HFS9002 or HP 8656B

Oscilloscope Trigger

Notes:
- The Tektronix HFS9002 Stimulus System provides a digital output with a usable clock rate of up to 200 MHz.
- The HP 8656B provides a sinusoidal output at up to 990 MHz.
- The bias-tees being used were either Picosecond Labs 5575A or Micro Circuits 15542.
- The attenuator used is M/A-Com 2082-6172-06.
- The attenuator is used both to attenuate the signal and as the DC ground path for the ECL outputs of the Clock/Data module.

Figure 6.8: Signal source for characterization of laser driver
A 250 mV_{pp} clock output is biased to match the trip-point of the DCFL “USR CLK” input on the Clock/Data circuit of Figure 6.7. The construction of this module is detailed in Appendix C. A clock or data output from this module may be selected as the input to the laser driver being tested. The bias voltage is again adjusted to match the trip point of the laser driver test circuit’s input.
Figure 6.9: Data signal used to characterize laser driver
Eye diagrams of the data output generated by the setup shown in Figure 6.8. (a) and (b) were measured at 100 MHz and (c) was measured at 990 MHz. A 185 ps delay is observed between the rising and falling edges. The rise and fall times are roughly 200 ps.

The output of the laser driver is wire bonded to a 50 Ω transmission line. A 50 Ω resistor at the source end of the transmission line pulls-up the laser driver output to the required bias voltage. For static characterization of the laser driver, this bias port is left open and direct connection is made to the laser driver output through the SMA connector (the bias tee is removed). For dynamic measurements, the bias port is connected, and the bias tee is used to block the dc path.

In observing the output waveforms from the electrical test module, it is important to distinguish between the intrinsic response of the laser driver and parasitic effects created by the board. Figure 6.11 shows the output of the module in response to rising and falling edges at its input with the laser driver powered off. In these plots, the measured output voltage has been converted to a current by dividing by the 25
Figure 6.10: Signal path for electrical characterization of the laser driver

The output from Figure 6.8 is applied as the “Input Signal” above. The resistor network is designed to improve the termination into the MESFET gate input of the multiplexer on the chip. The multiplexer is configured to pass the external signal, rather than an on-chip signal, onto the laser driver. The output of the laser driver is pulled up to the $V_D$ bias voltage, also known as $V_{200}$, through a 50 Ω resistor. Finally, a bias-tee is used to ac-couple the signal to the HP 5475A oscilloscope.
Figure 6.11: Parasitic coupling of input to output in laser driver electrical test module

With the laser driver circuit turned off, the clock output from Figure 6.8 is applied to the input to the electrical test module in Figure 6.10. (a) and (c) show the response of the output to a rising input edge while (b) and (d) show the falling edge response. The measured output voltage is converted to a current by dividing by 25 Ω. This is done for consistency with the laser driver output measurements. The parasitic coupling seen in the plots here must be kept in mind when studying the laser driver output data.
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Ω equivalent resistance appearing at the laser driver output. A similar procedure will be followed when measuring the output step response of the laser driver. The parasitic coupling seen in Figure 6.11 must be kept in mind when studying the laser driver output data.

Optical test module

A similar module is used for testing the laser driver-plus-VCSEL combination. The signal path in this case is shown in Figure 6.12. No matching network is used in this case (this module was designed prior to the electronic module). Instead, a 50 Ω resistor is placed at the SMA connector end of the 3 cm long trace to improve the termination. The output of the laser driver is wire-bonded to the adjacent laser die. This die contains a 2x10 array of VCSELs made on a p-type substrate. Each VCSEL has an individual, top-side n-type contact which may be driven by the laser driver. The VCSEL was made at Sandia National Laboratory, emits at 850 nm, and uses oxide-apertures to achieve a low threshold current and high power efficiency [85,178-187]. Its characteristics will be examined shortly.

The laser is butt-coupled to a 62.5 µm graded index core multimode fiber. Index matching gel is applied between the surface of the VCSEL and the fiber in order to reduce reflections from the fiber facet into the laser. Such reflections vary the laser’s operating characteristics and are a significant source of noise. The fiber is connected to a 13 GHz bandwidth photodetector from Discovery Semiconductor (model DSC50).

Oscilloscope

The output from both the electrical and optical dynamic test was measured using an HP 5475A digitizing oscilloscope with an HP54751A 20 GHz input module. The measurements were bandwidth limited to 12.4 GHz through an internal oscilloscope setting in order to reduce noise contribution from the scope. This was done after verifying that the bandwidth limitation did not limit the measurements, that is, that the signals being observed occupied a smaller bandwidth.

Laser characteristics

Static characteristics from a VCSEL of the type used in this work are shown in Figure 6.13. The lasing threshold for this device is found to be 1 mA. Threshold currents of similar devices have been found to vary from 0.5 mA to 1.6 mA. The fiber-coupled power is seen to rise linearly with current above threshold. The diode turns on at around 1.2 V, and the current rises exponentially up to the lasing threshold of 1 mA.
Figure 6.12: Signal path for optical characterization of the laser driver
The output from Figure 6.8 is applied as the “Input Signal” above. The multiplexer is configured to pass the external signal, rather than an on-chip signal, onto the laser driver. The output of the laser driver is wire-bonded to the adjacent laser die. The laser is butt-coupled to a multimode fiber. Index matching gel is used to reduce reflections from the fiber facet into the laser. The fiber connects to a Discovery Semiconductor DSC50 13 GHz photodetector, the output of which is viewed on the HP 5475A oscilloscope.
Figure 6.13: Static characteristics of a typical VCSEL.
These characteristics are typical of the oxide-apertured VCSELs fabricated at Sandia National Laboratory and used in this work. (a) Shows the I-V curve. The diode turns on at around 1.2 V, and the current rises exponentially up to 1 mA at which point the current rise becomes linear with voltage. This pattern of behavior is seen more vividly in the log(I)-V plot in (c). There appears to be ~0.1 μA of leakage current either in the device or, more likely, in the measurement setup. (b) Shows the optical power coupled into a multimode fiber (62.5 μm graded index core) as a function of the diode current. The threshold current of this device is found to be 1 mA. Finally (d) is a plot of differential conductance, dI/dV, versus the diode current. Above threshold, this quantity is around 12 mS corresponding to a resistance of 83 Ω.
at which point the current rise becomes linear with voltage. This occurs at around 1.6 V, slightly above the Fermi-level separation of 1.46 eV needed to support lasing at 850 nm. The sharp change from an exponential diode response to a linear I-V occurs because of the clamping of the carrier concentration in the active region at the onset of lasing. The differential conductance, \(dI/dV\) is seen to rise gradually from 11 mS to 13 mS above threshold. The typical conductance of 12 mS corresponds to a resistance of 83 \(\Omega\). The resistance is due primarily to the distributed Bragg reflectors used to form the VCSEL's optical cavity.

The static characteristics suggest that, with the exception of packaging parasitics, the above laser can be modeled as a series combination of the 83 \(\Omega\) mirror resistance with a 1.6 V drop representing the clamped junction. Unfortunately, this is far from true when modulating the laser. Figure 6.14 shows the \(S_{11}\) characteristics of a similar VCSEL measured by direct co-planar ground-signal-ground probing over a frequency range of 45 MHz to 12 GHz. Measurements were made above threshold are bias currents of 1, 2, and 3 mA. The input admittance corresponding these measurements is shown in Figure 6.15.

The equivalent circuit shown in Figure 6.16 was used to fit the data at 2 mA (only a slight bias dependence was found at the other current levels). Conceptually, \(C_p\) and \(R_p\) represent the parasitics associated with bonding pads and interconnects (a capacitance to the substrate, and the substrate resistance), \(R_m\) represents the mirror resistance, and \(C_a\) and \(R_a\) account for the active device. Unfortunately, the active device is not well modelled by a simple parallel R-C combination. As a result, all of the components have taken on non-physical values. Notwithstanding this lack of physicality, however, this equivalent circuit fits the measurements very well, and allows the input characteristics of the VCSEL to be accounted for in SPICE simulations of the laser driver.

The AC input impedance, around 500 \(\Omega\) at 45 MHz, differs greatly from the small-signal DC impedance of 83 \(\Omega\) found from the static measurements. This has been attributed to the dynamics of lateral carrier diffusion in the active region [181]. As a historical matter, only the latter information was available during the design of the laser driver. The difference in loading characteristics will be seen to have a significant effect in Section 6.7.
Figure 6.14: $S_{11}$ characteristics of a typical VCSEL.
These characteristics are typical of the oxide-apertured VCSELs fabricated at Sandia National Laboratory and used in this work. (a) Shows $S_{11}$ measured between 45 MHz and 12 GHz plotted on a Smith chart, while (b) and (c) show the log-magnitude and phase of the same $S_{11}$ data vs. frequency [210]. The dashed-dotted lines are measured values at laser bias currents of 1, 2, and 3 mA; the threshold current for this device is below 1 mA. The solid line is simulated on the basis of the equivalent circuit shown in Figure 6.16.
Figure 6.15: Input admittance characteristics of a typical VCSEL.
The input admittance was calculated from the $S_{11}$ data shown in Figure 6.14. The dashed-dotted lines again are the measured values at laser bias currents of 1, 2, and 3 mA; the threshold current for this device is below 1 mA. The solid line is simulated on the basis of the equivalent circuit shown in Figure 6.16.
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Figure 6.16: Equivalent small signal input circuit for a typical VCSEL.
Equivalent input circuit optimized to match the $S_{11}$ data shown in Figure 6.14 for the data taken at 2 mA laser bias current. Conceptually, $C_p$ and $R_p$ represent the parasitics associated with bonding pads and interconnects, $R_m$ represents the mirror resistance, and $C_a$ and $R_a$ account for the active device. Unfortunately, the active device is not well modelled by this circuit, and as a result all of the components take on non-physical values. Notwithstanding its lack of physicality, this model fits the measurements very well, and allows the input characteristics of the VCSEL to be accounted for in SPICE simulations of the laser driver.
6.4 Output Current Static Characteristics

This section will analyze the static operation of the laser driver. This consists of examining the characteristics of the “off-state” current mirror formed by E210 and E211 and those of the “on-state” current mirror which controls the modulation of the laser driver output.

**Simulation of the off-state current mirror**

Simulation results of the off-state current mirror are shown in Figure 6.17. Here, the off-state reference voltage, $V_{\text{off}}$, is swept while the reference current, $I_{\text{off}}$, and the output current $I_{\text{LSR}}$ are monitored in addition to the gate voltage, $V_{\text{210}}$, of E210 and E211. To disable the modulation portion of the laser driver, a high-level input has been applied. The output node, 200, has been set to 1 V.

In Figure 6.17, $I_{\text{off}}$ and $I_{\text{LSR}}$ are seen to be flat until $V_{\text{210}}$ rises to $-150$ mV, the EFET threshold voltage. $I_{\text{off}}$ and $I_{\text{LSR}}$ then rise linearly with, maintaining roughly a 10:1 ratio. This is in agreement with the 10:1 ratio between the widths of E211 and E210. As $V_{\text{210}}$ reaches $-500$ mV, the rise in $I_{\text{LSR}}$ becomes sub-linear. This is due to the onset of gate conduction (primarily in E211 due to its larger size).

**Simulation of the modulation current mirror**

Simulation results of the modulation current mirror are shown Figure 6.18. In this case, the modulation reference voltage, $V_{\text{swg}}$, is swept. The reference current, $I_{\text{swg}}$, and output current, $I_{\text{LSR}}$, are monitored along with the gate voltages on the current mirror transistors, E110 and E111, and the pass transistor, E102. The off-state current mirror has been disabled by setting $V_{\text{off}}=0$ V, and as before the output node, 200, is maintained at 1 V. A high input applied to the laser driver in order to enable the modulation output. The switching circuit thus raises up $V_{\text{102}}$ in order to turn on the pass transistor.

With the pass transistor on, $V_{\text{110}}$ and $V_{\text{111}}$ are able to track each other. Unlike the off-state current mirror, however, $V_{\text{110}}$ and $V_{\text{111}}$ do go to zero when $V_{\text{off}}$ is at zero. This is due to current passing through the gate of E102 and pulling up nodes 110 and 111. This effect is dominant when $V_{\text{110}}$ & $V_{\text{111}}$ drop below $-250$ mV. Since $V_{\text{110}}$ does not go to zero, $I_{\text{swg}}$ is actually becomes negative when $V_{\text{swg}}$ is near zero. More importantly, $I_{\text{LSR}}$ does not go to zero. In the simulation, $I_{\text{LSR}}$ has a minimum value of 260 µA.
Figure 6.17: Simulated static characteristics of off-state current mirror

The off-state reference voltage, $V_{off}$, is swept and the reference current and resulting laser current are monitored along with the gate of the current mirror transistors, $V_{210}$. The modulation portion of the laser driver has been disabled by applying a high input, and the output node, 200, is maintained at 1 V. $I_{off}$ and $I_{LSR}$ begin to ramp up once $V_{210}$ reaches 150 mV, the threshold voltage of the EFETs. The current mirror is designed with a 10:1 ratio between $E_{211}$ and $E_{210}$. $I_{LSR}$ and $I_{off}$ maintain a ratio near this design value until $V_{210}$ reaches ~0.5 V at which point gate current begins to flow into the MESFETs and the mirroring action gradually becomes distorted.
Figure 6.18: Simulated static characteristics of on-state current mirror

The modulation reference voltage, $V_{\text{swg}}$, is swept and the reference current and resulting laser current are monitored along with the gate voltages of the current mirror and pass transistor EFETs. The off-state current mirror has been disabled by setting $V_{\text{off}}=0$ V, and the output node, 200, is maintained at 1 V. With a high input applied to the laser driver, $V_{102}$ is set by the switching circuit to maintain the pass transistor, E102, in the on state. This allows $V_{110}$ and $V_{111}$ to track each other. Note that $V_{110}$ and $V_{111}$ do go to zero when $V_{\text{off}}$ is at zero. This is due to gate current from E102 which flows as $V_{110}$ & $V_{111}$ drop below around 250 mV. As a result, $I_{\text{swg}}$ is actually negative when $V_{\text{swg}}$ is near zero. Similarly, $I_{\text{LSR}}$ does not go to zero. For $V_{\text{off}}$ above 0.5 V, $I_{\text{LSR}}$ and $I_{\text{swg}}$ track with roughly the designed 4:1 ratio.
For $V_{off}$ above 0.5 V, $V_{110}$ and $V_{111}$ are high enough to keep the Schottky gate of E102 turned off. This allows the current mirror to function in the same manner as the off-state circuit. $I_{LSR}$ and $I_{swg}$ now rise linearly with $V_{swg}$ and maintain a ratio of roughly 4:1, as set by the width ratio of E111 and E110.

**Effect of output node bias voltage**

In each of the above simulations, the ratio of the output current to the reference current matched the design value only approximately. The design value is set by the ratio of the gate widths of the current mirror transistors under the assumption that the pair of transistors are essentially identical in all other respects. This assumption does hold precisely because the drain voltage of the transistor on the output side of the current mirror (E111 or E211) depends on what is applied at the output node, 200, and does not generally match the drain voltage of the transistor on the reference side of the current mirror (E110 or E210).

In the above simulations, $V_{200}$ was set to 1 V to match the value used in the dynamic characterization results of the next section. This value was determined on the basis of the measurements reported in Figure 6.19. These plots give the value of $V_{200}$ ($V_D$ in the figure) needed achieve the targeted mirror ratio in each of the current mirrors. The results indicate that $V_{200}$ = 1.25 V is needed for the off-state current mirror while $V_{200}$ = 0.4 V is more appropriate for the modulation current mirror.

Deviating from the values found in Figure 6.19 will result in different current mirror gains. However, as long as the output FETs of the current mirrors (E111 and E211) are maintained in saturation, no other negative effects on the laser driver performance are observed. Thus, it is possible to select a value for $V_{200}$ that gives a reasonable match to the designed current gain values and allows for correct switching operation of the laser driver. The value of 1 V was selected in this way.

**Measured static characteristics**

The static characteristics of the off-state current mirror are shown in Figure 6.20. In this figure, the off-state reference voltage, $V_{off}$, was swept while measuring the reference current, $I_{off}$, and the laser output current, $I_{LSR}$ ($I_D$ in the figure). The output bias voltage, $V_{200}$ ($V_D$ in the figure), was stepped from 0.25 V to 2.0 V in 0.25 V increments, and the modulation current mirror was turned off.

From the plot of $V_{off}$ vs. $I_{off}$, the value of internal resistor $R_{200}$ as determined to be 6.3 kΩ. This is 26% larger than the design value, but is in line with run-to-run resistor variations for the Vitesse process.
Figure 6.19: Dependence of laser driver static characteristics on output bias voltage

$V_D$ above refers to the voltage at the output node of the laser driver, node 200, and $I_D$ is the laser driver output current, $I_{LSR}$. (a) Shows the characteristics of the off-state current mirror (modulation current mirror is off) by plotting $I_D$ along with 10 times the reference current $I_{off}$ for various $V_{off}$ settings. The factor of 10 is the designed current gain of the off-state current mirror. Thus, the intersection of the $I_D$ and $I_{off}$ curves, marked by dots in the plot, indicate the value of $V_D$ needed to achieve the targeted mirror ratio. (b) Repeats this measurement for the modulation current mirror (the off-state mirror is off). In this case the mirror gain is 4.
The reference voltage, $V_{\text{off}}$, was swept while the reference current, $I_{\text{off}}$, and the laser output current, labeled $I_D$ above, were measured. The output bias voltage, labeled $V_D$ above, was stepped from 0.25 V to 2.0 V in 0.25 V increments. $I_D$ and $V_D$ are referred to as $I_{\text{LSR}}$ and $V_{200}$ in the text. (a) Shows the $V_{\text{off}}$-$I_{\text{off}}$ relationship, which does not depend on $V_D$. The slope of this curve (for $V_{\text{off}}>0.5V$) gives the value of R200 as 6.3 kΩ. (b) Shows the output current as a function of the reference current. The dashed line has a slope of 10 representing the designed current mirror gain. The modulation current mirror is kept off during this measurement.
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The current mirroring functionality of the circuit are shown in the plot of $I_{\text{LSR}}$ vs. $I_{\text{off}}$. For $V_{200}=1.25$ V, the $I_{\text{off}}$-to-$I_{\text{LSR}}$ current transfer characteristics are nearly ideal while $I_{\text{LSR}}$ is below $\sim 3$mA. As in the simulations, the transfer characteristics are distorted beyond this point due to the onset of gate conduction. For the selected value of $V_{200}=1$ V, the transfer characteristic is only slightly modified.

Next, the characteristics of the modulation current mirror are shown in Figure 6.21. The modulation reference voltage, $V_{\text{swg}}$, is swept while the off-state current mirror is kept off and the reference current, $I_{\text{swg}}$, and resulting laser current are monitored. The output bias voltage was again stepped from 0.25 V to 2.0 V in 0.25 V increments.

The $V_{\text{swg}}$-$I_{\text{swg}}$ curve gives the value of $R_{100}$ as 3.3 kΩ. In this case the resistance is 10% larger than the target value.

The $I_{\text{swg}}$-to-$I_{\text{LSR}}$ transfer characteristics are also seen to be consistent with the simulations. $I_{\text{LSR}}$ achieves a minimum value of around 200 μA and $I_{\text{swg}}$ is -60 μA at $V_{\text{off}}=0$ V. The transfer curve becomes linear for $I_{\text{LSR}}$ above $\sim 1$ mA, and $V_{200}=0.5$ V gives the best agreement with the designed current mirror gain, though operation at $V_{200}=1$ V poses no problem.

Finally, Figure 6.22 shows the laser driver output with contributions from both the off-state and modulation current mirrors. In this case $V_{200}$ is maintained at 1 V while $V_{\text{swg}}$ is swept and $V_{\text{off}}$ is stepped. The range of control over the low and high laser current levels is seen to be very well matched to the task of transmitting binary data over a variety of optical systems using a VCSEL.
Figure 6.21: Static characteristics of the modulation current mirror

The reference voltage, $V_{swg}$, was swept while the reference current, $I_{swg}$, and the laser output current, labeled $I_D$ above, were measured. The output bias voltage, labeled $V_D$ above, was stepped from 0.25 V to 2.0 V in 0.25 V increments. $I_D$ and $V_D$ are referred to as $I_{LSR}$ and $V_{200}$ in the text. (a) Shows the $V_{swg}$-$I_{swg}$ relationship, which does not depend on $V_D$. The slope of this curve gives the value of $R_{100}$ as 3.3 kΩ. (b) Shows the output current as a function of the reference current. The dashed line has a slope of 4 representing the designed current mirror gain. Notice that $I_D$ does not go to zero, and that the range of $I_{swg}$ begins at a negative value. The off-state current mirror is kept off during this measurement. The glitch occurring at $I_{swg}=0.8$ mA is due to an instrumentation fault.
6.4 Output Current Static Characteristics

Figure 6.22: Combined output of off-state and modulation current mirrors

The output current, referred to as \( I_D \) above, was measured with both the off-state and modulation current mirrors active. \( V_{swg} \) was swept and \( V_{off} \) was stepped while \( V_{200} \) was maintained at 1 V. Correct addition of the off-state and modulation current is seen.
6.5 Switching Characteristics

The setup shown in Figure 6.10 was used along with the clock output from Figure 6.8 was used to characterize the turn-on and turn-off waveforms of the laser driver output. The pull-up bias voltage in Figure 6.10 was set to 1 V; the laser driver output, $V_{200}$, is thus biased around 0.1 V below this value, depending on the current level of the laser driver output. $V_{off}$ was set to 1 V throughout these measurements, resulting in $I_{off} = 123 \, \mu A$ and contributing $1.2 \, mA$ of off-state current to the laser driver output. The switching behavior, however, was found to be independent of the off-state current. Figure 6.23 shows the measured turn-on switching characteristics on a 20 ns time scale, and Figure 6.24 gives a closer look at the first 2 ns of the step. Similarly, Figure 6.25 and Figure 6.26 show the measured turn-off characteristics. This section will analyze the qualitative features of the step responses before examining the rise and fall times qualitatively.

General observations

The amplitude of the step responses are consistent with the static measurements of the previous section. The turn on pulse shapes are seen to have a significant bias dependence while the turn-off behavior is largely independent of bias. This is consistent with the operation of the switching mechanism described in Section 6.2--the turn-off operation simply requires the discharge of node 111 through MESFET E100, while the turn-on cycle proceeds through a more elaborate switching process.

Parasitic input-output coupling

The parasitic contributions to the output measurement which were presented in Figure 6.11 should be borne in mind when viewing the current results. In particular, variations in the output which occur just prior to the output rising edge are accounted for by the parasitic coupling. Additional variation in the pulse shapes, which are significant at low modulation bias levels, also arise from parasitic coupling.

Slow turn-on at low bias

In Figure 6.23, a slow (~10 ns) turn-on response is observed for bias levels below $V_{swg}=0.75 \, V$. As discussed in Section 6.4, this corresponds to the range of bias levels where the gate current through the pass transistor rather than the reference voltage primarily determines the output current. The simulation results shown in Figure 6.27 shed light on the cause of this slow-rise characteristic. The effect is seen to originate
Figure 6.23: Laser driver turn-on characteristics at various modulation levels -- 20 ns time scale
Measurements were made using the setup of Figure 6.10 with the laser output pull-up bias voltage set to 1 V. The step responses have been normalized and the height has been noted. Figure 6.24 shows the initial ramp-up characteristics.
Figure 6.24: Laser driver turn-on characteristics at various modulation levels -- 2 ns time scale

Initial ramp characteristics of step responses shown in Figure 6.23. The dotted lines correspond to the values of 0.1, 0.2, 0.8, and 0.9 on the vertical axis.
Figure 6.25: Laser driver turn-off characteristics at various modulation levels -- 20 ns time scale
Measurements were made using the setup of Figure 6.10 with the laser output pull-up bias voltage set to 1 V. The step responses have been normalized and the height has been noted. Figure 6.26 shows the initial ramp characteristics.
Figure 6.26: Laser driver turn-off characteristics at various modulation levels — 2 ns time scale
Initial ramp characteristics of step responses shown in Figure 6.24. The dotted lines correspond to the values of 0.1, 0.2, 0.8, and 0.9 on the vertical axis.
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Figure 6.27: Simulation of laser driver slow turn-on effect at low modulation level

In this simulation, \( V_{\text{off}} = 0 \) V and the off-state current mirror is turned off. A falling edge input is applied at 1 ns, and the initial conditions of the simulation have been set to reflect a degree of precharging on the floating node 103. The slow turn-on characteristics observed in Figure 6.23 are reproduced here. The origin of the effect is seen to be the slow rise of \( V_{101} \). This is a consequence of the drain lag effect.
with response of node 101. $V_{101}$ rises rapidly immediately after the input falling edge, but continues to rise gradually for around 50 ns. This behavior is a result of an effect known as drain lag which is described in Appendix E. Drain lag is a consequence of coupling between the drain and backgate of a MESFET through the (reverse biased) drain junction. The drain-to-backgate transfer function includes a pole at approximately 2 MHz and a zero at a somewhat higher frequency. This results in the backgate being driven by the drain at frequencies above 2 MHz. As observed from the drain, this appears as an increase in drain conductance at frequencies above 2 MHz. The inverter formed by $E_{10}$ and $D_{101}$ thus has a higher gain at low frequencies that at high frequencies. Its step response rises quickly to a level set by the high frequency gain, then continues to rise to the value determined by the low frequency gain on a time scale set by the low frequency pole.

The slow rise of $V_{101}$ is seen to propagate onto nodes 102, 110, and 111. $V_{111}$ ultimately drives the output current. The time scale for the slow rise seen in the simulation, ~50 ns, differs from the measured slow rise of ~10 ns for a couple of reasons. One reason is that the drain lag effect is over represented in Vitesses's HSPICE models [211]. An additional reason relates to the floating node, 103. The details of the switching dynamics are effected by the value of $V_{103}$ used to initialize the simulation. The value of $V_{103} = -45$ mV reflect a typical value found on node 103 after allowing it settle for ~0.5 $\mu$s. Deviation of this value from that of the actual circuit contributes to the discrepancy found in the simulation.

For bias levels at or above $V_{swg} = 1$ V, Figure 6.23 suggests that the slow turn-on effect is absent. In fact, close observation of the data reveals that a similar slow rise is present at all biases, but that the magnitude of the additional signal is inconsequential in comparison with the primary, fast output step.

**Ringing on falling edge**

In Figure 6.26, the falling edge of the laser driver output is seen to be followed by significant ringing which is not present in the rising edge data. The latter fact may imply that the ringing is intrinsic in the dynamics of the falling edge response, however, it is more likely due to packaging parasitics. This is motivated by a number of observations. First, the falling edge of the output is significantly faster than the rising edge. It thus includes more power at higher frequencies and can excite parasitic responses at these frequencies which the rising edge can not. The frequency of the ringing is seen to match that of the purely-parasitic response in Figure 6.11. The amplitude of the ringing scales with the amplitude of the output step. This is not strictly true at lower biases due to the proportionally more significant contribution from para-
sitic input coupling (Figure 6.11). Furthermore, the laser driver + laser data to be shown later in this chapter do not exhibit the ringing seen in Figure 6.26. Thus, as a practical matter, the effect in question is important only in that it obscures the measurement of the fall time of the laser driver output.

Rise and fall times

The amplitude and transition times extracted from the above data are summarized in Table 6.1. The transitions times are plotted with respect to bias level in Figure 6.26. Transition time values were determined between the 10% and 90% points of the step (relative to the peak values) and between the 20% and 80% points. The utility of the two definitions will be discussed shortly.

The rise time values corresponding to bias points below $V_{\text{swg}}=0.75$ V are long due to the slow turn-on effect discussed above. The laser driver is not intended, nor is it useful, for operation in this regime. The rise time data at these biases will not be examined further.

Also, Figure 6.26 reveals that the 10%-to-90% fall time data is a consequence of the parasitic ringing at the laser driver output and does not reflect the performance of the laser driver itself. Thus, this data will similarly not be examined further.

Furthermore, the initial drop in the 10%-to-90% rise time is also seen in Figure 6.24 to be an artifact of the constant parasitic ringing superimposed on the growing laser driver output. It is evident that the edges in Figure 6.24 are consistently becoming slower with increasing bias, not initially decreasing as the extracted rise time data indicates.

Rise time vs. modulation level

The non-excluded rise time data may be summarized as follows: The 10%-to-90% rise time increase from 400 ps to 550 ps over the range of modulation levels corresponding to $V_{\text{swg}}$ greater than 2 V; the 20%-to-80% rise time grows from 100 ps to 200 ps for $V_{\text{swg}}$ at or above 1 V.

The significant difference between the 10%-to-90% and 20%-to-80% results from a number of factors. The first is the slow turn-on effect caused by the drain lag on node 101. As pointed out above, the slow rise of $V_{101}$ makes some contribution to the output at all bias levels. Drain lag also affects the output FET, E111, directly. However, the drain lag initiated on the laser output, node 200, is small because of the small gain at the output resulting from the small, 25 Ω, load resistance.
Table 6.1: Summary of laser driver output step characteristics

Summary of parameters extracted from step measurements in Figure 6.23-Figure 6.26. \(<I_D>\) is the average current sunk by the laser driver output from the pull-up bias supply in Figure 6.10. \(I_{\text{SWG}}\) is the modulation reference current. In these measurements, \(V_{\text{off}}\) was set to 1 V resulting in \(I_{\text{off}} = 123 \mu \text{A}\) and contributing 1.2 mA of off-state current. However, the switching behavior was found to be independent of the off-state current. The amplitudes measure here are consistent with the static data of the previous section. Transition time data were measured both between the 10% and 90% points of the transition (relative to the peak-to-peak swing) and between the 20% and 80% points.

<table>
<thead>
<tr>
<th>(V_{\text{SWG}}) ((V))</th>
<th>(I_{\text{SWG}}) ((\mu \text{A}))</th>
<th>(&lt;I_D&gt;) ((\text{mA}))</th>
<th>Amplitude ((\text{mA}))</th>
<th>Rise Time (10%-90%) ((\text{ps}))</th>
<th>Rise Time (20%-80%) ((\text{ps}))</th>
<th>Fall Time (90%-10%) ((\text{ps}))</th>
<th>Fall Time (80%-20%) ((\text{ps}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>-34</td>
<td>1.26</td>
<td>0.21</td>
<td>9770</td>
<td>6170</td>
<td>1130</td>
<td>336</td>
</tr>
<tr>
<td>0.25</td>
<td>14</td>
<td>1.34</td>
<td>0.35</td>
<td>7190</td>
<td>4960</td>
<td>723</td>
<td>47</td>
</tr>
<tr>
<td>0.50</td>
<td>82</td>
<td>1.46</td>
<td>0.54</td>
<td>5040</td>
<td>2190</td>
<td>688</td>
<td>51</td>
</tr>
<tr>
<td>0.75</td>
<td>156</td>
<td>1.60</td>
<td>0.78</td>
<td>1360</td>
<td>105</td>
<td>418</td>
<td>47</td>
</tr>
<tr>
<td>1.00</td>
<td>232</td>
<td>1.75</td>
<td>1.04</td>
<td>469</td>
<td>117</td>
<td>422</td>
<td>51</td>
</tr>
<tr>
<td>1.25</td>
<td>309</td>
<td>1.91</td>
<td>1.30</td>
<td>441</td>
<td>121</td>
<td>422</td>
<td>55</td>
</tr>
<tr>
<td>1.50</td>
<td>386</td>
<td>2.06</td>
<td>1.56</td>
<td>387</td>
<td>125</td>
<td>422</td>
<td>55</td>
</tr>
<tr>
<td>1.75</td>
<td>464</td>
<td>2.22</td>
<td>1.82</td>
<td>223</td>
<td>129</td>
<td>422</td>
<td>59</td>
</tr>
<tr>
<td>2.00</td>
<td>542</td>
<td>2.37</td>
<td>2.08</td>
<td>301</td>
<td>133</td>
<td>414</td>
<td>59</td>
</tr>
<tr>
<td>2.25</td>
<td>619</td>
<td>2.51</td>
<td>2.34</td>
<td>402</td>
<td>145</td>
<td>422</td>
<td>63</td>
</tr>
<tr>
<td>2.50</td>
<td>696</td>
<td>2.66</td>
<td>2.60</td>
<td>426</td>
<td>152</td>
<td>418</td>
<td>63</td>
</tr>
<tr>
<td>2.75</td>
<td>774</td>
<td>2.80</td>
<td>2.86</td>
<td>445</td>
<td>160</td>
<td>414</td>
<td>59</td>
</tr>
<tr>
<td>3.00</td>
<td>852</td>
<td>2.94</td>
<td>3.10</td>
<td>473</td>
<td>176</td>
<td>414</td>
<td>63</td>
</tr>
<tr>
<td>3.25</td>
<td>929</td>
<td>3.08</td>
<td>3.35</td>
<td>496</td>
<td>195</td>
<td>422</td>
<td>63</td>
</tr>
<tr>
<td>3.50</td>
<td>1001</td>
<td>3.21</td>
<td>3.61</td>
<td>539</td>
<td>230</td>
<td>422</td>
<td>66</td>
</tr>
</tbody>
</table>
Figure 6.28: Plots of rise and fall time vs. modulation bias level
Plots are based on the data summarized in Table 6.1. (a) and (c) plot all of the 10%-to-90% and 20%-to-80% data, respectively. (b) and (d) exclude the low bias level data points which have dramatically longer transition times.
A more significant cause of the difference between the 10%-to-90% and 20%-to-80% values is the incomplete charging of the node 111 by the pass transistor gate current, $I_{C1}$. The amount of charge transferred via $I_{C1}$ is determined by the dynamics of the D103/E103 feedback path and does not change to reflect the modulation bias level. Over the range of bias levels where the above 10%-to-90% data is valid, the amount of charge transferred is not adequate to bring $V_{111}$ up to the level set at $V_{110}$. Node 111 must then be additionally charged through the pass transistor by current originating from R100. Like the first generation laser driver shown in Figure 6.2, this process is RC limited. In the simulation, several hundred picoseconds are required to complete the charging; this is consistent with shape of the transitions in Figure 6.24 and with the extracted rise time data.

**Fall time vs. modulation level**

The 20%-to-80% fall time data increases from 50 ps to 65 ps for $V_{swg}$ above 0.25 V. The shape of the transitions in Figure 6.26 suggest that the 10%-to-90% fall times would not deviate dramatically from the 20%-to-80% values. That is, there is no extended response tail as in the rising case. The turn-off process depends on the discharging of node 111 by E100 from the on state value, which increases with bias level, down to the threshold voltage of E111. For smaller initial values of $V_{111}$ (lower bias level) the discharge process reaches the threshold voltage sooner.

**10%-to-90% and 20%-to-80% transition times**

There is no unique definition for the rise and fall times. Commonly used definitions include the 10%-to-90% and 20%-to-80% transition times as well as a parameter based on the slope of the transition at its midpoint. Selecting among these conventions requires an understanding of the application for which the design is intended. The purpose of the laser driver considered here is to implement a digital interconnect in which binary data is transmitted to a receiver which generates its output by continuously comparing its input with a decision level. More accurately, the receiver may be conceptualized as an ideal comparator proceeded by a linear filter representing the pulse-shaping effects of the laser, channel, photodetector, and initial receiver gain stages.

In a digital interconnect application, as opposed to a communication application, the link is required to operate with essentially no errors. This means that the transmitted signal must be designed to maintain a
high signal-to-noise ratio at the ideal comparator which is consistent with a vanishingly small bit error rate\(^1\). Under the assumption that this critical design goal is met, the additional key link specifications are delay and delay variation, or jitter. The jitter characteristics of the laser driver itself will be studied in the next section. The receiver will also add jitter to the signal, and the jitter characteristics of the receiver will depend on the filter characteristics of the various components as well as the transition characteristics of the transmitted signal. The definition of the transition time used to characterize the laser driver output must be selected in the context of meeting the bit error rate and jitter requirements.

As examined in Appendix D, jitter is created at the input of the comparator by two mechanisms: additive noise and intersymbol interference (ISI). Additive noise results in jitter with a peak-to-peak value proportional to the rise/fall time of the signal as it appears near the decision level. A rise/fall time definition based on the slope of the transition at its midpoint is thus quite appropriate in addressing this type of jitter. Likewise the 20%-to-80% definition, which ignores the extended response tail of the transition, is useful in this context and is more readily extracted from the waveform measurement than the derivative of the signal. Since the 10%-to-90% definition looks at nearly the entire transition, rather than focusing on the midpoint region, it gives an overly pessimistic appraisal of the laser driver's rising edges.

ISI refers to the distortion of a waveform during a given bit period by the sum of the response tails of previous data symbols. Irrespective of its settling time, the laser driver output is ISI-free by construction\(^2\). However, it is possible to produce jitter as a result of the combined effect of a long settling time at the laser driver output and the linear filtering effect of subsequent link components. Suppose, for example, that the 20%-to-80% fall time of the laser driver exceeds the response time of the linear channel. This scenario is examined in Figure 6.29. In this case, the time at which a falling edge reaches the decision level depends on the final value of the rising edge before the new falling transition. If the rising edge settling time

---

1. The meaning of vanishingly small depends on the bit rate and the required mean-time-to-error. For example, if the link is included in a 1 GHz computer which is to operate for at least 1 year between hardware errors, the bit error rate on the link must be significantly less than \(3 \times 10^{-17}\), that is, one divided by the number of bits transmitted in one year.
2. The laser driver attempts to reset its internal state at each transition so that it is inherently free of ISI. It fails to fully achieve this goal because of drain lag on node 101 and charge storage on the floating node 103. Although this failure does result in pattern dependent jitter in the laser driver output and, to a lesser extent, in the details of the output waveform, there is no pattern dependence in the transmitted signal as a result of its rise/fall time. The same is not necessarily true of the received signal.
exceeds the bit period, the timing of the falling edge will be pattern dependent. In this context, the 10%-to-90% transition time definition is an appropriate figure of merit.

Once the receiver has recognized a transition at its input, meeting the zero bit error requirement amounts to maintaining the signal within the appropriate noise margins. A transmitted signal which fully settles immediately after transitioning into the noise margin region allows the amplitude of the transmitted signal to be minimized. By contrast, if a signal has a sharp initial edge followed by an extended response tail, its amplitude must be scaled so that the initial response completes the transition into the noise margin. The signal then continues to rise, but the additional signal is essentially “wasted.” These two cases are shown graphically in Figure 6.30. Here again, the 10%-to-90% transition time definition is useful.

Summary

It is now apparent why both the 10%-to-90% and the 20%-to-80% transition times have been determined for the laser driver, and it is appropriate at this point to appraise the laser driver’s performance. Since the 10%-to-90% transition time is below 540 ps, the laser driver is not expected to cause intersymbol

![Figure 6.29: Jitter caused by combined effect of slow laser driver settling and linear channel response](image)

In this example, the rising edge is limited by the laser drivers slow settling time, while the falling edge is limited by the response time of linear channel components. (a) shows the waveform for pattern '0010' while (b) represents the pattern '0110'. The time at which the falling edge crosses the decision level differs in the two cases because the final value of the rising edge differs.
interference at the design bit rate of 1 Gb/s. The useful range of the laser driver in this regard is somewhere below 2 GHz.

The significance of the 20%-to-80% transition times, which remain below 200 ps, must be considered in comparison with the noise present at the receiver due to both the laser driver, the laser, and the receiver. Furthermore, this transition time represents only a lower bound on the rise/fall time of the signal at the receiver input since the transition may be degraded by the intervening components, most notable the laser and the photodetector.

Finally, while it is certainly desirable to have a short 10%-to-90% transition time, the relative system-level cost of attaining this goal must be compared to the option of increasing the amplitude on a signal having the same 20%-to-80% rise/fall time but a longer 10%-to-90% settling time.

![Figure 6.30: Comparison of transition times specifications in meeting noise margin requirements](image)

The signals in both (a) and (b) satisfy the same noise margin requirements. They also meet the same jitter requirement by having the same initial edge rate; the two signals have similar 20%-to-80% rise times. However, the amplitude of signal (b) is larger than that of signal (a). The relative cost of maintaining a short 10%-to-90% rise time, as in (a), versus allowing a long response tail on a larger signal must be considered at the system level.
6.6 Eye Patterns, Delay Asymmetry, and Jitter

This section will quantify the delay asymmetry and pattern dependent degradation of the laser driver output. Pattern dependencies may be observed by forming an eye pattern of the output signal. An eye pattern is constructed by graphically superimposing the signal from multiple bit sequences. This is carried out by making use of an oscilloscope's infinite persistence mode. The pseudorandom bit sequence (PRBS) generator incorporated into the module shown in Figure 6.8 allow the effects of all 23-bit patterns to be examined.

There are two primary causes for pattern dependencies in the laser driver: one is the drain lag effect on node 101, and the other is charge storage on node 103. The coupling of the output to node 210 of the off-state current mirror through the drain-to-gate capacitance of E211 also allows a linear ISI contribution from node 210. However, this effect was addressed by sizing E211, E210, and R200 to ensure that the settling time on this node is well below 1 ns. Likewise, the linear response on node 110 has been designed to avoid ISI related problems.

Note that there is no significant drain lag at the laser driver output because of the low gain afforded by the 25 Ω effective load resistance. This issue will be revisited later in this chapter. The packaging at the output of the laser driver, however, does contribute to the measurements made here through the ringing which was observed in the previous section.

Eye patterns

Figure 6.31 shows eye patterns formed at 100 Mb/s with various modulation levels. Figure 6.32 focuses in on the transitions on the eye patterns in Figure 6.31, and Figure 6.33 repeats the measurement at a bit rate of 990 Mb/s. The eye patterns are formed from the voltage output from the electrical test module shown in Figure 6.10. Since the polarity of the voltage waveform is the opposite of that of the current sunk by the laser driver, the eye patterns shown here have been inverted—the rising edge of the eye patterns seen in these figures corresponds to the turn-on cycle of the laser driver. The bias conditions used for the eye pattern measurements are identical to those used in the previous section for the switching characteristics.

1. The HP 5475A digitizing oscilloscope goes a step further by using a color code to indicate the concentration of samples at a given point in the pattern.
Figure 6.31: 100 MHz eye pattern of laser driver output at various modulation levels
Bias conditions are same as those given in Table 6.1. Output current is related to the above voltages by a 25 Ω load. The voltage waveform has been inverted to match to polarity of the laser driver output current.
Figure 6.32: Close-up of transitions in 100 MHz eye patterns given in Figure 6.31
Eye closure is apparent at the \( V_{\text{swg}} = 0.5 \) V and 0.75 V bias levels.
Figure 6.33: 990 MHz eye pattern of laser driver output at various modulation levels
Bias conditions are same as those given in Table 6.1. Output current is related to the above voltages by a 25 Ω load. The voltage waveform has been inverted to match to polarity of the laser driver output current.
The rising and falling edges of the eye patterns are not aligned in time. The timing asymmetry varies between roughly 300 ps and 350 ps and includes contributions from both the input signal and the laser driver. As seen in Figure 6.9, an asymmetry of 185 ps exists between the transitions of the data signal applied to the laser driver. The remainder of the timing asymmetry is caused by the laser driver. This occurs because of the different signal paths involved in the turn-on and turn-off cycles. Turn-off requires only the discharge of node 111 by E100; this can be thought of as the equivalent of one inverter delay between the input and node 111. The turn-on cycle, on the other hand, must propagate through inverter E101/D101, source follower E105, and pass transistor E102 in order to reach node 111. This amounts to 2 to 3 inverter delays. In a subsequent design, this path delay difference may be equalized by adding additional delay elements between the input and E100. However, the dependence of the delay asymmetry on modulation level and bit-rate, which will be examined shortly, will mean that the delay can not be equalized under all operation conditions.

**Vertical eye closure**

As explained above, vertical closure of the eye pattern immediately preceding the bit transitions can result in jitter. At 100 Mb/s, the laser driver output has fully settled within one bit period. This is true even of the $V_{swg}=0.5\text{ V}$ and $0.75\text{ V}$ modulation levels. Some eye closure may be observed as a result of ringing caused by the packaging. Some of the packaging effects originate at the module’s input and do not scale with the modulation level. As a result, the eye closure is relatively more significant at lower modulation levels. The eye opening is also reduced by the presence of additive noise. This too is more significant at lower modulation levels. Note that most of the additive noise is due to the oscilloscope. With its input left open and the bandwidth limited to 12.4 GHz, the scope exhibits 2.3 mV of peak-to-peak noise. The noise distribution is well approximated as Gaussian with a standard deviation of $220\mu\text{V}$. Also note that it is the additive noise on the transition edge that effects jitter; the noise should not be included in the eye closure since this would double-count its effect.

For modulation levels at or above $V_{swg}=1\text{ V}$, the eye closure characteristics at 990 Mb/s are essentially identical to those at 100 Mb/s. This confirms the assessment made in the previous section that the 10%-to-90% settling times, at these modulation levels, are short enough to support 1 Gb/s operation. In fact, if the delay asymmetry were to be eliminated, the eye patterns indicate that the laser driver could be operated at
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Figure 6.34: Laser output eye patterns for $V_{\text{swg}} = 0.25$ V
(a) is the 100 MHz eye pattern. (b) shows the transitions from this pattern more closely. (c) is the 990 MHz eye pattern. Significant eye closure is observed due to the slow turn-on effect resulting from drain lag on node 101.

up to 1.7 GHz (600 ps bit period) before the settling time of the rising edge begins to reduce the eye opening.

For the $V_{\text{swg}}=0.5$ V and 0.75 V modulation levels, the 990 Mb/s eye patterns include significant eye closure in the high state. This is the expected consequence of the slow turn on effect. An even more extreme case, that of $V_{\text{swg}}=0.25$ V, is shown in Figure 6.34

**Sharper edges at higher bit-rates**

Careful examination of Figure 6.32 and Figure 6.33 reveal that the rising edges are actually sharper in the 990 Mb/s eye patterns than in the 100 Mb/s patterns. The 100 Mb/s eye patterns are consistent with the turn-on waveforms of the previous section. This is to be expected since the step responses were measured at a low frequency. In particular, the waveforms rise rapidly at first, then continue to rise more slowly for
around 400 ps. The rising edges in the 990 Mb/s eye patterns, however, exhibit this slow feature to a much lesser extent, and then only at the highest modulation level.

The 400 ps feature was explained in the previous section as being caused by incomplete charging of node 111 by \( I_{C1} \) and the subsequent completion of the charging of node 111 through the pass transistor and reference resistor, \( R_{100} \). As discussed in Section 6.2, the amount of charge transferred via \( I_{C1} \) in the turn-on cycle is effected by the charge storage on node 103. The more negatively charged node 103 becomes, the greater the charge transfer by \( I_{C1} \) becomes, and the more complete the initial, rapid output transition becomes. Now, node 103 is driven successively lower on each turn off cycle and decays toward 0 V while in an idle state. Thus, operating the laser driver at a higher bit rate will, on average, maintain \( V_{103} \) at a more negative voltage since this allows less time between turn-off cycles for the charge to decay.

**Delay asymmetry and jitter vs. modulation level**

Figure 6.35 and Figure 6.36 take a more detailed look at the transitions of selected eye patterns at 100 and 990 Mb/s, respectively. The overlaid histograms represent the density of sample points within 1 mV of the midpoint of the transition. The mean and width of the histograms give a measure of the delay asymmetry and jitter characteristics of the laser driver. These parameters are summarized in Table 6.2 and Table 6.3. Both the standard deviation (Std. Dev.) of the timing distribution and the difference between its extreme values (Pk.-to-Pk.) are given. These parameters were determined by the HP 5475A oscilloscope based on the histogram data. The edge-to-edge delay is the difference between the histogram means of the turn-off and turn-on edges. Corresponding data is reported for the input signal from Figure 6.8 which is used to form the eye patterns.

The falling edge of the data signal in Figure 6.9 appears later in time than the rising edge. This falling data edge triggers the laser driver's turn-on cycle. Since the propagation delay of the laser driver is greater for the turn on cycle, the edge-to-edge delay is seen to grow in the laser driver output waveforms. The delay asymmetry of the laser driver can be recovered by subtracting the edge-to-edge delay of the data signal from that of the laser driver output. The resulting delay asymmetry is plotted in Figure 6.37. The bit rate is seen to have an important effect on the delay asymmetry; this will be examined below. The delay asymmetry is also seen to rise with modulation level. It is not clear, however, if this is a simply a consequence of the increase in rise time with modulation level, as seen in Figure 6.28, or if there is a also a modulation level dependence internal to the laser driver.
Figure 6.35: Edge timing vs. modulation level at 100 Mb/s
Detailed look at the transitions of selected eye patterns from Figure 6.31. The overlaid histograms represent the density of sample points within 1 mV of the midpoint of the transition. ‘INPUT’ is the data signal used to form the eye patterns. The laser driver output waveforms shown here are inverted relative to the eye patterns of Figure 6.31—the rising edge here corresponds to the turn-off cycle of the laser driver. The mean and width of the histograms give a measure of the delay asymmetry and jitter characteristics of the laser driver. These parameters are summarized in Table 6.2.
Figure 6.36: Edge timing vs. modulation level at 990 Mb/s.
Detailed look at the transitions of selected eye patterns from Figure 6.32. The overlaid histograms represent the density of sample points within 1mV of the midpoint of the transition. ‘INPUT’ is the data signal used to form the eye patterns. The laser driver output waveforms shown here are inverted relative to the eye patterns of Figure 6.32--the rising edge here corresponds to the turn-off cycle of the laser driver. The mean and width of the histograms give a measure of the delay asymmetry and jitter characteristics of the laser driver. These parameters are summarized in Table 6.3. The bimodal distributions in the INPUT waveform are a result of ISI. This jitter pattern is propagated by the laser driver, but is obscured in some of the turn-off edges.
Table 6.2: Summary of jitter and delay asymmetry characteristics at 100 Mb/s
Values extracted from Figure 6.35. The rising and falling edge refer to the turn-on and turn-off phases of the laser driver, respectively. The jitter parameters were determined by the HP 5475A oscilloscope based on the histogram data. Both the standard deviation (Std. Dev.) of the distribution and the difference between its extreme values (Pk.-to-Pk.) are given. The edge-to-edge delay is the difference between the histogram means of the turn-off and turn-on edges. ‘INPUT’ refers to the data signal from Figure 6.8 which was used to form the eye patterns.

Appendix D examines the propagation of jitter from the input signal to the laser driver output. A simple model gives the standard deviation and peak-to-peak jitters as

\[
\sigma_o^2 = \sigma_i^2 + \frac{\tau^2}{SNR} + \sigma_D^2
\]

(6.1)

\[
\Delta T_o = \Delta T_i + \frac{\Delta V}{A} \tau + \Delta T_D
\]

(6.2)

where \(\sigma_o\) is the standard deviation of the output jitter, \(\sigma_i\) is the standard deviation of the input jitter, \(\tau\) is the rise/fall time, \(SNR\) is the signal-to-noise ratio at the output, \(\sigma_D\) is the standard deviation of the delay through the laser driver, \(\Delta T_D\) is the output peak-to-peak jitter, \(\Delta T_i\) is the input peak-to-peak jitter, \(\Delta V/A\) is the peak-to-peak output noise normalized to the peak-to-peak amplitude of the output, and \(\Delta T_D\) is peak-to-peak variation in the delay through the laser driver.

Since the jitter variances and the peak-to-peak jitter add, the jitter contribution from the input signal may be removed from the data. However, due to the bimodal timing distributions in Figure 6.36, which
Table 6.3: Summary of jitter and delay asymmetry characteristics at 990Mb/s
Values extracted from Figure 6.36. The rising and falling edge refer to the turn-on and turn-off phases of the laser driver, respectively. 'INPUT' refers to the data signal from Figure 6.8 which is used to form the eye patterns. The jitter parameters were determined by the HP 5475A oscilloscope based on the histogram data. Both the standard deviation (Std. Dev.) of the distribution and the difference between its extreme values (Pk.-to-Pk.) are given. Because of the presence of bimodal distributions in the INPUT timing, the standard deviation is not a useful measure of the distribution widths. The edge-to-edge delay is the difference between the histogram means of the turn-off and turn-on edges.

result from ISI in the input signal path, the 990 Mb/s standard deviation jitter data is not useful; jitter variances no longer add since the timing distribution is not well approximated as Gaussian. The peak-to-peak value of the jitter gives consistent results independent of the timing distribution. The second terms in (6.1) and (6.2) are due to additive noise at the output. It would be desirable to remove the effects of the noise added by the oscilloscope, but this is not readily achieved since the relative contribution of the laser driver to the additive noise is not known.

Figure 6.38 plots the output jitter data after removing the contribution from the input signal. The falling edge jitter is seen to be independent of bias level and frequency with the exception of $V_{SWG}=0.5$ V data points. At this bias point, the drain lag effect on node 101 causes pattern dependent jitter. This effect also applies to the rising edge data. At higher modulation levels, the 100 Mb/s rising edge jitter data increases with modulation level while the 990 Mb/s data remains constant at a lower level (again, the 990 Mb/s standard deviation jitter data is not admissible). This difference in due to the dependence of the rising edge
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Figure 6.37: Delay asymmetry vs. modulation level

The laser driver’s delay asymmetry is determined from the data of Table 6.2 and Table 6.3 by subtracting the edge-to-edge delay of the input signal from that of the laser driver output. The bit rate is seen to have an important effect on the delay asymmetry; this will be examined in Figure 6.41. Here, the delay asymmetry is seen to rise with modulation level. It is not clear if this is a simply a consequence of the increase in rise time with modulation level, or if there is a also a modulation level dependence internal to the laser driver.

waveforms on bit rate. As discussed above, the 990 Mb/s eye patterns have sharper rising edges, and maintain this pattern up to the highest modulation level. The jitter data is consistent in this regard, rising slightly at \( V_{\text{SWG}} = 3.5 \) V. The 100 Mb/s rising edges, on the other hand, become slower with increasing modulation level, and this leads to a larger measured jitter through the second (additive noise) terms of (6.1) and (6.2).

With the exception of the 100 Mb/s rising edge data, which is obscured by an additive noise contribution, the jitter data indicate that the propagation delay of the laser driver is independent of modulation level. The falling edge peak-to-peak jitter is around 15 ps, and the rising edge jitter is between 10 and 50 ps.
Figure 6.38: Jitter vs. modulation level

Based on the data of Table 6.2 and Table 6.3, the standard deviation jitter is determined as the root-difference-square of the output and input standard deviation values (this assumes that the jitter variances add, as developed in Appendix D). The peak-to-peak jitter is the difference between the input and output peak-to-peak values. Due to the bimodal timing distributions in Figure 6.36, the 990 Mb/s standard deviation jitter data is not admissible. The falling edge jitter is seen to be independent of bias level and frequency with the exception of $V_{SWG}=0.5$ V data points. At this bias, the drain lag induced slow turn-on effect causes pattern dependent jitter. This effect also applies to the rising edge data. At higher modulation levels, the difference in the 100 and 990 Mb/s jitter data is attributable to the dependence of the rising edge waveforms on bit rate.
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Jitter vs. bit-rate

Figure 6.35 and Figure 6.36 revealed a frequency dependence to the laser driver’s delay asymmetry and rising edge jitter. The following data looks at these trends, focusing on a single modulation level corresponding to $V_{swg}=1.5$ V. Figure 6.39 looks at the input signal while Figure 6.40 details the transitions in the laser driver output. Corresponding measurements are summarized in Table 6.4 and Table 6.5. As before, the delay asymmetry is determined as the difference between the output and input signals’ edge-to-edge delays and is plotted in Figure 6.41. Likewise, Figure 6.42 plots the jitter characteristics after removing the input signal’s jitter contribution.

The delay asymmetry is found as the difference between output and input edge-to-edge delays. As previously seen in Figure 6.37, the delay asymmetry in Figure 6.41 decreases with bit rate. The best explanation for this, once again, is the bit-rate dependence of the charge storage on the floating node 103. The fact that node 103 is more negatively charged at higher bit rates not only improves the characteristics of the rising edge, it also leads to more rapid signal propagation through the turn-on cycle switching circuit.

The jitter characteristics shown in Figure 6.42 are a further result of the bit-rate dependence of the charge on node 103. As expected from the circuit and seen previously in Figure 6.38, the falling edge jitters do not have a strong frequency dependence. (The falling edge peak-to-peak data point at 50 Mb/s is inconsistent with the standard deviation figure and appears to be a measurement error.) Like the delay asymmetry, the rising edge jitter becomes smaller as the bit rate is increased. The jitter is reduced by both the reduction in the internal jitter, which is expected to accompany the reduced turn-on propagation delay, and the increased edge rate, which reduces the influence of additive noise. As already discussed, these effects are related to the floating node issue.

Summary

The static, transient, and timing measurements support the assessment that the laser driver is well suited to operation in a 1 Gb/s digital interconnect. The primary target for improvement is the elimination of the floating node. This design flaw has lead to a variation in delay asymmetry, making it difficult to correct for the asymmetry by the inclusion of delay elements in the turn-off path. The floating node has also resulted in propagation delay variations, although the magnitude of the resulting jitter is probably acceptable. More critical, however, is the accompanying degradation of the rising edge waveform which reduces the design margins allowed in the other link components.
Figure 6.39: Input signal edge timing vs. bit-rate
The mean and width of the overlaid histograms are used to determine the edge-to-edge delay and jitter characteristics. The histograms indicate the crossing time of the waveform through a 1mV window at the transition midpoint.
Figure 6.40: Edge timing vs. bit-rate with $V_{\text{swg}}=1.5$ V

These waveforms are inverted relative to the eye diagrams of Figure 6.31-Figure 6.33. The histograms indicate the crossing time of the waveform through a 1 mV window at the transition midpoint.
<table>
<thead>
<tr>
<th>$F_{CLK}$ (MHz)</th>
<th>$T_{CLK}$ (ns)</th>
<th>Rising Jitter Std. Dev (ps)</th>
<th>Rising Jitter Pk.-to-Pk. (ps)</th>
<th>Falling Jitter Std. Dev. (ps)</th>
<th>Falling Jitter Pk.-to-Pk. (ps)</th>
<th>Delay Edge-to-Edge (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>20</td>
<td>11.0</td>
<td>81.1</td>
<td>11.7</td>
<td>87.8</td>
<td>194</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>8.2</td>
<td>65.6</td>
<td>7.3</td>
<td>53.3</td>
<td>191</td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>5.3</td>
<td>36.7</td>
<td>4.3</td>
<td>34.4</td>
<td>189</td>
</tr>
<tr>
<td>330</td>
<td>3</td>
<td>5.3</td>
<td>34.4</td>
<td>5.9</td>
<td>35.6</td>
<td>186</td>
</tr>
<tr>
<td>500</td>
<td>2</td>
<td>4.7</td>
<td>28.9</td>
<td>3.4</td>
<td>23.3</td>
<td>188</td>
</tr>
<tr>
<td>660</td>
<td>1.5</td>
<td>5.6</td>
<td>28.9</td>
<td>5.8</td>
<td>32.2</td>
<td>179</td>
</tr>
<tr>
<td>850</td>
<td>1.2</td>
<td>5.6</td>
<td>32.3</td>
<td>5.4</td>
<td>31.1</td>
<td>179</td>
</tr>
<tr>
<td>990</td>
<td>1</td>
<td>8.6</td>
<td>45.6</td>
<td>6.3</td>
<td>32.2</td>
<td>186</td>
</tr>
</tbody>
</table>

Table 6.4: Summary of input jitter and delay asymmetry characteristics at various frequencies

Summary of data extracted from Figure 6.39. The input rising and falling entries refer to the turn-on and turn-off cycles of the laser driver, that is, the entries have been exchanged in order to match the corresponding edge of the output. Peak-to-peak and standard deviation jitters were determined by the HP 5475A oscilloscope on the basis of histogram data. The peak-to-peak value is the difference between the highest and lower time entries in the histogram. Edge-to-edge delay is the difference between the histogram means.
### Table 6.5: Summary of output jitter and delay asymmetry characteristics at various frequencies

<table>
<thead>
<tr>
<th>$F_{CLK}$ (MHz)</th>
<th>$T_{CLK}$ (ns)</th>
<th>Rising Jitter Std. Dev (ps)</th>
<th>Rising Jitter Pk.-to-Pk. (ps)</th>
<th>Falling Jitter Std. Dev. (ps)</th>
<th>Falling Jitter Pk.-to-Pk. (ps)</th>
<th>Delay Edge-to-Edge (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>20</td>
<td>14.1</td>
<td>111.1</td>
<td>12.5</td>
<td>108.9</td>
<td>369</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>11.4</td>
<td>86.7</td>
<td>7.9</td>
<td>64.4</td>
<td>353</td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>8.4</td>
<td>68.9</td>
<td>5.9</td>
<td>46.7</td>
<td>341</td>
</tr>
<tr>
<td>330</td>
<td>3</td>
<td>9.0</td>
<td>61.1</td>
<td>7.7</td>
<td>47.8</td>
<td>333</td>
</tr>
<tr>
<td>500</td>
<td>2</td>
<td>5.7</td>
<td>37.8</td>
<td>4.4</td>
<td>33.3</td>
<td>323</td>
</tr>
<tr>
<td>660</td>
<td>1.5</td>
<td>8.6</td>
<td>47.8</td>
<td>7.0</td>
<td>42.2</td>
<td>313</td>
</tr>
<tr>
<td>850</td>
<td>1.2</td>
<td>8.9</td>
<td>52.2</td>
<td>6.2</td>
<td>42.2</td>
<td>303</td>
</tr>
<tr>
<td>990</td>
<td>1</td>
<td>9.1</td>
<td>52.2</td>
<td>7.6</td>
<td>45.6</td>
<td>309</td>
</tr>
</tbody>
</table>

Summary of data extracted from Figure 6.40. The input rising and falling entries refer to the turn-on and turn-off cycles of the laser driver. Peak-to-peak and standard deviation jitters were determined by the HP 5475A oscilloscope on the basis of histogram data. The peak-to-peak value is the difference between the highest and lowest time entries in the histogram. Edge-to-edge delay is the difference between the histogram means.
Figure 6.41: Delay asymmetry vs. bit rate for $V_{swg}=1.5$ V

Based on Table 6.4 and Table 6.5, the delay asymmetry is found as the difference between output and input edge-to-edge delays. The trend is consistent with Figure 6.37 and can be explained by the frequency dependence of the stored charge on floating node 103.
Based on Table 6.4 and Table 6.5, the standard deviation jitters are calculated as the root-difference-square of the input and output jitters. The peak-to-peak jitters are direct difference. The standard deviation data must be used with caution above 330 Mb/s since the input timing distributions become bimodal. The falling edge jitters do not have a strong frequency dependence. The falling edge peak-to-peak data point at 50 Mb/s is inconsistent with the standard deviation figure and appears to be a measurement error. The rising edge jitter becomes smaller as the bit rate is increased. These trends are consistent with Figure 6.38 and point to the charge storage on node 103 as the source of the jitter vs. bit rate variation.
6.7 Combined Laser Driver and VCSEL Characteristics

The previous sections examined the electrical characteristics of the laser driver. In particular, they established the laser drivers jitter characteristics, and its switching behavior in conjunction with a low impedance, resistive load. This section examines the performance of the laser driver when coupled with a VCSEL. Ultimately, the VCSEL is to be monolithically integrated with the laser driver using the EoE process. At this stage, however, the test are conducted by wire bonding the VCSEL n-type contact to the laser driver output as shown in Figure 6.12. Simulations have shown that the ~1 nH bond wire inductance does not limit the performance at the of the laser driver and VCSEL combination when operating at the 1 Gb/s bit rate.

Static characteristics

Static measurements were made on the laser driver and VCSEL combination in analogy with those of Section 6.4. The VCSEL in use during these measurements had similar static characteristics to those shown in Figure 6.13, but with a threshold current of 1.6 mA.

Figure 6.43 and Figure 6.44 show the dependence of the operation of the current mirrors on the supply voltage applied to the VCSEL. The results are similar to the corresponding measurements made by varying the voltage at the laser driver output (Figure 6.19). The applied voltage, however, must be raised above the 1.2 V diode drop before laser current begins to flow.

The mirroring functionality of the off-state and modulation current mirrors are shown in Figure 6.45 and Figure 6.46, respectively. The off-state circuit operates near its 10:1 mirroring ratio when the laser is supplied with 3.5 V. The modulation current mirror operates at its 4x gain with a 2 V laser supply. In the dynamic measurements shown below, the laser supply voltage was fixed at 2.5 V.

Figure 6.47 shows the combined operation of both the off-state and modulation current mirrors. As demonstrated in Figure 6.47(b), the laser driver may be configured to switch the laser between two above-threshold operating points by setting \( V_{\text{off}} \) above 1.5 V (for this particular laser) to determine the low state and then selecting \( V_{\text{swg}} \) to determine the high state.
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Figure 6.43: Dependence of off-state current mirror on VCSEL supply voltage

$V_{LSR}$, the VCSEL supply voltage, was swept while the off-state bias level was stepped. (a) Shows the measured current characteristics, which are similar to Figure 6.19(a), but are shifted to ramp up at $V_{LSR}=1.5$ V because of the voltage drop across the VCSEL. A laser supply of around 3.5 V is needed to operate the off-state current mirror at its designed gain. (b) Shows the fiber-coupled light output. An off-state bias, $V_{off}$, of greater than 1.5 V is needed to operate the VCSEL above threshold. The modulation current mirror was off during this measurement.
Figure 6.44: Dependence of modulation current mirror on VCSEL supply voltage. $V_{\text{LSR}}$, the VCSEL supply voltage, was swept while the modulation bias level was stepped. (a) Shows the measured current characteristics, which are similar to Figure 6.19(b), but are shifted to ramp up at $V_{\text{LSR}}=1.5$ V because of the voltage drop across the VCSEL. A laser supply of around 2 V is needed to operate the off-state current mirror at its designed gain. (b) Shows the fiber-coupled light output. The off-state current mirror off was during this measurement.
Figure 6.45: Static characteristics of off-state current mirror with VCSEL.
The reference voltage, $V_{\text{off}}$, was swept while the reference current, $I_{\text{off}}$, and the laser current were measured. The laser supply voltage, $V_{\text{LSR}}$, was stepped from 1.5 V to 3.5 V in 0.5 V increments. This is analogous to Figure 6.20. (a) Shows the $V_{\text{off}}$-$I_{\text{off}}$ relationship, which does not depend on $V_{\text{LSR}}$. (b) Shows the laser current as a function of the reference current. The dashed line has a slope of 10 representing the designed current mirror gain. The modulation current mirror is kept off during this measurement.
Figure 6.46: Static characteristics of modulation current mirror with VCSEL.
As in Figure 6.21, the reference voltage, $V_{\text{swg}}$, was swept while the reference current, $I_{\text{swg}}$, and the laser current were measured. The laser supply voltage, $V_{\text{LSR}}$, was stepped from 1.5 V to 3.5 V in 0.5 V increments. (a) Shows the $V_{\text{swg}}$-$I_{\text{swg}}$ relationship, which does not depend on $V_{\text{LSR}}$. (b) Shows the laser current as a function of the reference current. The dashed line has a slope of 4 representing the designed current mirror gain. The off-state current mirror is kept off during this measurement.
The laser current and fiber-coupled power were measured with both the off-state and modulation current mirrors active. $V_{SWG}$ was swept and $V_{off}$ was stepped while $V_{LSR}$ was maintained at 2.5 V. Correct addition of the off-state and modulation current is seen.

Figure 6.47: Combined output of off-state and modulation current mirrors with VCSEL.
Turn-on delay and relaxation oscillations

The low state operating point must be maintained above the lasing threshold in order to avoid any turn-on delay when modulating the laser. Turn-on delay results when the laser is stepped from a current level below threshold to above threshold. The delay is the time required to build up the carrier concentration in the active region to the point where there is sufficient optical gain to support lasing.

In addition to turn-on delay, the laser step response can include relaxation oscillations. This is a result of the resonance formed by the coupling of the active carrier population and the photon population. The amount of ringing that results from this resonance depends on bias level.

The behavior of the laser driver + VCSEL combination, including turn-on delay and ringing, was observed by operating at various off-state levels while maintaining a constant modulation level. The VCSEL used in these measurements was similar to that shown in Figure 6.13 but with a threshold current of 0.8 mA. Table 6.6 summarizes the operating parameters under which the switching characteristics were measured. The DSC50 13 GHz photodetector was used to record the switching response of the laser; a 50 MHz clock was input to the laser driver. The response of the DCS50 was calibrated to match DC measurements of the fiber-coupled power made with a calibrated optical power meter. The turn-on and turn-off switching responses are shown in Figure 6.48 and Figure 6.49, respectively.

Both the turn-on delay and relaxation oscillations are visible in the turn-on waveforms of Figure 6.48. The relaxation oscillations are seen to be damped out at higher bias levels. This behavior underlines the need for work on designing VCSELs for specific interconnect applications in terms of their time domain response, and the need for accurate large signal models for use in the design of the laser driver. The turn-on delay drops from around 1 ns at zero off-state bias to zero delay above threshold. The delay values are summarized in Table 6.6 and plotted in Figure 6.50. The plot includes a theoretical curve of the turn off delay based on an established physical model [212].
<table>
<thead>
<tr>
<th>$V_{OFF}$ (V)</th>
<th>$I_{OFF}$ (μA)</th>
<th>$I_{LSR,\text{initial}}$ (mA)</th>
<th>$I_{LSR,\text{final}}$ (mA)</th>
<th>$&lt;I_{LSR}&gt;$ (mA)</th>
<th>$P_{LSR,\text{initial}}$ (mW)</th>
<th>$P_{LSR,\text{final}}$ (mW)</th>
<th>$&lt;P_{LSR}&gt;$ (mW)</th>
<th>Turn-On Delay (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0</td>
<td>4.2x10^{-3}</td>
<td>1.83</td>
<td>0.871</td>
<td>0</td>
<td>0.60</td>
<td>0.25</td>
<td>961</td>
</tr>
<tr>
<td>0.2</td>
<td>3.48</td>
<td>5.3x10^{-2}</td>
<td>1.87</td>
<td>0.919</td>
<td>9.4x10^{-6}</td>
<td>0.62</td>
<td>0.27</td>
<td>848</td>
</tr>
<tr>
<td>0.4</td>
<td>24.8</td>
<td>0.287</td>
<td>2.08</td>
<td>1.51</td>
<td>4.8x10^{-4}</td>
<td>0.74</td>
<td>0.34</td>
<td>504</td>
</tr>
<tr>
<td>0.6</td>
<td>54.3</td>
<td>0.583</td>
<td>2.36</td>
<td>1.43</td>
<td>2.0x10^{-3}</td>
<td>0.91</td>
<td>0.43</td>
<td>246</td>
</tr>
<tr>
<td>0.8</td>
<td>86.3</td>
<td>0.894</td>
<td>2.65</td>
<td>1.74</td>
<td>0.055</td>
<td>1.07</td>
<td>0.56</td>
<td>20</td>
</tr>
<tr>
<td>1.0</td>
<td>119</td>
<td>1.21</td>
<td>2.95</td>
<td>2.05</td>
<td>0.23</td>
<td>1.25</td>
<td>0.73</td>
<td>8</td>
</tr>
<tr>
<td>1.2</td>
<td>153</td>
<td>1.53</td>
<td>3.25</td>
<td>2.36</td>
<td>0.41</td>
<td>1.44</td>
<td>0.90</td>
<td>0</td>
</tr>
<tr>
<td>1.4</td>
<td>187</td>
<td>1.85</td>
<td>3.55</td>
<td>2.66</td>
<td>0.60</td>
<td>1.61</td>
<td>1.08</td>
<td>4</td>
</tr>
<tr>
<td>1.6</td>
<td>222</td>
<td>2.16</td>
<td>3.84</td>
<td>2.97</td>
<td>0.78</td>
<td>1.76</td>
<td>1.26</td>
<td>10</td>
</tr>
<tr>
<td>1.8</td>
<td>256</td>
<td>2.46</td>
<td>4.13</td>
<td>3.27</td>
<td>0.97</td>
<td>1.90</td>
<td>1.43</td>
<td>8</td>
</tr>
<tr>
<td>2.0</td>
<td>291</td>
<td>2.76</td>
<td>4.41</td>
<td>3.55</td>
<td>1.14</td>
<td>2.03</td>
<td>1.59</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 6.6:** Operating parameters for optical switching measurements at various off-state levels

$V_{off}$ was varied as shown while $V_{swg}$ was maintained at 1.5 V ($I_{SWG} = 377 \mu$A). The laser supply voltage was 2.5 V. Fiber-coupled powers were measured with a calibrated power meter. 'Initial' and 'Final' refer to the low and high states, respectively. $<I_{LSR}>$ and $<P_{LSR}>$ are time-average values while switching at 50 MHz. The turn on delay of the laser switching waveforms shown in Figure 6.48 are listed. The delay time was measured from the midpoint of each transition to that of the waveform corresponding to $V_{off} = 2$ V. The delay times are plotted in Figure 6.50.
Figure 6.48: Laser rising-edge dependence on off-state level
The turn-on waveform of the laser was measured while varying the off-state level and keeping the modulation level fixed. The various parameters for these measurements are summarized in Table 6.6. (a) Shows the waveforms in a waterfall plot, and in (b), all of the waveforms are overlaid for easier comparison. A turn-on delay is observed in cases where the off-state level is below the laser’s threshold. Ringing is also evident as a result of the relaxation oscillations.
The turn-off waveform of the laser was measured while varying the off-state level and keeping the modulation level fixed. The various parameters for these measurements are summarized in Table 6.6. (a) Shows the waveforms in a waterfall plot, and in (b), all of the waveforms are overlaid for easier comparison. A small amount of ringing due to relaxation oscillations is also present in the above-threshold results.
Figure 6.50: Turn-on delay dependence on off-state level

Measured time delays were extracted from Figure 6.48 based on the midpoint of the rising edge and are summarized in Table 6.6. The solid line is based on the theoretical formula given in [212]. $I_{\text{initial}}$ and $I_{\text{final}}$ are the low- and high-state laser currents. In the theoretical curve, $I_{\text{final}} - I_{\text{initial}}$ was fixed at 1.7 mA, the average value determined from the measurements, and the numerical value of 0.8 mA was extracted for $I_{th}$ from the L-I curve of the laser. $\tau_f$ is the differential spontaneous lifetime at $I_{\text{final}}$ in the absence of lasing and is determined in terms of the active volume of the laser, $V_{\text{act}}$, the internal quantum efficiency, $\eta_i$, and the bimolecular (radiative) recombination coefficient, $B$. Since numerical values for these parameters were not available, $\sqrt{(qV_{\text{act}})/(\eta_iB)}$ was set to $6.5 \times 10^{-11}$ ns/A$^{1/2}$ to fit the measured data. The resulting values of 1.3-1.6 ns are in line with expected values for $\tau_f$. 

$$t_d = \tau_f \left\{ \text{atanh} \sqrt{\frac{I_{th}}{I_{\text{final}}}} - \text{atanh} \sqrt{\frac{I_{\text{initial}}}{I_{\text{final}}}} \right\}$$

$$\tau_f = \frac{\sqrt{qV_{\text{act}}}}{\sqrt{\eta_i I_{\text{final}} B}}$$
Above-threshold switching characteristics

The measurements made above at various off-state levels can be used to select an off-state level which allows the laser to be modulated without incurring the effects of turn-on delay or relaxation oscillations. The off-state level corresponding to $V_{\text{off}}=1.4$ V was selected for the following measurements made at various modulation levels. Table 6.7 summarizes the parameters used in the measurements. The turn-on waveforms are plotted in Figure 6.51 and the turn-off waveforms are plotted in Figure 6.52. To allow easier

<table>
<thead>
<tr>
<th>$V_{\text{SWG}}$ (V)</th>
<th>$I_{\text{SWG}}$ (μA)</th>
<th>$I_{\text{LSR,initial}}$ (mA)</th>
<th>$I_{\text{LSR,final}}$ (mA)</th>
<th>$&lt;I_{\text{LSR}}&gt;$ (mA)</th>
<th>$P_{\text{LSR,initial}}$ (mW)</th>
<th>$P_{\text{LSR,final}}$ (mW)</th>
<th>$&lt;P_{\text{LSR}}&gt;$ (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>-36</td>
<td>1.85</td>
<td>1.98</td>
<td>1.92</td>
<td>0.61</td>
<td>0.69</td>
<td>0.65</td>
</tr>
<tr>
<td>0.25</td>
<td>9.8</td>
<td>1.86</td>
<td>2.11</td>
<td>1.99</td>
<td>0.61</td>
<td>0.77</td>
<td>0.69</td>
</tr>
<tr>
<td>0.50</td>
<td>76.9</td>
<td>1.87</td>
<td>2.33</td>
<td>2.10</td>
<td>0.62</td>
<td>0.89</td>
<td>0.76</td>
</tr>
<tr>
<td>0.75</td>
<td>150</td>
<td>1.89</td>
<td>2.59</td>
<td>2.25</td>
<td>0.63</td>
<td>1.05</td>
<td>0.84</td>
</tr>
<tr>
<td>1.00</td>
<td>224</td>
<td>1.90</td>
<td>2.87</td>
<td>2.39</td>
<td>0.64</td>
<td>1.21</td>
<td>0.93</td>
</tr>
<tr>
<td>1.25</td>
<td>300</td>
<td>1.92</td>
<td>3.15</td>
<td>2.54</td>
<td>0.65</td>
<td>1.37</td>
<td>1.02</td>
</tr>
<tr>
<td>1.50</td>
<td>376</td>
<td>1.94</td>
<td>3.43</td>
<td>2.70</td>
<td>0.66</td>
<td>1.52</td>
<td>1.10</td>
</tr>
<tr>
<td>1.75</td>
<td>452</td>
<td>1.95</td>
<td>3.71</td>
<td>2.84</td>
<td>0.67</td>
<td>1.68</td>
<td>1.19</td>
</tr>
<tr>
<td>2.00</td>
<td>529</td>
<td>1.97</td>
<td>3.98</td>
<td>2.98</td>
<td>0.68</td>
<td>1.83</td>
<td>1.26</td>
</tr>
<tr>
<td>2.25</td>
<td>606</td>
<td>1.98</td>
<td>4.25</td>
<td>3.13</td>
<td>0.69</td>
<td>1.96</td>
<td>1.34</td>
</tr>
<tr>
<td>2.50</td>
<td>682</td>
<td>2.00</td>
<td>4.51</td>
<td>3.27</td>
<td>0.70</td>
<td>2.08</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Table 6.7: Operating parameters for optical switching measurements at various modulation levels

$V_{\text{SWG}}$ was varied as shown while $V_{\text{off}}$ was maintained at 1.4 V ($I_{\text{off}} = 187 \, \mu\text{A}$). The laser supply voltage was 2.5 V. Fiber-coupled powers were measured with a calibrated power meter. ‘Initial” and “Final” refer to the low and high states, respectively. $<I_{\text{LSR}}>$ and $<P_{\text{LSR}}>$ are time-average values while switching at 10 MHz. A small increase in the off-state laser current and power are seen as the modulation level in increased. This trend was not observed in the static measurements since the off-state current mirror was exercised with the other modulation mirror fully disabled—i.e. laser driver input set to high and $V_{\text{SWG}}=0$. The effect is not detrimental to the operation of the laser driver.
Figure 6.51: Laser rising-edge dependence on modulation level
The turn-on waveform on the laser was measured while varying the modulation level and keeping the off-state level fixed. The various parameters for these measurements are summarized in Table 6.7. (a) Shows the waveforms in a waterfall plot, and in (b), all of the waveforms are overlaid for easier comparison.
Figure 6.52: Laser rising-edge dependence on modulation level
The turn-off waveform on the laser was measured while varying the modulation level and keeping the off-state level fixed. The various parameters for these measurements are summarized in Table 6.7. (a) Shows the waveforms in a waterfall plot, and in (b), all of the waveforms are overlaid for easier comparison.
comparison, the waveforms have been normalized and overlaid in Figure 6.53. The rise and fall times have also been extracted and are summarized in Table 6.8 and plotted in Figure 6.54.

The turn-on waveforms corresponding to $V_{swg} = 0$, 0.25, and 0.5 V exhibit the slow turn-on behavior observed in the electrical switching waveforms of Figure 6.23. At the higher biases, however, the normalized rise and fall waveforms are essentially identical and have a 10%-to-90% transition time of 4 ns and a 20%-to-80% transition time of 1 ns. By contrast, the electrical 10%-to-90% transition times were below 540 ps, the 20%-to-80% rise time was below 200 ps, and the 20%-to-80% fall time was around 50 ps.

<table>
<thead>
<tr>
<th>$V_{SWG}$ (V)</th>
<th>$P_{LSR,initial}$ (mW)</th>
<th>$P_{LSR,final}$ (mW)</th>
<th>Amplitude (mW)</th>
<th>Rise Time 10%-90% (ns)</th>
<th>Rise Time 20%-80% (ns)</th>
<th>Fall Time 90%-10% (ns)</th>
<th>Fall Time 80%-20% (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.61</td>
<td>0.69</td>
<td>0.08</td>
<td>10.51</td>
<td>8.09</td>
<td>5.90</td>
<td>1.76</td>
</tr>
<tr>
<td>0.25</td>
<td>0.61</td>
<td>0.77</td>
<td>0.16</td>
<td>8.67</td>
<td>6.52</td>
<td>4.10</td>
<td>1.05</td>
</tr>
<tr>
<td>0.50</td>
<td>0.62</td>
<td>0.89</td>
<td>0.27</td>
<td>6.99</td>
<td>3.79</td>
<td>4.10</td>
<td>1.21</td>
</tr>
<tr>
<td>0.75</td>
<td>0.63</td>
<td>1.05</td>
<td>0.42</td>
<td>5.12</td>
<td>1.76</td>
<td>3.95</td>
<td>0.82</td>
</tr>
<tr>
<td>1.00</td>
<td>0.64</td>
<td>1.21</td>
<td>0.57</td>
<td>4.49</td>
<td>1.13</td>
<td>3.79</td>
<td>0.86</td>
</tr>
<tr>
<td>1.25</td>
<td>0.65</td>
<td>1.37</td>
<td>0.72</td>
<td>4.41</td>
<td>1.13</td>
<td>3.71</td>
<td>0.98</td>
</tr>
<tr>
<td>1.50</td>
<td>0.66</td>
<td>1.52</td>
<td>0.86</td>
<td>5.51</td>
<td>1.13</td>
<td>3.91</td>
<td>0.98</td>
</tr>
<tr>
<td>1.75</td>
<td>0.67</td>
<td>1.68</td>
<td>1.01</td>
<td>4.10</td>
<td>1.13</td>
<td>3.75</td>
<td>1.02</td>
</tr>
<tr>
<td>2.00</td>
<td>0.68</td>
<td>1.83</td>
<td>1.15</td>
<td>4.02</td>
<td>1.09</td>
<td>4.02</td>
<td>1.13</td>
</tr>
<tr>
<td>2.25</td>
<td>0.69</td>
<td>1.96</td>
<td>1.27</td>
<td>4.38</td>
<td>1.09</td>
<td>3.75</td>
<td>1.21</td>
</tr>
<tr>
<td>2.50</td>
<td>0.70</td>
<td>2.08</td>
<td>1.38</td>
<td>4.49</td>
<td>1.13</td>
<td>4.10</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Table 6.8: Transition times of optical switching waveforms at various modulation levels
Rise and fall times were extracted from Figure 6.51 and Figure 6.52.
6.7 Combined Laser Driver and VCSEL Characteristics

Figure 6.53: Normalized optical transition waveforms at various modulation levels
Waveforms measured at 11 modulation levels summarized in Table 6.7 have been normalized and overlaid for comparison. (a) and (c) show the turn-on waveforms on 20 ns and 2 ns time scales, respectively. Similarly, (b) and (c) show the turn-off transitions on 20 ns and 2 ns time scales. In the turn-on data, the waveforms corresponding to $V_{swg} = 0$, 0.25, and 0.5 V exhibit the slow turn off effect observed in Figure 6.23.
Figure 6.54: Transition times of optical switching waveforms measured at various modulation levels. The rise and fall times extracted from Figure 6.51 and Figure 6.52 and summarized in Table 6.8. (a) and (b) are the 10%-to-90% transition times. (b) excludes the data points at low modulation levels which exhibit the slow turn on effect. Similarly, (c) and (d) show the 20%-to-80% transition times.
Drain lag on the output node

The culprit, once again, is drain lag—this time on the output FETs, E111 and E211. Figure 6.55 is the result of simulating the laser driver with the equivalent input circuit if Figure 6.16 used as the load. The sharp transition of the $V_{111}$ waveform indicate that the internal switching of the laser driver is not the cause of the poor transition characteristics at the output. The long response tails seen in Figure 6.51 and Figure 6.52 are reproduced, though the effect is worse in the simulation. This is because drain lag is actually over-estimated in the Vitesse MESFET models. Both the modulation current and the off-state current are seen to contribute to the long response tail in the output current.

To further isolate the problem as drain lag, and not the consequence of the parasitic capacitance of the VCSEL, Figure 6.56 repeats the above simulation using only a 500 $\Omega$ resistance as the load. (The equivalent input circuit of Figure 6.16 reduces to a 498 $\Omega$ resistance at low frequencies.) The simulation results are found to be quite similar to those above.

If the input impedance of the VCSEL was due primarily to its series resistance, 85 $\Omega$ for the VCSEL shown in Figure 6.13, drain lag would be greatly reduced. Figure 6.57 shows the result of simulating the laser driver with an 85 $\Omega$ load. The magnitude of the extended response tail is at a tolerable level.

Finally, for comparison with the experimental results of the previous two sections, Figure 6.58 shows simulated waveforms when using a 25 $\Omega$ load. The magnitude of the slow response tail is now very small, and is similar to the measured electrical output waveforms.
Figure 6.55: Simulation of laser driver loaded by VCSEL equivalent input circuit shown in Figure 6.16. The results of Figure 6.51 and Figure 6.52 are reproduced in this simulation by loading the laser driver with the equivalent input circuit determined from $S_{11}$ measurements on a VCSEL. The sharp transition of the $V_{III}$ waveform indicate that the internal switching of the laser driver is not the cause of the poor transition characteristics at the output. Both the modulation current and the off-state current are seen to contribute to the long response tail in the output current.
Figure 6.56: Simulation of laser driver loaded by a 500 Ω resistor
The equivalent input circuit of Figure 6.16 reduces to a 498 Ω resistance at low frequencies. In this simulation, the laser drivers is loaded with a 500 Ω resistance and is found to have very similar transition characteristics to the simulation results using the full equivalent circuit. Evidently, the capacitive loading of the VCSEL does not play a significant role in creating the long response tails.
Figure 6.57: Simulation of laser driver loaded by an 85 Ω resistor
The 500 Ω resistor of the simulation in Figure 6.56 is replaced with an 85 Ω resistor. The transition are seen to improve greatly, though the long response tail is still present.
The previous simulation is repeated with a 25 Ω load resistance. This is the output loading present the in laser driver characterization in Section 6.5 and Section 6.6. The magnitude of the long response tail is reduced to the point where it does not have a significant effect on the performance of the laser driver.

**Figure 6.58:** Simulation of laser driver loaded by an 25 Ω resistor
Redesign

Since drain lag is a consequence of signal coupling between the drain of a MESFET at its backgate, the effect may be reduced by using a cascode technique to reduce the amplitude of the drain signal. This approach is reviewed in Appendix E where drain lag is examined more carefully. A quick redesign of the laser driver to include cascoded output FETs is shown in Figure 6.59. Careful optimization of this circuit will be necessary to regain the level of performance shown in the original design, but as seen in Figure 6.60, the modified circuit is able to drive the 500 Ω load with output waveforms similar to that of the original circuit driving a load between 25 and 85 Ω.

**Figure 6.59: Modification of the laser driver to allow large resistive loads**

The laser driver shown in Figure 6.3 and studied throughout this chapter can be modified to support large resistive loads by adding the cascode transistors D111 and D211. The circuit has not been re-optimized following this change, however, since D111 added a significant additional capacitance to node 111, E110 and E111 were scaled by 1/2 so as not to overburden the switching circuit.
6.7 Combined Laser Driver and VCSEL Characteristics

The modified laser driver of Figure 6.59 was simulated with a 500 Ω load. The magnitude of the long response tail is seen to be greatly reduced, and is comparable to the case of a 25 Ω load on a original laser driver. Note that the initial edge rate has been reduced compared to Figure 6.58 because of the greater capacitive loading on node 111. Re-optimization of the modified circuit should improve these transition characteristics.
Summary

The importance of having an accurate VCSEL model available in the design of the laser driver was painfully demonstrated in this section. The VCSEL's turn-on delay and relaxation oscillations must be considered in designing the VCSEL, the laser driver, and the entire optical link. This is particularly true because they help determine the minimum bias level which can be used in the off-state. An even more immediate issue was seen to be the effect of the electrical characteristics of the VCSEL on the behavior of the laser driver. A relatively simple modification to the existing laser driver can cope with the unexpectedly large input impedance of the VCSEL.

6.8 Third-generation Laser Driver Designs

The laser driver analyzed in the previous sections goes a long way towards meeting the requirements for a compact, low power transmitter for use with an integrated VCSEL in a 1 Gb/s digital optical interconnect. However, a number of shortcomings have been identified in its design:

- Drain-lag on the output node results in a long response tail when driving the large resistive load of a VCSEL.
- The internal switching dynamics do not track the modulation bias level. At high modulation levels, the primary switching mechanism only partially charges the gate of the drive FET resulting in long response tail as the charging is completed by the reference resistor.
- A floating node at a critical point in the switching circuit results in a bit-rate dependence of the rising waveform, and accompanying pattern dependent jitter.
- Drain-lag on internal node 101 results in long response tail under low modulation level
- There is a delay asymmetry between the rising and fall output transitions due to the extra delay through the turn-on switching circuit.

This section will put forth two new laser driver design which overcome these limitations. The first is an improved switched current mirror design while the second returns to the idea of a differential current switch. The latter incorporates key observations from the current mirror laser drivers and from the fully-differential receiver of Appendix H to arrive at a compact and low power design. These designs are of a preliminary nature and are intended to demonstrate their underlying concepts. They have not been optimized, nor have they been simulated over process and temperature spreads.
An improved active switched current mirror laser driver

A schematic of the new design is shown in Figure 6.61. This design is conceptually similar to the original circuit shown in Figure 6.3, but in addition to cascading the outputs as in Figure 6.59, it includes a turn-on switching mechanism which tracks the modulation bias level and eliminates critical floating nodes. A delay is also included in the turn-off signal path in order to reduce the delay asymmetry. Note that the cascode on the off-state current mirror has its gate grounded instead of connected to node 210 as in the modulation current mirror (as shown in Appendix E). Since $V_{210}$ is not being modulated, not making this connection is not detrimental. Furthermore, grounding the gate of D211 reduces the capacitive coupling of output voltage variation to node 210. Simulation results from the new laser driver are shown in Figure 6.62.

![Diagram of the improved active switched current mirror laser driver](image)

**Figure 6.61:** An improved active switched current mirror laser driver
This design is conceptually similar to the original circuit shown in Figure 6.3, but in addition to cascading the outputs as in Figure 6.59, it includes a turn-on switching mechanism which tracks the modulation bias level and eliminates critical floating nodes. A delay is also included in the turn-off signal path in order to reduce the delay asymmetry.
Figure 6.62: Simulation of the improved active switched current mirror laser driver shown in Figure 6.61. The upper curve shows the static characteristics of the modulation current mirror verifying that the new switching mechanism allows correct mirroring. Note that, unlike the previous design, the output now track the reference down to zero modulation current. The middle curves show a transient simulation of the internal nodes involved in the switching operation, and the lower curve shows output current. The simulation was carried out with $V_{\text{swg}}=V_{\text{off}}=1$ V, and the VCSEL equivalent input circuit of Figure 6.16 was used to load the output of the laser driver.
An important addition to the circuit is the diode-connected DFET, D110. This L=W=25.0 μm DFET is used to provide bypass capacitance on node 110. This prevents node 110 from being perturbed by the large, rapid signal swings on the nodes to which it is capacitively coupled. Without the low AC impedance provided by the bypass capacitance, node 110, and in turn node 111 are left to equilibrate through R100, which is a slow process. By stabilizing node 110 in this way, many of the constraints on the rest of the switching circuit may be lifted. Furthermore, the capacitance on node 110 allows node 111 to actually be charged by node 110 in addition to charge delivered through the gate of the pass transistor.

A further benefit of the bypass capacitance may be found when using a large number of these laser drivers in an OEIC. In this case, the reference level would, presumably, be set globally by a reference circuit which compensates for temperature and process variations. Local bypass capacitance on node 110 then allows multiple laser drivers to be connected to a common reference voltage without interacting.

The primary difference in the new design is the switching circuit. As before, E101 and D101 form an inverter which drives E105. Turning on E105, following the falling edge of the input, begins the turn-on transient. With node 120 and 102 initially at 0 V, significant current flows through D120 and D122, pulling up the gate of the pass transistor. Since node 111 is also initially at 0 V, the gate of the pass transistor momentarily becomes forward biased and contributes to the charging of node 111. Node 111 is also charged through the pass transistor by the D110 capacitance. A bias current is established through D130 which sets the voltage drop across D122 and the gate-to-source voltage of D120. The tracking of the reference voltage, V_{110}, occurs as a result of the action of D120 as a positive level shifting source follower. D120, D122, and D130 are sized to hold V_{102} around 300 mV above V_{110}. In this way, the pass transistor is on but there is not significant gate voltage to distort the operation of the current mirror. Tracking the V_{110} reference in this way should allow operation over a wider range of modulation currents, temperatures, and process variations.

The static curves in Figure 6.62 confirm that the new switching circuit does not interfere with the operation of the current mirror. It is seen that, unlike the previous design, the output now tracks the reference down to zero modulation current. The simulated node voltages show the rapid and accurate switching of V_{102} to a point ~300 mV above V_{110}. The output current is seen to have rise and fall times of below 200 ps. The simulation was carried out with the laser driver loaded by the equivalent input circuit shown in Fig-
The cascodes are seen to be effective in holding the magnitude of the drain-lag induced extended response tail to an acceptable value.

To eliminate drain lag on node 101, E131 and E132 form a diode chain along with the gate of E95 in order to clamp V101 at 1.5 V. This is the same way in which DCFL logic gates function without exhibiting an extended response tail.

Also, to reduce the difference in the input-to-output delay between the turn-on and turn-off cycles, E100, the EFET which is used to discharge node 111, is driven by inverter E95/D95. In turn, E95 is driven by the E101/D101 inverter through the clamping diode chain. E136 is provided to discharge node 132, the input to E95, which would otherwise remain charged and floating when V101 is driven low.

Note that no discharge path has been provided for node 131 in the diode chain used to clamp node 101. Node 131 is allowed to remain charged during the turn-off cycle. Careful simulation is required to determine if this has any negative consequence. If so, an additional EFET may be used to discharge it.

The average power dissipation of the laser driver, not including the reference currents or the output current, is 0.5 mW. This is somewhat lower than the original design which dissipated 0.6 mW. The modulation current mirror gain is also larger in this circuit—10:1 at output currents up to around 1.5 mA then dropping somewhat as D130 (the “capacitor”) begins to leak. The larger gain means lower power overhead in setting the modulation level. The current gain on the off-state mirror has also been increased to 10.

**A low power differential laser driver**

Because of their very low power consumption, the active switched current mirror laser drivers show promise for use in optical interconnect applications requiring thousands of optical outputs. One of their drawbacks, however, is the subtlety of their design. Careful device sizing is required to control the turn-on transient over the required range of modulation levels, though this task is simplified if the design is intended for use at one specific modulation level. The sensitivity to device sizing may lead to potentially large performance variation over process and temperature spreads.

Traditional current-steering laser driver designs, which use a differential pair as a current switch, avoid many of these design subtleties since the modulation current may be entirely determined by a simple cur-

---

1. The problem of gate leakage in D130 may be eliminated by reversing its polarity. The capacitance will drop as V110 is increased, but this is probably acceptable.
This design consists of three states: conversion from imperfectly timed complementary logic inputs to synchronized differential signal, an efficient driver, and the differential pair current switch. These blocks are detailed in Figure 6.67, Figure 6.66, and Figure 6.65. A circuit for generating the complementary inputs from a single DCFL signal is shown in Figure 6.64. Simulation results of this circuit are shown in Figure 6.68. The off-state current mirror has not been included in this schematic but may be implemented as in the switched current mirror laser driver designs.
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Figure 6.64: Circuit for generation of complementary logic signals
The DCFL input is inverted by E50/D50. The input and its inverse are used to drive the other to stages so that the signal path to each of the outputs is roughly equal.

Observations made in the design of the switched current mirror laser drivers, and in the design of the receiver discussed in Appendix H, can be used to overcome the overhead associated with the conventional approach. Figure 6.63 is the preliminary design of a differential-pair based laser driver with 1.8 mW of power consumption. The inputs to this circuit, "(100)" and "(101)", are a pair of complementary DCFL logic signals. It is desirable to have the input closely timed (i.e. small phase error between them), but perfect timing is not necessary. The complementary signals may be generated from a single input using the circuit of Figure 6.64. (This circuit is included in the 1.8 mW power figure, and contributes significantly to it.)

The circuit in Figure 6.63 may be broken into three parts: conversion from imperfectly timed complementary logic inputs to a pair of well-synchronized differential signal, an efficient driver, and the differential-pair current switch. They are most easily understood in reverse order. The final stage is shown in Figure 6.65 with the remainder of the circuit deleted. The modulation current is set by the current mirror,
E410 and E420, and is switched between the two sides of the differential-pair by the outputs of the buffer stage, \(V_{\text{DRIVE}}\) and its complement. The output is cascoded by D401 as shown previously. Even without this cascode, the differential-pair design actually performs comparably to the cascoded switched current mirror designs. This is because E401 of the differential-pair can actually be thought of as cascoding the current mirror’s E410 when all of the modulation current is flowing through the output. The addition of D401 further reduces the sensitivity to drain lag\(^1\).

The key to reducing the power consumption of the laser driver is in the buffer stage. It is shown isolated in Figure 6.66\(^2\). To lower the overall power consumption of the laser driver, both the power consumption of the buffer and the size of the load it presents to the previous stage must be minimized. The buffer shown in Figure 6.66 does this by using EFETs in a digital switching mode and operating them at their maximum drain-to-source current level\(^3\). E300 and E301 are used to charge the outputs and are controlled by the differential signals, \(V_{\text{DIFF,A}}\) and its complement. Level-shifted copies of these signals, \(V_{\text{DIFF,B}}\) and its complement, control E340 and E341 which are used to discharge the outputs. To drive up one of the outputs, the upper EFET connected to that output (E300 or E301) is turned on while the corresponding lower EFET (E340 or E341) is turned off. Current flows through the upper EFET while the output charges up. This continues until the gate-to-source voltage of the EFET drops to the threshold voltage, at which point the EFET turns off and current flow ceases (with the exception of sub-threshold conduction). To output a low level, the upper EFET is turned off and the lower one is turned on. The output will drop to the point set by the pair of diodes sitting below the lower EFET. The operation of the buffer is thus seen to be similar to that of CMOS logic, but is implemented without the benefit of complementary transistors. Like CMOS, this buffer stage operates with no static power dissipation. The lack of static power dissipation and the small FET sizes are the keys to the lowering the power consumption of the laser driver.

The differential signals used to drive the buffer stage are generated by the first stage of the laser driver based on a set of complementary logic-level inputs. It is important that the signals used to drive the final

---

1. It would be interesting to reverse the order of the cascoding. If this proves to be successful, it would allow lower voltage operation.
2. Designers at Vitesse have recently filed for patent protection on similar buffer circuits which they have independently developed.
3. By contrast, to maintain analog operation in a source follower, the gate-to-source voltage must be kept below the Schottky gate turn-on voltage. The FET must then be made wider to achieve the same level of drive.
Figure 6.65: Third stage of the differential laser driver
The third stage of the laser driver is the differential current switch used to modulate the output current. The modulation current level is set by the current mirror and is fully switched between the two sides of the differential pair on the basis of the differential input signals. The output side of the diff-pair is cascoded by D401 to reduce the effects of drain lag resulting from the large resistive load of the VCSEL.
The key to reducing the power consumption of the differential laser driver is to drive the capacitive load of the diff-pair with a very efficient driver stage. The operation of the stage shown here is analogous to that of CMOS logic, but without the benefit of complementary transistors. It has no static power consumption. It minimizes the loading on the previous stage by using the EFETs in a purely digital mode. That is, the Schottky gates are turned on fully in order to allow maximum current flow through the channel.

Figure 6.66: Second stage of the differential laser driver
current switch, and thus the buffer stage, be well synchronized. A delay between them will result in both E400 and E401 being momentarily off. This causes a sharp glitch in the modulation current which appears at the output and causes ground bounce. The goal of the first stage is thus to re-time the logic inputs and to form differential signals of the appropriate amplitudes and bias voltages. The stage is shown in Figure 6.67. Its operation is based on the cascade of transconductance and transimpedence amplifiers, as used in the receiver discussed in Appendix H. Here, E200 and E201 form a differential-pair voltage amplifier with load resistances R200 and R201. D250 and D251 provide level shifting in order to generate a second set of differential outputs. The lower, “B”, outputs are buffered by E280 and E281 and fed back to the inputs of the gain stage through R100 and R101. This forms a fully-differential transimpedence amplifier (TIA). E100 and E101 are then used to generate complementary current inputs to this TIA. Now, the bias current on the voltage amplifier can be made relatively small because of the small size of the load presented to it by the buffer stage. Thus, glitches in the bias current of this stage which result from imperfect timing at its inputs are of little consequence.

The static characteristics of the full circuit shown in Figure 6.63 and a transient simulation of the current output is shown in Figure 6.68. The circuit was loaded by the VCSEL equivalent input circuit of Figure 6.16. Output drain lag effects are seen to be negligible, and the transitions have a rise/fall time of 200 ps with a 300 ps delay with respect to the input.
Complementary logic signals produced by straightforward means, such as the circuit shown in Figure 6.64, are not adequately synchronized to drive the differential current switch of Figure 6.65 without producing a large current glitch when both sides of the differential pair are momentarily off. The circuit shown here uses a cascade of transconductance (E100 and E101) and transimpedance (the rest of the circuit) stages to generate synchronized, differential outputs from logic inputs. The small loading of the second stage (Figure 6.66) allows the bias current on the transimpedence amplifier (TIA) can be made small. The glitch in the TIA’s bias current which results from the imperfect timing of its inputs is thus reduced to a tolerable level.
Figure 6.68: Simulation of the differential laser driver shown in Figure 6.63
The static characteristics are shown along with a transient simulation of the output current. The input signal is shown for reference. The output was loaded by the VCSEL equivalent input circuit shown in Figure 6.16, and $V_{sw}$ was set to 1 V. An off-state current mirror was not included in the circuit in this simulation.
6.9 Conclusion

This chapter has explained the design of laser drivers based on a switched current mirror. A low-power, compact laser driver of this type was demonstrated which is suitable for use in a 1 Gb/s digital optical interconnect. A number of limitations in the design were identified, and an improved version of the circuit was introduced. The switched current mirror laser drivers are particularly attractive in applications which call for hundreds or thousands of optical outputs because of their low power consumption. In addition, they minimize the laser supply voltage that is required.

An additional laser driver, which uses a differential pair as a current switch, was also described. This circuit achieves a power savings relative to conventional laser drivers of its type by making use of a novel driver stage featuring zero static power dissipation. This laser driver may not achieve as low a power consumption as the switched current mirrors, but avoids many of the subtleties in their design. This leads to a more robust circuit which is likely to be preferable in applications requiring a smaller number of optical outputs. The design concepts demonstrated should also scale to reduce the power consumption of laser drivers used for telecommunication-grade lasers. These lasers require modulation currents of 50-80 mA rather than ~1 mA required for a VCSEL in a short-haul link.
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A Low Power Optical Receiver

The purpose of the optical receiver is to generate a logic output on the basis of an optical input. To this end, the photocurrent generated by a detector must be compared to a reference level to determine if the optical signal is high or low. For experimental purposes, the reference should be externally variable, though in practice it may be hard wired. This chapter deals with a continuous time receiver in which an amplifier/comparator continually produces a valid logic output reflecting its input. Another type of receiver, which latches its input value in response to a clock signal, is examined in Appendix I.

Reports on receiver design, both in Si and GaAs electronics, are most often concerned with optical communication systems and are not directly applicable here [213-221]. Receiver design for use in optical interconnects have also been reported based on CMOS electronics [201,222]. Again, this does not directly transfer to the GaAs-based EoE technology. Furthermore, these efforts relay exclusively on single-ended receiver designs and do not addressed the issues of supply and substrate noise which are abundant in the VLSI environment.

7.1 Design of a Low-Power Continuous-Time Optical Receiver

The goal of a continuous time optical receiver in a digital interconnect is to convert the small photocurrent at its input into a valid logic-level output, following a minimal propagation delay, and to maintain this output state until the next input transition. It may be characterized by a number of parameters including delay, delay variation, supply noise immunity, sensitivity, power dissipation, and area. The delay, measured, for
instance, between the midpoint of the input and output transitions, should generally be minimized. Delay variation may be static, arising from the variations in processing and in operating temperature, or they may result dynamically based on the input signal and on the noise level. The dynamic delay fluctuations are referred to as jitter. Noise may be present in the input signal, inherent in the receiver circuit, or may be coupled in from the power supplies. The latter source of noise is a particular concern here since the receiver is intended for use in a VLSI environment. Sensitivity refers to the minimum signal power (or amplitude) that is required to prevent the output from being perturbed from its steady state value by the effects of additive noise. Finally, power dissipation and area must both be minimized. A power budget of 5 mW was established for the receiver in Chapter 5.

**Design overview**

Figure 7.1 is a block representation of the receiver examined in this chapter. It contains three gain stages to amplify the photocurrent from a detector at one of its inputs. The amplified difference between the input current and a reference current applied at the other receiver input is used to produce a direct-coupled FET logic (DCFL) output. The details of the receiver are show schematically in Figure 7.2.

A key factor in the design of this receiver is the desire to reject supply noise while minimizing power dissipation and area. A common approach to supply noise rejection is to use fully differential amplifiers throughout the receiver. This was the strategy taken in the initial receiver design described in Appendix F. To implement this approach, level shifting source followers were needed between each of the differential gain stages. The source followers consumed a substantial amount of power and area (roughly as much as the amplifiers). The current design compromises some of the noise immunity of the fully-differential approach in order to dramatically reduce power and size. The first two stages are built as matched pairs of single-ended amplifiers while a differential amplifier is retained as the third stage. In this arrangement, the

1. In some applications the actual delay, or latency, is not a key design objective. For example, a pipelining technique may be used to allow for a large latency. In such cases, however, the delay variation is still very important.

2. That is, once the output has settled to the logic state corresponding to the transmitted bit value, it should remain there until the next input transition. The probability that this condition is not met at any given instant in time after the output has settled corresponds to the bit-error-rate (BER) calculated in a communication system context. In the latter case, only discrete-time samples of the received signal are used to determine the transmitted bit sequence, whereas in a digital interconnect, the input and output of the receiver are continuous-time objects.
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Figure 7.1: Block representation of a low-power continuous time receiver
Block representation of the low power optical receiver detailed in Figure 7.2. The receiver uses three gain stages. The third stage is fully-differential while the first two consist of pairs of matched single-ended amplifiers. The first stages are configured as transimpedance amplifiers. The third stage differential outputs are combined to form a single-ended signal which drives a DCFL inverter to generate the final logic output.

bias levels of each stage can be set to allow direct coupling of the stages without any intervening source followers. Although supply noise is readily coupled into the output of the first and second stages, it appears as a common mode signal and is rejected by the third, differential stage. The outputs of the third stage are then combined to form a single ended signal. At this point, the signal level is assumed to be large compared to the additive noise.

The receiver's final output is produced by the DCFL inverter formed by E500 and D500. The receiver may be conceptualized as a nearly ideal comparator (the DCFL inverter) proceeded by the linear gain stages. The inverter has a nominal trip point of 400 mV, as seen in the simulated static characteristics plotted in Figure 7.3. The balanced-to-unbalanced conversion circuit is designed to produce $V_{411} = 400$ mV when the third stage outputs are equal ($V_{400} = V_{401}$). This corresponds to equal signal and reference input currents. Process and temperature variations cause relative changes between the $V_{411}$ bias point and the DCFL inverter trip point. This leads to variation in the propagation delay of the receiver. To minimize this static delay variation, D400/D401 and E410/E411 of the bal/unbal circuit are sized similarly to D500 and E500 of the DCFL inverter. Additional delay variations resulting from changes in the bandwidths of the gain stages.
Figure 7.2: Schematic of a low-power continuous time receiver
Continuous-time optical receiver circuit shown symbolically in Figure 7.1. The first stage is a symmetric pair of single-ended transimpedance amplifiers. They are followed by a pair of symmetric voltage amplifiers. The third stage is a differential voltage amplifier. Its balanced outputs are converted to an unbalanced signal which drives a DCFL inverter. Node identification numbers are given in parentheses for reference. The resistor values were extracted from the circuit layout.
Figure 7.3: Simulated static characteristics of low power receiver
The reference current was set to zero, and the input current was swept. The output was loaded by a DCFL inverter.
Intersymbol interference and jitter

Assuming the input amplitude is chosen so as to meet the desired static error probability requirement\(^1\), the key performance consideration is the jitter at the output of the receiver. Appendix D describes two principal mechanisms by which jitter appears in the receiver output: intersymbol interference and additive noise. Considering the receiver output as the product of a comparator (the DCFL inverter), a simple model gives the standard deviation and peak-to-peak jitter as

\[
\sigma_O^2 = \sigma_{411}^2 + \frac{\tau^2}{SNR} + \sigma_D^2 \\
\Delta T_O = \Delta T_{411} + \frac{\Delta V}{A} \tau + \Delta T_D = \Delta T_{411} + \Delta V \left( \frac{d}{dt} V_{411}(t) \right)_{V_{411} = 400mV}^{-1} + \Delta T_D
\]

where \(\sigma_O\) is the standard deviation of the output jitter, \(\sigma_{411}\) is the standard deviation of the jitter in \(V_{411}\), \(\tau\) is the rise/fall time of \(V_{411}\), SNR is the signal-to-noise ratio of \(V_{411}\), \(\sigma_D\) is the standard deviation of the delay through the inverter, \(\Delta T_O\) is the output peak-to-peak jitter, \(\Delta T_{411}\) is the peak-to-peak jitter in \(V_{411}\), \(\Delta V/A\) is the peak-to-peak noise normalized to the peak-to-peak amplitude of \(V_{411}\), and \(\Delta T_D\) is peak-to-peak variation in the delay through the inverter. These expressions show how additive noise is converted to jitter by the action of the comparator.

The jitter in \(V_{411}\) includes the jitter present in the transmitted signal in addition to a term resulting from intersymbol interference (ISI). In a digital interconnect context, intersymbol interference occurs when a signal does not settle within one bit period. The accumulated effect of the response tails leads to eye closure. Appendix D approximates the peak-to-peak jitter caused by intersymbol interference as

\[
T_\Delta = \frac{V_\Delta}{A} \tau
\]

The ratio \(V_\Delta/A\) is the fractional eye closure in \(V_{411}\) measured immediately prior to the transition.

These expressions show what is required to minimize jitter in the receiver output: 1) \(V_{411}\) must settle within one bit period in order to prevent ISI, and 2) \(V_{411}\) must make a rapid transition past the inverter trip.

---

\(^1\) In a digital interconnect, the error probability, or bit-error-rate, should be vanishingly small. The meaning of vanishingly small depends on the bit rate and the required mean-time-to-error. For example, if the link included in a 1 GHz computer which is to operate for at least 1 year between hardware errors, the bit error rate on the link must be significantly less than \(3 \times 10^{-17}\), that is, one divided by the number of bits transmitted in one year.
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point in order to reduce the influence of noise on the output. In practice, these requirements must be compromised along with the other design goals.

First stage: transimpedance amplifier

A simplified analysis of the first stage, a transimpedance amplifier (TIA), is given in Figure 7.4 The common-source gain stage, around which the TIA is built, is modeled as single pole transfer function with a bandwidth determined by the RC combination at its output. The use of feedback in the TIA results in an input resistance of \( R_{in} = R_f/(1+G) \). This sets the RC time constant at the input to \( \tau_{in} = C_{in} R_{in} = C_{in} R_f/(1+G) \), where \( C_{in} \) is the sum of the detector and amplifier capacitances. An additional time constant, \( \tau_{out} \), appears at the output of the amplifier. However, it is approximately the unity gain bandwidth \(^1\) of the amplifier, \( 1/\tau_{GBW} = (G+1)/\tau_{out} \), that determines the TIA bandwidth along with \( \tau_{in} \). The TIA response becomes critically damped by making \( \tau_{in} \) approximately equal to \( \tau_{GBW} \). In this case the TIA bandwidth is approximately determined by the sum of these time constants \(^2\).

An additional point of interest is the use of a single stage amplifier rather than a two stage design. This choice leads to an adequate phase margin to ensure the stability of the circuit. A two stage design would have greater gain, and thus a lower input resistance. However, maintaining adequate phase margin in such a design was found to be very difficult in the Vitesse process.

The simulated frequency response of the TIA is shown in Figure 7.5. In Vitesse’s MESFET process, a single-pole model of the common source amplifier is only approximately valid due to the presence of an effect known as “drain lag”. As reviewed in Appendix E, drain lag may be explained in terms of capacitive coupling of the drain signal to the backgate which is grounded through a finite resistance. At high frequencies, the drain signal drives the backgate which adds to the drain current. This results in an apparent increase in the drain conductance. In a basic amplifier stage this translates into a drop in voltage gain. This effect is seen in Figure 7.5(c). The amplifier has a low frequency gain of 14.2 dB (5.1) but drops for around a decade starting at 2.5 MHz and remains level at its high frequency gain of 11.6 dB (3.8) up to the 813 MHz bandwidth determined by the output pole. In spite of these non-idealities, the single pole model is

1. The time constant \( \tau_{GBW} = (G+1)/\tau_{out} \) does not correspond exactly with the unity gain bandwidth. The unity-gain bandwidth would be \( (G-1)/\tau_{out} \). Since the gain is not that large, the distinction is not irrelevant. Conceptually, however, it is appropriate to think about the amplifier in terms of its unit-gain bandwidth or its gain-bandwidth product, \( G/\tau_{out} \).
2. More precisely, the critically damped TIA bandwidth is \( 1/(R_f C_{in}) + 1/\tau_{out} \). Conveniently, this is nearly equal to \( 1/(\tau_{GBW} + \tau_{in}) \).
Figure 7.4: Simplified analysis of transimpedance amplifier used as the first stage.

The transimpedance gain and input impedance are derived assuming a single-pole model for the common-source gain stage.
Figure 7.5: Simulated frequency response of first stage of low power receiver
(a) The transimpedance gain (dBΩ) and phase (degrees). (b) The input impedance magnitude (dBΩ) and phase (degrees). (c) The voltage gain (dB) and phase (degrees) of the amplifier used to build the TIA. In input capacitance of 100 fF was assumed.
useful in understanding the TIA. Note, also, that even with the inclusion of drain lag, the single stage amplifier has adequate phase margin to build a feedback circuit without running into stability problems.

Three techniques are used to control drain lag effects in the receiver design. The first of these, feedback, arises naturally into the design of the TIA. As seen in Figure 7.5(a), the transimpedance gain is flat at 66 dBΩ (2 kΩ) out to a bandwidth of 1.5 GHz\(^1\). The drop in the gain of the voltage amplifier shows up only in the input impedance, which rises from 51.8 dBΩ (389 Ω) to a peak of 58 dBΩ (794 Ω) before dropping under the influence of the input capacitance.

The above simulation assumed a capacitance of 100 fF for the detector. This is a conservative estimate of the capacitance of a 75 μm diameter MSM photodetector [148].

**Second stage: voltage amplifier**

Because of the limited intrinsic gain of Vitesse's MESFETS (particularly in light of drain lag)\(^2\), the transimpedance gain of the first stage (\(\sim R_f\)) can not be made large enough (while maintaining the required bandwidth) to directly drive the final comparator. Additional voltage gain stages are required, and the effect of drain lag on these stages must also be controlled. The frequency response of Figure 7.5(c), for instance, would lead to a large amount of intersymbol interference. The use of feedback on the voltage gain stages would require buffering between stages in order to drive the resulting low input impedances. Instead, the effects of drain lag are reduced by a second technique, the use of a cascode structure described in Appendix E. The stage-2 voltage amplifier is highlighted in Figure 7.6 and its simulated frequency response is plotted in Figure 7.7. The low frequency gain of this stage is 15.6 dB (6.03) which drops by 0.7 dB to a high frequency value of 14.9 dB (5.56). The bandwidth, measured relative to the low frequency gain, is 3.4 GHz.

**Third stage: differential voltage amplifier**

The third gain stage is shown isolated in Figure 7.8 and its simulated frequency response is plotted in Figure 7.9. This stage again uses a cascode to control the drain lag. It has a low frequency gain of 9.52 dB (2.99) and a high frequency gain of 8.88 dB (2.78). The inverted output (with respect to the input driven by

---

1. The unity-gain bandwidth of the voltage amplifier is 3.5 GHz and the 3 dB bandwidth of the input impedance is 4.4 GHz. This gives an estimate of the TIA bandwidth of 1.9 GHz which is close to the simulated value of 1.5 GHz.
2. The typical usable range amplifier gain is around 2 to 6 [209].
the receiver input signal) has a bandwidth of 1.5 GHz measured relative to the low frequency gain and the non-inverting output has a bandwidth of 2.2 GHz. The difference arises because of a small difference in loading conditions between the two inputs of the balanced-to-unbalanced conversion circuit which follows the differential amplifier.

To improve the rejection of common mode signals, the current source used to bias the differential pair is cascoded. A DFET cascode similar to the amplifier itself is used in addition to a conventional cascode current mirror design.

An important design feature of this amplifier is the use of resistive loads matched to the resistor which determines the bias current. With a current mirror gain of two, the bias current in each leg of the differential pair is the same as the current through R310. Thus, the bias voltage on nodes 400 and 401 are effectively set by the sum of the voltage drops across the diodes (D341-344) and the gate-to-source voltages of E350 and E352. The dependence of these voltage drops on the bias current is relatively weak. As a result, the bias voltages on nodes 400 and 401 are fairly stable with respect to changes in supply voltage. The fabricated circuit was operated with the 3.3 V supply varied from 3.0 V to 5 V. The speed and sensitivity of the receiver increases at higher supply voltages as a result of the increase in stage-3’s gain at the higher bias current.
Figure 7.7: Simulated frequency response of second stage of low power receiver (a) is the magnitude (dB) and (b) the phase of the stage-2 frequency response.
Figure 7.8: Isolated schematic of the low power receiver’s third stage differential amplifier
A cascode structure is used to control the effects of drain lag. The current source is also cascoded to improve common-mode rejection. The resistive loads are matched to the current reference for good bias stability over process and temperature variations.
Figure 7.9: Simulated frequency response of third stage of the low power receiver
(b) Is the magnitude (dB) and (a) the phase (degrees) of the stage three differential amplifier frequency response. An input is applied to node 300 while node 301 is constant. The solid lines are the response from node 300 to node 400 and the dotted lines are the response from node 300 to node 401.
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Single-ended linear output and hard limiting

The balanced-to-unbalanced conversion circuit, isolated in Figure 7.10, combines the differential signals on nodes 400 and 401 to produce the single ended signal, $V_{411}$, which drives the final DCFL inverter. The simulated frequency response between the input current and the voltages on nodes 400, 401, and 411 is plotted in Figure 7.11. The low frequency gain at nodes 400 and 401 is 91.1 dBΩ (35.9 kΩ) and the high frequency gain is 89.3 dBΩ (29.2 kΩ). The bandwidth is 860 MHz on node 400 and 1.1 GHz on node 401.

Ideally, the bal/unbal circuit should add the two signals, resulting in an additional 6 dB of gain. However, a significant amount of signal is lost due to the finite resistance of the level shifting diodes. The final low frequency gain on node 411 is 93.9 dBΩ (49.5 kΩ), and the high frequency value is 91.1 dBΩ (39.9 kΩ), a difference of 2.8 dB. Measured relative to the low frequency gain, the bandwidth is 280 MHz, but relative the high frequency gain, the bandwidth is 1.0 GHz.

As will be seen momentarily in transient simulations, the bandwidth on nodes 400 and 401 are adequate to avoid significant intersymbol interference effects. This is not true, however, of node 411. The two-tiered frequency response on this node means that the step response of $V_{411}$ would be expected to rise quickly (~350 ps) to a value determined by its high frequency gain, then continue to rise on a longer time scale to its final, static value. The 2.8 dB difference between the low and high frequency gains may be expected to cause ~40% eye closure!

A third technique is used to avoid this drain-lag induced ISI: hard limiting. The high frequency gain results in a 0.5 V step in $V_{411}$ in response to a 13 µA input. $V_{411}$ can not grow beyond this amplitude because it is clamped above by the gate of E500 and below by ground. Once it is driven to its limits, node 411 ceases to behave as a linear system. It “forgets” the signal history, eliminating ISI\(^1\).

An important consequence of the need to hard limit $V_{411}$ is that it sets a minimum input amplitude. This is independent of the steady-state sensitivity discussed above, and is very likely to be greater that it. In effect, this is a “dynamic” sensitivity which accounts for the receivers tendency to create jitter at high bit-rates.

\(^1\) This is, in fact, how DCFL logic circuits function, in the presence of drain lag, without experiencing ISI effects.
Figure 7.10: Isolated schematic of balanced-to-unbalanced conversion circuit and DCFL inverter

The bal/unbal circuit combines its inputs by mirroring the signal from node 400 and adding it to that of node 401. With $V_{400} = V_{401}$, the circuit is designed to set $V_{411}$ equal to the DCFL inverter's trip point. The transistors in this circuit are sized to nearly match the DCFL inverter so that the bias point on node 411 tracks the trip point of the inverter across process and temperature variations.
Figure 7.11: Simulated frequency response after first three stages and bal/unbal conversion
The magnitude of the frequency response is given in dBΩ. The data is (a) is shown more closely in (b). The solid line represents node 411 and the dashed and dotted lines are nodes 400 and 401.
The use of hard limiting also affects how the gain and bandwidth of the receiver are selected. For a given input amplitude and bandwidth, increasing the gain beyond the point at which $V_{411}$ hard limits effectively decreases the $V_{411}$ rise time, and along with it the receiver delay and jitter. For the receiver presented here, increasing the gain, at the expense of bandwidth, was found to be more optimal with regard to minimizing power consumption.

**DCFL inverter at the output**

Since $V_{411}$ is designed to make a full DCFL swing, the final DCFL inverter is not entirely necessary. However, it does serve to buffer node 411, sharpens the output transition, and adds minimally to the power, delay, and area of the circuit.

**Transient response**

A simulation of the receiver's transient response is shown in Figure 7.12. The input signal steps between 0 and 16 $\mu$A in 200 ps and the reference current is set to 8 $\mu$A. An input capacitance of 100 fF is assumed, and the output is loaded by a DCFL inverter. Details of the input-rising and -falling transitions are shown in Figure 7.13 and Figure 7.14 respectively. These plots show that the receiver is expected to exhibit only a small amount of ISI (see the drain-lag induced response tail in $V_{400}$ and $V_{401}$). The 16 $\mu$A input amplitude is adequate to hard limit $V_{411}$ so that the large drain-lag predicted by the frequency response is countered. In regard to the ISI on nodes 400 and 401 and the 16 $\mu$A dynamic sensitivity, the transient simulation is slightly more pessimistic than the frequency responses, which only give information about the quiescent operating point of the receiver. In spite of the rather limiter bandwidth, however, the receiver is predicted to have a propagation delay of 350 ps.

**Delay and static delay variation**

Under typical process conditions and at $85^\circ$C, the propagation delay is 350 ps for both transition polarities. Over a combined temperature variation of 25°C to 125 °C and a process spread of two standard variations, the input-rising-to-output-falling delay varies from 290 ps to 410 ps and the input-falling-to-output rising delay varies from 310 ps to 440 ps.
Figure 7.12: Simulated transient response of the low power receiver
The input current ramps from 0 to 16 μA in 200 ps while the reference current is held at 8 μA. A detector capacitance of 100 fF is assumed at the input and the output is loaded by a DCFL inverter.
Figure 7.13: Close-up of the receiver transient simulation for a rising input transition.
The simulation results in Figure 7.12 are replotted to show the details of the waveforms following the input rising edge.
Figure 7.14: Close-up of the receiver transient simulation for a falling input transition
The simulation results in Figure 7.12 are replotted to show the details of the waveforms following the input falling edge.
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Power dissipation

Simulated under typical process conditions and 85°C operating temperature, the receiver dissipates 4.5 mW. The power dissipation varies between 2.2 mW and 5.9 mW over a combined temperature variation of 25°C to 125 °C and a process spread of two standard variations.

Noise analysis

Vitesse’s HSPICE models do not include a noise analysis component. In lieu of such an analysis, and assuming the total receiver noise is dominated by that of the first stage, the input referred noise current may be written [158,194-196,223-226]

\[
\langle i_{in}^2 \rangle = \frac{4kT}{R_f}B + 2q(I_{gate} + I_{dark})B + \frac{4kT}{g_m}\left[\frac{1}{R_f}B + \left[2\pi(C_{det} + C_{gs} + C_{gd})\right]^2B^3\right]
\]  

(7.4)

The first term is the thermal noise of the feedback resistor, the second term is the shot noise due to gate leakage and detector dark current, and the third term is the thermal noise in the FET channel\(^1\). Here, \(B\sim1\) GHz is the bandwidth, \(R_f=2389\) Ω is the feedback resistor, \(I_{gate}=30\) nA is the gate current of the input FET (E100), \(I_{dark}<1\) nA is the dark current (and may be neglected), \(g_m=3.9\) mS is transconductance and \(C_{gs}=23\) fF and \(C_{gd}=13\) fF are gate capacitances of E100, \(C_{det}=100\) fF is the capacitance of the detector, and \(\Gamma\) is the FET noise factor and which has a value of around 1.8 for a GaAs MESFET [158]. Thus, the feedback resistor’s thermal noise variance (first term) is computed as 6.7x10\(^{-15}\) A\(^2\), the shot noise variance (second term) is 9.6x10\(^{-18}\) A\(^2\), and the channel thermal noise variance (third term) is 1.9x10\(^{-15}\) A\(^2\). The total RMS input referred noise is thus dominated by the thermal noise of the feedback resistor and has a value of 93 nA.

The input RMS noise current is amplified by the receiver to produce 3.7 mV of RMS noise on node 411. There is a similar contribution from the reference-side TIA bringing the total RMS noise on node 411 to 7.4 mV. With a 0.5 V, 100 ps transition on this node (see Figure 7.13 and Figure 7.14), (7.1) gives an

---

\(^1\) The MESFET drain current has a noise spectral density of \(4kT g_m\) [223,224]. This may be referred to the gate as an noise voltage source with spectral density \(4kT/g_m\). This source may be used in conjunction with the model shown in Figure 7.4 to evaluate the noise spectral density at the output of the TIA. This result may then be referred back to the TIA input current and integrated up to a bandwidth of \(B\) in order to find the third term in (7.4) in agreement with previous reports [225,226]. The more recent reference, [158], ignores the \(1/R_f^2\) term since it is relatively small. Both the formula used here and in [158] ignore \(1/f\) noise. Also, note that the channel thermal noise also induced a gate current with spectral density \(4kT(2\pi C_{gs})^2/R_f^2\), but this term is significantly smaller that of the first one and is thus ignored [224].
RMS jitter of 1.4 ps. Assuming the peak-to-peak noise is ten times the RMS value, (7.2) gives 14 ps for the peak-to-peak jitter.

The input optical signal also includes a noise component. For the 16 μA signal that is required to hard limit \( V_{411} \), the optical signal’s shot noise contribution to the receiver’s RMS input noise current is 72 nA. This is comparable to the receiver’s own noise contribution. The laser signal includes additional noise, however, arising, for instance, from the laser driver and from optical reflections into the laser. This can add substantially to the total noise. Thus, because of the receiver’s dynamic sensitivity limitation, the optical input is actually expected to dominate the total noise in the system.

**Supply noise rejection**

Since this receiver is intended for use in a digital VLSI environment, the coupling of supply noise into the signal path, and in particular into \( V_{411} \), is an important issue. As explained above, the receiver architecture is based on a compromise between supply noise rejection and power dissipation.

The magnitude of the simulated frequency response to fluctuations in the 2 V supply is shown in Figure 7.15. The effect on the first stage is relatively weak at -26 dB, but the second stage has only 3 dB of supply rejection. However, the supply noise output of the second stage amplifiers appears symmetrically on nodes 300 and 301. Thus, it is attenuated by the third stage differential amplifier to which it appears as a common-mode signal. The third stage’s rejection of this common-mode signal is seen to be quite good at low frequencies, but worsens starting at 1 MHz. This is true even though a multiply cascoded current source is used to bias the differential pair. Additional work in the future may improve the common-mode rejection. Fortunately, the balanced-to-unbalanced conversion circuit provides additional common mode rejection which significantly reduces the supply noise on the critical \( V_{411} \) signal. To better gauge the effect of noise transients in the 2 V supply, Figure 7.16 plots the receiver’s simulated response to 0.1 V steps on the 2 V supply with 10 ps rise/fall times. The effect on \( V_{411} \) is a 10 mV peak-to-peak glitch occurring on each supply voltage step.

The simulated frequency response to noise originating in the 3.3 V supply is shown in Figure 7.17. As pointed out above, the differential pair uses load resistors which are matched to the reference resistor

---

1. By contrast, in a communication system receiver there is no dynamic sensitivity issue, and the static sensitivity is determined by the input referred noise and the signal-to-noise ratio required to meet the specified bit-error-rate.
Figure 7.15: Simulated frequency response to variations in the 2 V supply
A detector capacitance of 100 fF is assumed at the receiver input. The input and reference currents are zero.
Figure 7.16: Simulated transient response to variations in the 2 V supply.
The 2 V supply is ramped between 2.0 V to 2.1 V in 10 ps. A detector capacitance of 100 fF is assumed at the receiver input. The input and reference currents are set to zero.
Figure 7.17: Simulated frequency response to variations in the 3.3 V supply
The input and reference currents are zero.
Figure 7.18: Simulated transient response to variations in the 3.3 V supply
The 3.3 V supply is ramped between 3.3 V to 3.4 V in 10 ps. The input and reference currents are zero. The 100 mV of noise in the supply is seen to translate into 30 mV of noise on node 411.
which sets the bias current. This tends to stabilize the $V_{400}/V_{401}$ bias. However, cascoding the current mirror in order to improve the amplifiers common-mode rejection tends to degrade the supply rejection. At low frequencies, it results in greater supply dependence because of the current dependence of $V_{gs}$ on $E_{350}$ and $E_{352}$. The cascode also degrades the current mirror’s frequency response, which defeats the ability of the biasing arrangement to stabilize the $V_{400}$ and $V_{401}$ at higher frequencies. A compromise is required between common mode and supply rejection which must take into account the relative magnitude of noise on the two supplies.

Once again, the balanced-to-unbalanced conversion circuit improves the noise rejection. The transient response to 0.1 V, 10 ps rise/fall, steps in the 3.3 V supply is shown in Figure 7.18. In this case, the noise amplitude on $V_{411}$ is around 30 mV.

For comparable noise levels on the two supplies, the effect of noise coupling into the third gain stage is seen to be greater than the contribution of the first two stages. This indicates that the strategy of using symmetric single-ended amplifiers for the first two stages does not substantially effect the overall supply noise rejection. In a practical design in which corresponding stages are not perfectly matched, there may be some additional contribution from the first two stages.

**Physical design**

The receiver was design in Vitesse’s four metal layer H-GaAs IV process. A layout plot of the circuit is shown in Figure 7.19. The cell occupies a 230 μm x 80 μm area, and requires an external connection to the n$^+$ isolation ring which surrounds it.

The source and drain regions have been lengthened to 4 μm in order to minimize contact resistance. According to the H-GaAs IV Technology Reference Manual, the nominal contact resistance drops from 750 Ω·μm at a contact length of 1.2 μm down to 204 Ω·μm for contact lengths exceeding 2.8 μm, and contact lengths of at least 3 μm are recommended when contacts are shared [208]. However, the junction capacitance increases as the source/drain regions are lengthened. Subsequent to the completion of the above design, it was learned that a contact length of around 2 μm is believed to be optimal [209].

Resistors were implemented as source/drain implanted regions which have a nominal sheet resistance of 300 Ω/□. The temperature coefficient of variation of these resistors is reported to be zero [208], and the resisters are typically matched to within 2% across a die. The width of 3.0 μm was chosen for the resistor
7.1 Design of a Low-Power Continuous-Time Optical Receiver
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![Layout plot of low power receiver](image)

Output

**Figure 7.19:** Layout plot of low power receiver

The inputs and output are connected on metal-2 at the points indicated. Metal-3 and metal-4, not shown, are present over the entire area and are used for the 2 V supply and ground, respectively. An n⁺ isolation ring surrounds the entire cell and the third-stage differential pair. The isolation structure should be connected (to the most positive supply available) at the perimeter of the cell using metal-1.

Implants in order to minimize across-die variability. However, there is around a 20% run-to-run variation in resistance. The ohmic contact length to the resistors was set at 4 μm. Whereas in the source/drain sizing the contact area is a performance issue, here it is one of predictability (i.e. by the extraction tool) and uniformity.

Liberal use was made of p-contacts in order to minimize the resistance to the backgate and to limit susceptibility to substrate noise. Each gain stage was surrounded by a p-contact ring. The differential-pair of the third stage was also surrounded by its own isolation ring. The p-contact in this isolated region was connected to the source of the differential-pair EFETs in order to reduce backgating effects. The p-contacts of the remainder of the circuit were grounded, and the entire circuit was surrounded by an n⁺ isolation ring.

Around one-third of the layout in Figure 7.19 is occupied by diodes. In many cases, these may be shrunk in order to reduced the cell area without severe performance loss. It may also be possible to eliminate some of the diodes through a redesign of the circuit.

---

1. It was not known during the implementation of this receiver that Vitesse design rules require the substrate of circuits which include p-contacts at above-ground potentials to be left floating. Leaving the substrate floating may lead to difficulties in the presence of photogenerated carriers. In future designs, it may be advisable to ground all p-contacts. Grounding the backgate of the differential-pair transistors results in only a modest performance loss relative to connecting the backgate of these transistors to their source.
7.2 Measured Receiver Characteristics

This section presents measured static and dynamic characteristics of the low power receiver. The receiver was coupled with an integrated photodetector fabricated by Vitesse and detailed in Chapter 4. Unfortunately, this detector is found to limit the dynamic performance of the receiver, so that the receiver's actual performance limits are not known.

Experimental setup

The experimental setup used in characterizing the receiver is described in Appendix C. The receiver was tested in conjunction with the MSM27 photodetector detailed in Chapter 4. An on-chip ~200 kΩ resistor was connected to node 101 of the receiver in order to set the reference current. A Vitesse ECL output driver was used to buffer the receiver's DCFL output\(^1\). The polarity of the ECL output is the same as the DCFL output of the receiver (node 500). The light source used to drive the receiver was an 850 nm VCSEL driven by an ECL signal. The characteristics of the VCSEL were given in Section 6.3. The same module was used to characterize the photodetectors in Chapter 4. Its output was coupled into a 62.5 µm graded index core multimode fiber. The amplitude of the optical signal was adjusted by attenuating it, and the fiber was butt-coupled onto the 75 µm diameter detector integrated with the receiver circuit. To examine the receiver's at-speed functionality, the optical source was modulated by a \(2^{23-1}\) bit pseudorandom sequence. The data source is the same one used in characterizing the laser driver in Chapter 6 (see Figure 6.8 and Appendix C). Additional details of the optical signal characteristics will be given as needed below.

Static characteristics

The decision level of the receiver is set by applying voltage \(V_{\text{REF}}\) to the ~200 kΩ reference resistor connected to node 101. The resulting reference current, \(I_{\text{REF}}\), is plotted in Figure 7.20. \(V_{\text{REF}}\) can not be raised above ~6 V without increasing the probability of damaging the circuit\(^2\).

Figure 7.21 shows the static input-output transfer characteristics of the receiver. The voltage applied to reference resistor, \(V_{\text{REF}}\), was stepped from 1 to 6 V and the optical power was swept to generate the family

---

1. The driver operates from 0 to 2 V rather than from -2 V to 0. The output, which is end terminated by a 50 Ω resistor to ground, has a nominal swing of 0 to 1 V.
2. \(V_{\text{REF}}\) was set as high as ~20 V without immediate damage to the receiver, but this circuit subsequently failed.
The receiver decision level is set by the reference current, $I_{\text{REF}}$, flowing through a $\sim200 \, \text{k}\Omega$ resistor connected to node 101. Here, $I_{\text{REF}}$ is plotted as a function of the applied reference voltage, $V_{\text{REF}}$.

The output voltage that is plotted is a time-average value. When the optical signal is far above or below the reference level, the output remains stationary at the output low or high values, respectively. As the mean optical power level comes near the decision level set by $V_{\text{REF}}$, the output begins to fluctuate rapidly between its high and low levels in response to noise. On a sampling oscilloscope, this is observed as “snow” filling the voltage range between the high and low output levels. The data plotted in Figure 7.21 is the average of this snow at each mean optical power. The width of the transition of this average output voltage from the high to the low level gives an estimate of the peak-to-peak noise amplitude referenced to the input optical power. Figure 7.21(b) thus plots both the midpoint and the beginning and end points of the transition.

The difference between the optical power at the beginning and the end of the transition curves is around $62 \, \mu\text{W}$ for all but the $V_{\text{REF}}=1 \, \text{V}$ data point. This is around an order of magnitude larger than the
**Figure 7.21:** Time-average output voltage vs. input power

V$_{\text{REF}}$ was set to the voltages indicated and the 850 nm optical input signal was swept. The ECL output signal was averaged by the HP 4145, which also set V$_{\text{REF}}$, measured I$_{\text{REF}}$ and set the bias current of the VCSEL used as the optical source. (a) Shows the family of output transfer curves. (b) Summarizes the thresholding characteristics of the receiver by plotting the beginning (bottom curve), mid-point (middle curve), end (top curve) of each transition. The beginning and end points of the transition are determined as the first and last points having values which differ from the HI and LO output values at the extreme low and high power levels, respectively.
static sensitivity predicted above based on the noise in the receiver and shot noise from the laser\textsuperscript{1}. In fact, the noise in the optical signal was found to far exceed the shot noise estimate. The optical signal was measured with a Discovery Semiconductor DSC50 13 GHZ photodetector. For a 100 \( \mu W \) optical input, and with the oscilloscope bandwidth limited to 12.4 GHz, the standard deviation in the output voltage of the detector was found to be \(-0.1\) mV after subtracting off noise due to the oscilloscope\textsuperscript{2}. The DSC50 was also calibrated to determine its conversion efficiency at 850 nm to be 0.24 W/V. The 0.1 mV measurement thus translates into a standard deviation of 24 \( \mu W \) in the optical signal. The receiver bandwidth is estimated to be approximately 1 GHz, so the 24 \( \mu W \) figure may be divided by \((12.4)^{0.5}\) to give the noise standard deviation in a 1 GHz band as 6.8 \( \mu W \). Finally, it is observed that the peak-to-peak variation is typically around a factor of ten larger than the standard deviation. The peak-to-peak optical noise level is thus estimated to be approximately 68 \( \mu W \). This agrees with the large transition width found in Figure 7.21. The noise in the optical signal will have to be reduced significantly in order to determine that actual sensitivity of the receiver\textsuperscript{3}.

Figure 7.21(b) indirectly measures the efficiency of photodetector. \( P_{LSR}/I_{REF} \) has a value of around 0.23 A/W. This is in agreement with the MSM27 source-current efficiency found in Chapter 4. The input bias point of the receiver, which determines the source voltage of the detector, was 0.325 V. This was measured at the open-circuited reference resistor terminal. The drain of MSM27 was set to 5 V.

**Dynamic characteristics**

Although the receiver itself can operate with much larger input current, the 6 V upper limit on \( V_{REF} \) sets the maximum optical power level that can be used in the present setup. For the following experiment, \( V_{REF} \) was set to 5.420 V corresponding to \( I_{REF}=23.7 \) \( \mu A \). The optical signal amplitude was adjusted to give the best eye pattern at this reference level. The MSM27 source current resulting from this optical sig-

---

1. Note that this is a peak-to-peak value rather than a standard deviation value estimated above. The peak-to-peak variation is typically a factor of ten larger than the corresponding standard deviation.
2. The oscilloscope signal had a \(-0.23\) mV standard deviation with no optical signal applied. This figure includes the dark noise of the DSC50 detector. The standard deviation was remeasured with 100 \( \mu W \) optical signal applied. The dark standard deviation value was subtracted from the latter measurement in a root-difference-square manner.
3. Sources of noise include the ECL signal driving the laser, the 50\( \Omega \) termination resistor used in the laser module, optical reflections from the fiber facet into the VCSEL (which couple mechanical noise into the system) and mechanical noise in the attenuator (which consisted of a loosely connected FC-to-FC fiber coupler placed in the optical path).
nal was measured on the setup of Chapter 4 and found to have time average values of $<\text{I}_S>$ = 33 μA, $<\text{I}_B>$=22 μA, and $<\text{I}_p>$=$<\text{I}_S>$+$<\text{I}_B>$=55 μA.

Chapter 4 developed a black-box model of the detector which consisted of a current source in parallel with a impedance. Because of the non-linear and non-time-invariant behavior of the detector, the current source must be directly measured. In what follows, the MSM27 dynamics will be found to limit the performance of the receiver. Before examining these results, it is useful to consider the effect of the MSM27 terminal impedance.

In Chapter 4 (Figure 4.24) and equivalent circuit was determined for the terminal impedance of MSM27. The MSM27 step response was also measured (Figure 4.28). These elements may be directly implemented in HSPICE in order to observe their interaction with the receiver. Figure 7.22 and Figure 7.23 show transient simulations of the receiver input voltage in response to the rising and falling optical signals. The MSM27 measured source current step response is used as the input current source in the simulation. Instead of the assumed 100 fF detector capacitance used in the design phase, the equivalent MSM27 terminal impedance circuit was placed at the receiver input. To match the receiver measurements below, the MSM27 step response corresponding to $<\text{I}_S>$=31 μA was used. The component values used in the equivalent circuit were optimized for a measurement in which $<\text{I}_S>$=15.2 μA, however, the component values depend only weakly on the optical power level.

The key observation to be made from Figure 7.22 and Figure 7.23 is that the filtering effect of the parallel combination of the MSM27 terminal impedance, $Z_{\text{MSM}}$, and the receiver input impedance, $Z_{\text{IN}}$, does not limit the receiver response. That is, the bandwidth of the MSM27 photocurrent source is less than the bandwidth of $Z_{\text{MSM}}||Z_{\text{IN}}$. This is apparent from the figures which shows that $V_{100}$ closely tracks the variation in the input current. The observation that the MSM27 source current alone limits the dynamics at the receiver input allows a direct measurement of the MSM27 eye pattern to be used in assessing the effects of the detector on the receiver’s performance.

Figure 7.24 shows the eye pattern of the optical signal measure with the DSC50 photodetector. The ground-signal-ground probing setup described in Chapter 4 was used to measure the photocurrent eye patterns shown in Figure 7.25 and Figure 7.26. Although the optical eye pattern is seen to be degraded by the effect of reflections in the signal path driving the laser, it is apparent that the photocurrent eye pattern is not limited by the optical signal. In viewing the MSM27 eye patterns, it should be noted that the noise band-
Figure 7.22: Transient simulation of receiver input with the MSM27 modeled rising edge. The MSM27 source current rising edge step response from Figure 4.28, with $<I_g>=31 \mu A$, was used in conjunction with the equivalent circuit representation of the MSM27 terminal impedance (Figure 4.24) to simulate the interaction of the photodetector and the receiver.
Figure 7.23: Transient simulation of receiver input with the MSM27 modeled falling edge

The MSM27 source current falling edge step response from Figure 4.28, with \( <I_0> = 31 \mu A \), was used in conjunction with the equivalent circuit representation of the MSM27 terminal impedance (Figure 4.24) to simulate the interaction of the photodetector and the receiver.
7.2 Measured Receiver Characteristics

Figure 7.24: Eye pattern of optical signal used to test the receiver

The signal shown here was attenuated before butt-coupling it into the MSM27 photodetector that was used in the receiver or into a ground-signal-ground probe test structure.
The optical signal that was used to test the receiver was also applied to an MSM27 that was connected to ground-signal-ground probe pads. This setup is described in Chapter 4. The test signal produced an average source current of $<-I_S> = 33 \, \mu A$ and $<-I_B> = 22 \, \mu A$. The source current eye patterns are continued in Figure 7.26.
Figure 7.26: MSM27 source current eye patterns -- 2 of 2
Continuation of Figure 7.25.
Eye patterns were formed from the ECL output of the low power receiver in response to the MSM27 source photocurrent. The MSM27 response limits the performance of the receiver. Eye patterns of the MSM27 photocurrent are shown in Figure 7.25 and Figure 7.26. The receiver eye patterns are continued in Figure 7.28.

Width in this measurement is 12.4 GHz as set by the oscilloscope. The receiver has a bandwidth of ~1 GHz so that the noise level in the receiver will be around ~28% of that in the eye patterns shown here.

The ECL output eye patterns from the receiver are shown in Figure 7.27 and Figure 7.28. The receiver essentially tracks the MSM27 photocurrent, which appears at its input, and recovers whatever open eye width is available in this signal.

To more closely examine the receiver response, transient simulations were carried out using the rising and falling MSM27 current waveforms of Figure 7.22 and Figure 7.23. The MSM27 terminal impedance equivalent circuit was again used at the receiver input, and a current of 23.7 μA was set at the reference input. Figure 7.29 and Figure 7.30 show the transient simulations corresponding to the rising and falling inputs, respectively. As in Figure 7.22 and Figure 7.23, the output of each linear stage is seen to track the
Figure 7.28: Receiver output eye patterns -- 2 of 2
Continuation of Figure 7.27.
Figure 7.29: Simulated transient response with the MSM27 modeled rising edge
The MSM27 source current rising edge step response from Figure 4.28, with $<I_c> = 31 \mu\text{A}$, was used in conjunction with the equivalent circuit representation of the MSM27 terminal impedance (Figure 4.24) to simulate the receiver transient response.
7.2 Measured Receiver Characteristics

Figure 7.30: Simulated transient response with the MSM27 modeled falling edge
The MSM27 source current falling edge step response from Figure 4.28, with $|I_s| = 31 \mu A$, was used in conjunction with the equivalent circuit representation of the MSM27 terminal impedance (Figure 4.24) to simulate the receiver transient response.
input current waveforms, with only a slight degradation of the initial, rapid step and the addition of a level of drain lag consistent with the more-idealized simulation of Figure 7.12. The primary fault mechanism appears in the $V_{411}$ waveform of the input-rising simulation shown in Figure 7.29. Because of the poor turn-on characteristics of the photodetector, $V_{411}$ does not make a concise transition between its hard-limited low and high values. Rather, $V_{411}$ "lingers" near the 400 mV DCFL trip-point, resulting in a large amount of output jitter. The $V_{411}$ rising waveforms reaches its upper hard limit 6 ns after it begins to rise. This corresponds to a bit-rate of 167 MHz. For bit-rates above ~200 MHz, the $V_{411}$ eye pattern would be expected to close significantly, and with it the output eye pattern. This is, in fact, what is observed in Figure 7.28.

### 7.3 Conclusion

This chapter has reviewed the development of a receiver suitable for use in a 1 Gb/s digital optical interconnect in a VLSI environment dissipating less than 5 mW. The receiver architecture balances power dissipation and area with supply noise rejection by using a combination of symmetric single-ended amplifiers followed by a differential amplifier. The elimination of level shifting between gain states reduces the power consumption by nearly one half. With perfect symmetry between the two sides of the circuit, there is essentially no degradation of the supply noise rejection as compared to a fully differential design such as that examined in Appendix H. In practical designs there will be some mismatch between the two signal paths and this may degrade the supply noise rejection to some extent.

As a digital building block, the primary performance metrics for the receiver, once correct logical functionality is established, are delay and jitter. The latter arises primarily from noise and ISI. Control of ISI was hampered by the effects of drain lag which was address by the use of three different techniques: feedback in the first (TIA) stage, cascoding in the second and third stages, and hard-limiting just prior to the final comparator. Because of hard limiting, both the bandwidth and the gain play a role in determining the propagation delay and jitter of the receiver. The need drive the signal to its hard limits also establishes a "dynamic" sensitivity which exceeds the noise-limited "static" sensitivity. Future receiver designs could particularly benefit from increased gain, decreased area, and operation from a single supply.

The receiver was characterized in conjunction with a Vitesse-fabricated, integrated photodetector studied in Chapter 4. Unfortunately, the poor performance of the photodetector did not allow the performance
limits of the receiver to be determined. The receiver was operated at up to 500 Mb/s with a peak-to-peak input signal amplitude corresponding to 60 μA of photocurrent. The performance limits expected from simulations are 1 Gb/s and 20 μA.

Because of the limits imposed by the detector, thorough measurements of the receiver were not completed. For future reference, the detailed characterization of the type of receiver developed here needs to address its digital nature. The receiver output goes through two phases following each input transition. There is an initial time interval over which the output is very uncertain, following which the output (hopefully) settles to the correct logic state. The duration of the first interval is the jitter. Whereas a communication receiver is characterized by the relationship between its input power and output bit-error-rate, a third variable, the jitter, must be added in characterizing the digital receiver. Rather than simply measuring the bit-error-rate based on optimally-timed samples of the receiver output, the bit-error-rate should be measured while varying the sampling point (delay between data and clock) over a full bit-period. This series of measurements can be repeated for a range of input amplitudes and bit rates. From this data, it is possible to determine the minimum input amplitude needed to achieve a given jitter requirement and bit-error-rate (or more correctly, the error probability in the post-jitter interval). A less elaborate measurement, which can be carried out without the use of a bit-error tester, is to directly measure the jitter as a function of input amplitude and bit rate. Assuming that, for a large enough input amplitude, the steady-state (post-jitter interval) error probability is “zero”, then the increase in jitter with decreasing input amplitude and with increasing bit-rate should give great insight into receiver’s inner workings.

1. Measurements of this type have been reported in conjunction with commercial parallel optical interconnect development [43,227].
This thesis is the result of a little over six year of work beginning in the fall of 1993. Much has been achieved, and a great deal more remains to be done. Some of the accomplishments and possible directions for future work are reviewed in this chapter.

### 8.1 Accomplishments

A unified approach has been taken to the development of the Epitaxy-on-Electronics (EoE) optoelectronic integration technology. Initial efforts were focused on growth and fabrication, as needed to produce fully functional high performance optoelectronic integrated circuits (OEICs). This was followed by system- and circuit-level pursuits in order to make the capabilities of the resulting integration process accessible to optical interconnect researchers. This thesis is summarized by the following accomplishments.

**EoE integration process**

The EoE integration process produces monolithic optoelectronic-VLSI circuits by augmenting conventional electronic and optoelectronic device fabrication steps with the two EoE-specific steps of dielectric growth window (DGW) formation and polycrystalline deposit removal. By making use of commercial electronics, EoE allows the fabrication of complex OEICs without a massive up-front investment in VLSI process development. By growing epitaxial heterostructures within implanted DGWs, EoE overcomes the non-planarity limitation of traditional optoelectronic integration approaches. Furthermore, by using well-established growth and fabrication techniques, EoE lends itself to high-volume, high-yield, and high-reliability manufacturing.
In order to advance the EoE integration technology beyond the proof-of-concept established by Shenoy, et. al. [1-5], this thesis has revised and extended each step of the process:

- A new DGW structure and preparation procedure have been implemented. Dry-etch related substrate damage and contamination are eliminated by using the metal-1 layer of the electronics process as an etch stop to control the foundry reactive ion etch through the majority of the dielectric stack. A selective wet etch is used to complete the process.

- The use of atomic hydrogen within the molecular beam epitaxy (MBE) system has been introduced in order to remove the native GaAs surface oxide prior to growth. This is accomplished at or below 470°C whereas the previous procedure thermally adsorbed the oxide at over 580°C, resulting in damage to the electronic interconnects.

- The growth of high-quality optical emitters (lasers and LEDs) in the sub-475°C EoE-compatible temperature range has been demonstrated using the aluminum-free InGaAsP material system. Whereas the growth of AlGaAs-based emitters at the compromised temperature of 530°C previously resulted in poor emitter efficiency and some interconnect degradation, devices with aluminum-free active regions may be integrated without sacrificing the performance of either the optoelectronic or electronic performance.

- For compatibility with the new material system and to improve the robustness of the process, a procedure to remove the polycrystalline deposits which remain on the overglass following growth has been implemented which uses anisotropic dry etching rather that the wet processing.

One indication of the effectiveness of the improved process is the fact that it has recently been put into practice outside of MIT and has been used successfully with minimal involvement by the author.

Emitter-based VLSI-complexity OEICs

A research foundry project known as OPTOCHIP was used to demonstrate the EoE process, catalyze optical interconnect research, and identify directions for additional technology development. Aluminum-free LEDs were used in this effort in order to avoid the growth and fabrication complexities of vertical-cavity surface-emitting lasers (VCSELs). For the first time, VLSI-complexity emitter-based OEIC were fabricated. EoE’s rich design capabilities were exemplified by a variety of circuits from nine research groups outside of MIT.

1. S. Choi of the University of Massachusetts, Lowell, has carried out the process at Lincoln Laboratory to integrate in-plane surface emitting lasers. An experimental phosphor source was used by A. Postigo at MIT to grow the devices, but adequate growth control was not achieved and the performance of both bulk and integrated devices was poor.
MSM photodetectors

Low-cost integrated photodetectors based on the standard, or minimally-augmented, VLSI process from Vitesse Semiconductor Corporation were investigated as an alternative to existing, commercial devices. These structures are based on the metal-semiconductor-metal (MSM) structure, but are limited by the presence of a p-n junction below the device. Their use has been demonstrated in integrated optical receivers operating at up to 500 Mb/s. An alternate device structures has been proposed which should overcome the current photodetectors' limitations.

Digital optical interconnect design analysis

A system level examination of potential EoE OEIC applications was completed and guidelines for the design of the digital optical interconnects needed for these applications were observed. The key performance parameters of the digital optical interconnect, error probability and jitter, were formulated analytically in terms of the physical parameters of its components. The analysis identifies an optimal receiver bandwidth and predicts the performance achievable by a design.

OE-VLSI laser driver design

A compact, low-power laser driver was designed for use with an index-guided VCSEL in a dense OEIC. The laser driver is based on the active control of a current mirror. The design was found to be intrinsically suitable for use in a 1 Gb/s optical interconnect, but the MESFET drain-lag effect, in conjunction with an anomalously high VCSEL input impedance, prevented this. Modifications to the circuit were described to overcome this constraint. An current-steering laser driver which uses a new buffer stage design to reduce power consumption was also introduced.

OE-VLSI receiver design

A 1 Gb/s receiver dissipating 5 mW was designed for use in a digital VLSI environment. A topology consisting of a differential amplifier preceded by symmetric pairs of single-ended stages was used to achieve low power consumption while maintaining supply noise rejection. The receiver operated at up to ~500 Mb/s, limited by the performance of the integrated photodetector. The receiver was used in a stand-alone 4x4 array OEIC for use by optical interconnect researchers. A second 4x4 array chip was implemented using a more robust, fully differential receiver design. A transconductance/transimpedance cascade is used to eliminate the need for a line driver, thereby reducing noise generation and simplifying power distribution.
8.2 Recommendations

With the goal of extending the performance of high-speed digital systems, the fields of optoelectronic integration and optical interconnect technology are rapidly evolving. This thesis has played a part in this endeavor by developing EoE into a practical, though still research-grade, optoelectronic VLSI technology. Much work remains to realize the full potential of this technology.

Manufacturing demonstration

The EoE process has been designed for compatibility with full-wafer manufacturing. As a result of budget constraints, however, the quality of the most recent EoE demonstrations has been limited by the need to handle individual die during processing. A natural next step in EoE process development would be a full-wafer implementation. With the effects of “die-and-tweezer” processing eliminated, meaningful studies of the material quality in the DGWs and of the integrated device reliability may be undertaken.

VCSEL integration

Integration of VCSELs is needed to allow the full potential of the EoE technology to be utilized. In order to accomplish this, the aluminum-free laser active regions demonstrated in this work may be combined with AlGaAs-based distributed Bragg reflectors grown at an EoE-compatible temperature. Two possible integrated VCSEL structures are shown in Chapter 5 (Figure 5.3).

VCSEL modeling and laser driver design

The two laser driver design described in Section 6.8 may serve as the starting point for additional optical transmitter development. This work should encompass a VCSEL characterization and modeling effort allowing the large signal dynamics of the VCSEL to be represented in circuit simulations.

Photodetectors

In additional to integrated VCSELs, EoE OEICs require high performance integrated photodetectors. A lateral pin detector structure implemented using the standard Vitesse process was proposed in Section 4.3 as a way to accomplish this.

Receivers

The performance limits of the current receiver designs have not been established. Either in conjunction with a suitable detector, or by means of an appropriately designed electrical test structure, the performance
of the current receiver circuits needs to be tested. Future designs may then attempt to increase bandwidth, reduce power, reduce area, reduce jitter, increase sensitivity, and improve supply noise rejection.

**Digital optical interconnect design**

The laser driver switching time, the high- and low-level optical power levels, and the receiver bandwidth are system-level design parameter which must be selected to meet the goals of a specific application. The analytical framework detailed in Section 5.4 provides a way to relate these parameters, along with the physical parameters which describe the receiver noise, to the error probability and jitter of the optical interconnect. Additional work may be needed to experimentally establish the validity of this model. By relating the link parameters to system-level costs (e.g. power dissipation, area, etc.) and applying additional constraints (e.g. gain available per amplifier stage, minimum signal required for hard-limiting, etc.) the model may then be used as part of an optimization procedure to establish specification for the laser driver and receiver circuits. This type of optimization procedure has been reported, but does not take any real measure of interconnect performance into account [201,202].

**OEIC foundry services**

The EoE technology development effort has benefited optical interconnect systems research through the OPTOCHIP project and through the receiver array OEICs. These efforts have simultaneously benefited EoE by providing a realistic context for the work. Future involvement in similar projects is like to pay even higher dividends as the effectiveness of the technology and the sophistication of the optical interconnect systems increases. Possible avenues include larger, more functional receiver OEICs, and an second OPTOCHIP offering which includes integrated VCSELs, high-speed photodetectors, and highly capable interface electronics.

**The future of optical interconnects and optoelectronic integration technology**

Optical interconnects play an important role in many applications. It is not known at this time how extensive their role will be in the future, and it is even less certain what the underlying technologies will look like. Ongoing work must continue to study the needs of new and existing applications, to develop pertinent solutions, and to contribute to an honest and critical assessment all of the possibilities [228].
This appendix provides an introduction to the GaAs VLSI electronics process used as the starting point for the EoE-integrated OEICs detailed in this thesis. Section A.1 describes the H-GaAs III process and Section A.2 summarizes the modifications made in the H-GaAs IV process. For an introduction to MESFET circuit design, the reader is referred to [229-232], while some indication of the workings of the Vitesse HSPICE MESFET models are given in [233,234].

A.1 Vitesse H-GaAs III process

The Vitesse H-GaAs III E/D MESFET process produces self-aligned enhancement and depletion mode metal-semiconductor field effect transistors (MESFETs) and multiple levels of electrical interconnects. In addition, Schottky barrier diodes and metal-semiconductor-metal (MSM) photodetectors may be created using the standard gate metallization.

The thirty-eight step, thirteen mask process flow is briefly described here, following the Vitesse Foundry Design Guide [235]. The tables and figure are taken from Braun [7]. The process uses four or six inch semi-insulating GaAs substrates. Table A.1 lists the steps, which are diagrammed (up to the first layer of metallization) in Figure A.1, and described below.

Step 0: Following receipt and qualification of the semi-insulating wafers, a blanket p-type (Be) implant is performed. The non-uniform doping profile is around $10^{17}$ cm$^{-3}$ near the surface extends to a depth of

1. This section is largely a reproduction of a similar appendix in the author’s S.M thesis [10] which, in turn, was based on the S.M thesis of E. K. Braun [7]. Additional descriptive material may be found in [2].
<table>
<thead>
<tr>
<th>Step</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Field Oxide deposition</td>
</tr>
<tr>
<td>2</td>
<td>Mask 1, active area definition</td>
</tr>
<tr>
<td>3</td>
<td>Enhancement device implant</td>
</tr>
<tr>
<td>4</td>
<td>Mask 2, depletion implant definition</td>
</tr>
<tr>
<td>5</td>
<td>Depletion device implant</td>
</tr>
<tr>
<td>6</td>
<td>Gate metal deposition</td>
</tr>
<tr>
<td>7</td>
<td>Mask 3, gate metal definition</td>
</tr>
<tr>
<td>8</td>
<td>LDD implant</td>
</tr>
<tr>
<td>9</td>
<td>Spacer oxide deposition</td>
</tr>
<tr>
<td>10</td>
<td>Anisotropic spacer etch</td>
</tr>
<tr>
<td>11</td>
<td>Source and drain implant</td>
</tr>
<tr>
<td>12</td>
<td>Oxide 0 deposition</td>
</tr>
<tr>
<td>13</td>
<td>Activation Anneal</td>
</tr>
<tr>
<td>14</td>
<td>Mask 4, ohmic contact metallization</td>
</tr>
<tr>
<td>15</td>
<td>Ohmic contact sintering</td>
</tr>
<tr>
<td>16 (Metal 1)</td>
<td>Oxide 1 deposition</td>
</tr>
<tr>
<td>17 (Metal 1)</td>
<td>Mask 5, via 1 definition</td>
</tr>
<tr>
<td>18 (Metal 1)</td>
<td>Metal 1 deposition</td>
</tr>
<tr>
<td>19 (Metal 1)</td>
<td>Mask 6, Metal 1 definition</td>
</tr>
<tr>
<td>20 (Metal 1)</td>
<td>Metal 1 etch</td>
</tr>
<tr>
<td>21-25 (Metal 2)</td>
<td>Repeat 16-20 for Metal 2</td>
</tr>
<tr>
<td>26-30 (Metal 3)</td>
<td>Repeat 16-20 for Metal 3</td>
</tr>
<tr>
<td>31-35 (Metal 4)</td>
<td>Repeat 16-20 for Metal 4</td>
</tr>
<tr>
<td>36</td>
<td>Passivation Dielectric deposition</td>
</tr>
<tr>
<td>37</td>
<td>Mask 13, passivation contact definition</td>
</tr>
<tr>
<td>38</td>
<td>Passivation dielectric etch</td>
</tr>
</tbody>
</table>

**Table A.1:** Vitesse HGaAs3 Fabrication Sequence [7]
A.1 Vitesse H-GaAs III process

(1) Field Oxide deposition
   (300Å Si₃N₄, 3500Å SiO₂)
(2) Active area definition

(3) Enhancement device implant (Si)
(4) Depletion implant definition
(5) Depletion device implant (Si)

(6) Gate metal deposition
   (3500Å WNX)
(7) Gate metal definition

(8) LDD implant (Si)

(9) Spacer oxide deposition (SiO₂)
(10) Anisotropic spacer etch
(11) Source and drain implant (Si)

(12) Oxide 0 deposition
    (375Å Si₃N₄, 1600Å SiO₂)
(13) Activation Anneal (800°C, 1 hour)

(14) Ohmic contact metallization
    (700Å Ni-Ge, 1000Å WNX)
(15) Ohmic contact sintering
    (550°C, 30 minutes)

(16) Oxide 1 Deposition
    (3000Å SiO₂)
(17) Via 1 definition

(18) Metal 1 deposition
    (1500Å WNX, 8000Å AlCuₓ, 1000Å WNX)
(19) Metal 1 interconnect definition
(20) Metal 1 etch

Figure A.1: HGaAs3 Process Flow Schematic through Metal 1 [7]
Appendix A Vitesse GaAs VLSI MESFET Technology

-0.8-1 μm with a doping of around $10^{16}$ cm$^{-3}$. This implant promotes process uniformity, and allows for junction isolation of adjacent devices. The As-rich semi-insulating substrates are typically n-type due to the presence of EL2 deep-level traps at a concentration of $-10^{16}$ cm$^{-3}$.

*Step 1, 2:* The substrate wafer is cleaned and capped with a field oxide which is patterned to define the device active areas.

*Step 3, 4, 5:* Silicon is ion implanted to form the MESFET channels. The dose is controlled to produce the correct threshold voltage for enhancement-mode transistors. The active areas of the depletion-mode devices are then lithographically patterned and additional silicon ions are implant to lower the threshold voltage.

*Step 6, 7:* The tungsten nitride refractory gate metal is deposited by reactively ion sputtering tungsten in a nitrogen ambient. $W_{1-x}N_x$ with $x=0.1-0.2$ is produced. The gate metal is then patterned using standard lithographic techniques.

*Step 8:* A light implant, referred to as the LDD implant, is applied to reduce the series resistance from the source and drain to the channel.

*Step 9, 10, 11:* A spacer dielectric is deposited and patterned around the gates. A high dose silicon ion implant is used to form the source and drain regions. The spacer dielectric protects the channel region from this implant.

*Step 12, 13:* Layers of silicon nitride and silicon dioxide are deposited to cap the implant regions. The implants are then activated by annealing for one hour at 800°C.

*Step 14, 15:* Ohmic contacts are formed from Ni-Ge and capped with a tungsten-nitride barrier layer. The contacts are sintered at 550°C for 30 minutes.

Five steps (two mask layers) are required to form each layer of metal interconnection. The following steps are repeated for each of the four “upper level” metal layers:

*Step 16, 17:* Silicon dioxide, which forms the intermetal dielectric, is deposited at 380°C. Vias are opened to contact the gate and ohmic metals.

*Step 18, 19, 20:* The upper level metal consists of an aluminum $Al_{0.99}Cu_{0.01}$ core sandwiched between tungsten-nitride claddings (same material as the gates). The maximum temperature the chips are exposed to in this process is 200°C.
Step 36, 37, 38: The process is completed by application and patterning of the passivation dielectric layer. After spin-on-glass (SOG) is hot plate cured at 200°C, vias are etched to the underlying metal 4 layer, exposing the bond pads.

Following steps 1-38, an additional mask step, referred to as the boundary step, is performed to define saw openings in the dielectric stack to allow chips to be cut from the wafer. This step was eliminated in later versions of the process, but can be inserted by special request.

The composition and nominal thickness of each dielectric and metal layer is summarized in Table A.2. For the three metal layer process used in previous designs, the total dielectric/metallization stack thickness was around 3.7 μm. For the four metal layer process, the nominal dielectric thickness is 6.5 μm. This sets

<table>
<thead>
<tr>
<th>Layer</th>
<th>Composition</th>
<th>Thickness (Angstroms)</th>
<th>Deposition Method</th>
<th>Deposition Time/Temp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field oxide</td>
<td>Si₃N₄/SiO₂</td>
<td>200/3500</td>
<td>PECVD</td>
<td>20min/380°C</td>
</tr>
<tr>
<td>Oxide 0</td>
<td>Si₃N₄/SiO₂</td>
<td>375/1600</td>
<td>PECVD</td>
<td>10min/380°C</td>
</tr>
<tr>
<td>Gate Metal</td>
<td>WNₓ</td>
<td>3500</td>
<td>RIS</td>
<td>10min/&lt;100°C</td>
</tr>
<tr>
<td>Ohmic Metal</td>
<td>Ni-Ge/WNₓ</td>
<td>700/1000</td>
<td>RIS</td>
<td>5min/&lt;100°C</td>
</tr>
<tr>
<td>Metal 1</td>
<td>WNₓ/AlCuₓ/WNₓ</td>
<td>1500/8000/1000</td>
<td>RIS</td>
<td>10min/&lt;200°C</td>
</tr>
<tr>
<td>Oxide 1</td>
<td>SiO₂</td>
<td>3000</td>
<td>PECVD</td>
<td>15min/380°C</td>
</tr>
<tr>
<td>Metal 2</td>
<td>WNₓ/AlCuₓ/WNₓ</td>
<td>1000/12500/1000</td>
<td>RIS</td>
<td>15min/&lt;200°C</td>
</tr>
<tr>
<td>Oxide 2</td>
<td>SiO₂</td>
<td>10000</td>
<td>PECVD</td>
<td>50min/380°C</td>
</tr>
<tr>
<td>Metal 3</td>
<td>WNₓ/AlCuₓ/WNₓ</td>
<td>1500/17000/1000</td>
<td>RIS</td>
<td>20min/&lt;200°C</td>
</tr>
<tr>
<td>Oxide 3</td>
<td>SiO₂</td>
<td>15000</td>
<td>PECVD</td>
<td>75min/380°C</td>
</tr>
<tr>
<td>Metal 4</td>
<td>WNₓ/AlCuₓ</td>
<td>15000/17000</td>
<td>RIS</td>
<td>20min/&lt;200°C</td>
</tr>
<tr>
<td>Oxide 4</td>
<td>SiO₂</td>
<td>15000</td>
<td>PECVD</td>
<td>75min/380°C</td>
</tr>
<tr>
<td>Passivation</td>
<td>SOG</td>
<td>10000</td>
<td>SOG</td>
<td>&lt;1hour/200°C</td>
</tr>
</tbody>
</table>

PECVD: Plasma Enhanced Chemical Vapor Deposition  
RIS: Reactive Ion Sputtering  
SOG: Spin on Glass

Table A.2: HGaAs3 Dielectric and Metal Layer Deposition Characteristics [7]
the total thickness of epitaxial material that must be grown in order to attain planarity after the polycrystalline material is removed.

**A.2 Vitesse H-GaAs IV process**

Aside from evolutionary improvements such as reduced line-widths and shallower MESFET channels, the H-GaAs IV process backgate contacts and isolation structures which are crucial to OEIC design. Details of the technology are given in the foundry design manual [208]. Diagrams of these structures, and a discussion of their importance, are given in Chapter 3 and Chapter 4.

Whereas H-GaAs III allows the blanket p⁺ layer, which forms a common MESFET backgate node, to float, the H-GaAs IV process provides p contacts to this layer so that its potential may be controlled. The p contact structure consists of overlapped active (mask 1), p-contact (mask 13), and gate metal (mask 3) regions. That is, the MESFET active definition step is used to open the field oxide for the p contact regions. The p-contact layer is used to cover the non-p-contact active areas while a heavy Be implant is performed, and the standard gate metallization is used to form ohmic (tunneling) contacts to the p-implanted material.

H-GaAs IV also provides isolation structures which electrically separate various regions of the p layer. The isolation regions, which take the form of rings surrounding the desired circuit area, are defined by an overlap of active (mask 1) and isolation (mask 54) layers. Since they are not covered by gate metal, the isolation regions receive the source/drain implants. They also receive a deeper n⁺ implant from which the other active areas are protected by the isolation mask. The isolation implant is deep enough so that its depletion region pinches off the p layer. The isolation structure is electrically contacted using the standard ohmic contact and should be connected to the positive-most supply.
B

EoE Fabrication

B.1 Degrease Procedures

It is imperative that ICs be thoroughly cleaned prior to being introduced into the MBE environment. A complete solvent cleaning procedure should be followed at the beginning the DGW preparation process and in between every lithography step. The ICs must be inspected (under a microscope) VERY CAREFULLY to ensure that no photoresist remains following the degrease procedure.

The degrease procedure generally consists of a sequence of 15 min. boiling trichloroethylene (TCE), 15 min. acetone (ACE), and 15 min. methanol (METH) followed by a 2-propanol (PROP) rinse immediately before drying with house nitrogen (N\textsubscript{2}). As usual, do not allow TCE or ACE to dry on the IC surface. If stubborn photoresist is observed, hot (>60°C) or boiling\textsuperscript{1} 1-methyl-2-pyrolidinone (NMP) may be used. This is a good solvent for photoresist which is sometimes found in commercial photoresist stripper. Do not breath NMP fumes or allow NMP to contact skin.\textsuperscript{2} NMP (hot or cold) must be removed from the IC using ACE. The recommended sequence is (15 min. each) hot-NMP, ACE, boiling-TCE, ACE\textsuperscript{3}, METH, PROP, N\textsubscript{2} dry.

Do NOT use ultrasonic agitation in the degrease procedure or anywhere else in the EoE process. Vitesse has indicated that ultrasonic vibration is believed to create defects in GaAs.

---

\textsuperscript{1} This is the author's preferred mode. Use caution and consult with appropriate safety personnel.

\textsuperscript{2} NMP will may you feel dizzy and “sick”.

\textsuperscript{3} The author also heats the ACE. See note for NMP.
B.2 Photoresist

Relatively thick photoresist are used in the EoE process in order to ensure proper coverage over the IC surface non-planarities and the extreme DGW sidewalls.

The positive photoresist used was Shipley SC-1827 [126]. The following procedure results in ~3 μm resist film (on a flat surface).

1) Degrease sample

2) Pre-bake sample on hot plate at 120°C to remove moisture. Leave on hot plate until ready to apply resist.

3) Remove sample from hot plate. Blow with ionized N₂. Allow time for sample to cool. Place on spin chuck. Test spin to make sure sample does not fly off. Blow with ionized N₂ while spinning.

4) Apply one or more drops of Mocroposit Primer (HMDS) to surface. Let sit for 10 seconds. Spin at 3000 RPM for 40 s.

5) Promptly coat surface with photoresist. A glass or disposable pipette is recommended for this purpose. Spin at 3000 RPM for 40 s.

6) Remove photoresist build-up from sample perimeter and corners (edge-bead). A razor blade tightly covered by clean-room wipe makes a good edge-bead removal tool. Next, use a lint-free foam swab, moistened with ACE, to remove any resist which may appear on the back of the substrate. Be careful not to drop the sample.

7) Place sample on 120°C hot plate for 90 sec.

8) Repeat for each sample, then proceed to exposure.


10) Hard bake in oven at 130°C for 15 min.

The negative photoresist used in this work (for lift-off metallization steps) was Futurrex NR8-3000. Use the same procedure as above, EXCEPT: soft bake for 60 sec. (not 90 sec.), develop in RD-2 developer, and don’t hard bake (since this is used for lift-off only). Again, the following procedure results in ~3 μm films. NR-8 generally does not work well as an etch mask. To use as an etch mask, it must be hard baked. It still does is not very resistant to typical etches, but may be hard to remove with a solvent!
B.3 Dielectric Growth Window Preparation

The EoE process begins with the dielectric growth window (DGW) preparation procedure. The procedure is summarized in Figure 2.12. The initial structure received from Vitesse is shown below.

Following a thorough degrease, sputter 0.6 μm of SiO$_2$ over the IC. This serves two purposes. The first is to cover microscopic openings in Vitesse’s overglass layer which sometimes appear along metal-4 edges. (These may result from the extended RIE etches used at Vitesse to form the DGW structures.) Second, to provide additional strength to the overglass in order to eliminate cracking which sometimes appears following growth.

The SiO$_2$ must next be removed from the metal 1 regions in the DGWs. Use the dark-field WELLCLEAN mask, which is inset from the DGW border by 3 μm, along with a positive resist. Etch the SiO$_2$ with buffered HF (BOE).

Next, to remove the metal 1 layer, use alternating steps of hydrogen peroxide (H$_2$O$_2$) and HCl. The metal 1 layer consists of Cu-doped Al surrounded by WN$_x$ cladding layers. The WN$_x$ is removed by the H$_2$O$_2$ while the Al is removed by the HCl. Soak the sample in H$_2$O$_2$ for 10-15 min., rinse in DI water, then soak in HCl for 10-15 min., rinse in DI water, then soak again in H$_2$O$_2$ for 10-15 min., etc. Continue to repeat this cycle until all metal is gone and a smooth, shiny, uniformly colored surface (often the color is purple) is observed. NEVER mix the peroxide and HCl since this will quickly etch the GaAs.
Once the metal 1 layer is removed, the structure appears as shown below

Next, the ~0.5 μm dielectric over the GaAs is removed used BOE. Because of Vitesse’s high temperature anneals, the Si₃N₄ film immediately above the GaAs may etch very slowly. Again use the dark-field WELLCLEAN mask with the positive resist. The etch time is limited by two factors. First is lateral undercutting. The second is deterioration of the resist. Typically, the sample must be patterned and etched four times, ten minutes each, in order to complete the etch (this is using a BOE composition of ammonium fluoride 7 : HF 1). This process may proceed as follows: The first etch removes the SiO₂ above the Si₃N₄. When the SiO₂ is removed (but before the Si₃N₄ has been etched for a long time) the surface is smooth; often it is a deep blue color. The second etch partially removes the Si₃N₄. The etch is non-uniform and the resulting surface is splotchy and multi-colored. The third etch clear most or all of the Si₃N₄. The surface is smooth and grey. It looks like GaAs, but this is very difficult to accurately judge since a very thin dielectric layer may remain. The fourth etch (or more correctly, the etch with follows the observation of a smooth gray surface) removes the mysterious final surface layer.

One technique to test for complete dielectric removal is to electrically probe the surface. Use two clean probe tips and contact the surface very lightly. A Schottky contact should be observed if the dielectric has been removed. If dielectric remains, a breakdown voltage of over 10 V is likely. Naturally, this test should be conducted in a non-critical DGW region since it creates surface damage. The sample should be well degreased after this test has been conducted.
B.4 Growth Preparation

Hopefully, the DGW now looks something like this:

Degrease and inspect the sample carefully before introducing it into the MBE environment.

B.4 Growth Preparation

Typically, several ICs are grown along with a piece of epi-ready GaAs wafer. The use of an In-free block is recommended rather than a Mo block. Prior to mounting, dip all of the ICs and the wafer piece in BOE for a few seconds. Rinse the pieces in DI water then soak them in clean DI water for 15 min. This step is used to form a fresh, clean surface oxide. The GaAs wafer piece should be prepared with the same surface oxide as the ICs so that it may be accurately used to judge when the oxide removal is complete. Thoroughly dry the samples with N₂, being careful not to leave water spots on the surface. (The water must flow off the samples in a uniform sheet when the N₂ is applied.) Mount the ICs and wafer piece as required.

B.5 Polycrystalline Deposit Removal

Following growth, dismount the ICs and remove the In from the back of each sample. Sputter ~0.4 μm of SiO₂ over the sample. This will serve as an etch mask for the dry etch of the polycrystalline deposits. Use the clear-field POLYSTRIP mask, which is outset from the DGW border by 5 μm, and positive photoresist to pattern the SiO₂ with BOE. Complete the dry etch. This should be selective and anisotropic, so timing is not critical.
Ridges of SiO₂-covered deposits will not border each DGW (see Figure 2.21). To remove these, place the sample in propanol and rub the surface with a cotton-tipped swab. This will break off the ridges—the poly has very poor adhesion to the overglass surface.

To remove the SiO₂ that remains on the epitaxial material in the DGWs, use the dark-field WELLCLEAN mask (3 μm inset from DGW border), positive photoresist, and BOE.

Proceed to device fabrication.

**B.6 LED Fabrication**

This section details the integrated LED fabrication process, including interconnection of the LED top contact to the on-chip electronics. The LED structure is shown in Figure 3.1. This process may be adapted to other devices.

**Ohmic contact**

Use the clear-field LED-MET-I mask with the negative resist. Develop thoroughly to ensure that no resist remains of the surface. If a clean oxygen plasma or ozone source is available, use it to de-scum (ash) the surface.

Just prior to loading into evaporator, dip sample in BOE for 5 sec. Rinse in DI water. Dip in GaAs etchant (25 H₂O : 1 H₂O₂ : 1 H₃PO₄) for 3 sec. Rinse in DI water. Dip in BOE for 5 sec. again. Rinse in DI water. Dry with N₂. Mount and promptly load into chamber and pump down.

Evaporate (e-beam) 30 nm Ti, 150 nm Au, 50 nm Ni.

Lift-off: Soak in ACE to remove resist. Rub surface with cotton swab if needed.

Degrease.

Anneal the ohmic contact. Rapid thermal anneal (RTA) at 420°C for 20 s was used.

**Mesa etch**

Use the dark-field LED-MESA mask with positive resist.

Both the GaAs contact layer and the upper InGaP layer must be etched. The etchant for the GaAs is 1 H₂O₂ : 1 H₃PO₄ : 25 H₂O. Apply this for 90 sec. to remove the GaAs contact layer. This etch does not attack InGaP. The etchant for InGaP is 1 HCl : 1 H₃PO₄ : 1 H₂O. This etch takes around 20-35 minutes to remove the 0.6 μm InGaP layer above the GaAs etch stop just above the LED core. The InGaP etch does
not attack GaAs. In high quality material, the etch result are good, producing vertical, smooth sidewalls and a smooth bottom defined by the 4 nm GaAs etch stop. The presence defects, possibly resulting from a degree of lattice mismatch, results in rough etching results, poorly defined sidewalls, and the likely breach of the etch stop.

**Passivation and Via etch**

Sputter 0.3 μm SiO₂ over the sample.

To form vias to the LED ohmic contacts, use the dark-field LED-VIA-1 mask with the positive resist. Etch the SiO₂ with BOE as needed (~5 min.). Alternately, use a dry etch (see next step) for better control of the via pattern.

**IC passivation cut**

Openings to the IC’s metal 4 layer must be completed with a dry etch. Use the dark-field LED-PASS mask with the positive resist. RIE etch down to the metal 4. The PlasmaQuest RIE was used with 45 sccm CHF₃ (95%), 2.5 sccm O₂ (5%), 50 mTorr chamber pressure, 210 W incident power (180-190 V self-bias) unheated (~30°C). This etch took around 4 hours to reach the metal 4.

**Interconnect metallization**

Sputter ~1 μm of Al. Use the clear-field LED-MET-5 mask with the positive resist and PAN etch (77% H₃PO₄ : 20% acetic acid : 3 % nitric acid). Heat PAN etch to 46°C. Etch for 2-2.5 min. and rinse well in DI water.
Circuit Characterization Setups

This appendix provides the details of the board-level circuit implementations used to characterize the modified MSM photodetectors of Chapter 4, the laser driver of Chapter 6, and the continuous time optical receiver of Chapter 7. All of these measurements, as well as the clocked optical receiver of Appendix I, are based on device and circuit test structures found on the MIT-OEIC-7 test chip. The layout of this 4.6 mm x 4.1 mm IC is shown in Figure C.1.

C.1 Setup for Low Power Laser Driver Characterization

This section describes the on-chip circuitry and board designs used to test the laser driver presented in Chapter 6.

Laser driver test block

The layout of the laser driver test block, which appears as part of the MIT-OEIC-7 test ship shown in Figure C.1, is shown in Figure C.2. This die contains the laser driver shown in Figure 6.3 and Figure 6.6, referred to here as the VCSEL driver, as well as a similar laser driver scaled to support the higher current requirements of an in-plane laser. The primary laser driver test block, located at the bottom of the die, includes on-chip clock and data generation and is detailed in this section. The definitions of the pad names indicated in Figure C.2 are given in Table C.1. This test circuit allows either an external or an internally generated clock to be used with an internal pseudorandom bit sequence (PRBS) generator. Alternately, the
Figure C.1: Layout MIT-OEIC-7
This test chip, fabricated in Vitesse’s H-GaAs IV process, contains the modified MSM photodetectors, laser driver, and receivers examined in Chapter 4, Chapter 6, Chapter 7, and Appendix I. It measures 4.6 mm x 4.1 mm.
Figure C.2: Layout of die cut from MIT-OEIC-7 for laser driver characterization
The MIT-OEIC-7 test chip shown in Figure C.1 maybe cut to isolate the die shown here. This die contains the laser
driver shown in Figure 6.3 and Figure 6.6, referred to here as the VCSEL driver, as well as a similar laser driver
scaled to support the higher current requirements of an in-plane laser. The primary laser driver test block, located at
the bottom of the die, includes on-chip clock and data generation and is detailed in this section. An additional test
block at the upper right corner of the die gives direct access to the laser driver. This die also includes a number of test
structures which are not related to the laser drivers.
<table>
<thead>
<tr>
<th>Pad</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCC (V), GND (V)</td>
<td>+2 V supply and ground for VCSEL driver</td>
</tr>
<tr>
<td>VSWG (V)</td>
<td>Sets modulation reference current for VCSEL driver</td>
</tr>
<tr>
<td>VOFF (V)</td>
<td>Sets pre-bias reference current for VCSEL driver</td>
</tr>
<tr>
<td>SEL (V)</td>
<td>Data select for VCSEL Driver&lt;br&gt;(SEL=HI selects SIG (V) as input; SEL=LO selects internal PRBS data)</td>
</tr>
<tr>
<td>SIG (V)</td>
<td>External data input to VCSEL Driver</td>
</tr>
<tr>
<td>ISOL (V)</td>
<td>Connection to isolation structure surrounding VCSEL driver</td>
</tr>
<tr>
<td>VCC (I), GND (I)</td>
<td>+2 V supply and ground for IPSEL driver</td>
</tr>
<tr>
<td>VSWG (I)</td>
<td>Sets modulation reference current for IPSEL driver</td>
</tr>
<tr>
<td>VOFF (I)</td>
<td>Sets pre-bias reference current for IPSEL driver</td>
</tr>
<tr>
<td>SEL (I)</td>
<td>Data select for IPSEL Driver&lt;br&gt;(SEL=HI selects SIG (I) as input; SEL=LO selects internal PRBS data)</td>
</tr>
<tr>
<td>SIG (I)</td>
<td>External data input to IPSEL Driver</td>
</tr>
<tr>
<td>ISOL (I)</td>
<td>Connection to isolation structure surrounding IPSEL driver</td>
</tr>
<tr>
<td>VCC, GND</td>
<td>+2 V supply and ground for clock and data generators</td>
</tr>
<tr>
<td>VCC (L), GND (L)</td>
<td>+2 V supply and ground for line drivers</td>
</tr>
<tr>
<td>CSEL</td>
<td>Select clock source&lt;br&gt;(CSEL=LO selects internal clock; CSEL=HI selects USRCLK)</td>
</tr>
<tr>
<td>USRCLK</td>
<td>External clock input</td>
</tr>
<tr>
<td>S₀, S₁, S₂, S₃</td>
<td>Four-bit value sets internal clock frequency; see Table C.2</td>
</tr>
<tr>
<td>UNLK</td>
<td>Use to force PRBS generator out of locked state&lt;br&gt;(UNLK=HI flushes PRBS shift register with 0's)</td>
</tr>
<tr>
<td>DSEL</td>
<td>Selects polarity of PRBS data sent to laser derivers</td>
</tr>
<tr>
<td>VCC (D), GND (D)</td>
<td>+2 V supply and ground for ECL output drivers</td>
</tr>
<tr>
<td>C, $\bar{C}$</td>
<td>Clock outputs (ECL logic levels)</td>
</tr>
<tr>
<td>D, $\bar{D}$</td>
<td>PRBS data outputs (ECL logic levels)</td>
</tr>
</tbody>
</table>

*Table C.1:* Definition of pad names used in Figure C.2
VCSEL driver may be driven from an off-chip data source. All logic inputs to the laser test block must use the DCFL low and high levels of $-0\,\text{V}$ and $-0.6\,\text{V}$.

A block diagram of the contents of the laser driver test block is provided in Figure C.3. More detailed layout views are provided in Figure C.4, Figure C.5, and Figure C.6. As shown in the block diagram, CSEL selects between the internal clock and the external user clock. The frequency of the internal clock is set by inputs $S_0-S_3$. The selected clock source is output from the test block as an ECL signal and is used internally to operate the PRBS generator. The output of the PRBS generator is also provided in the form of ECL signal as well as being delivered to the laser drivers.

A schematic of the line driver circuit indicated in Figure C.3 is shown in Figure C.7. The E/D300-302 make up a Vitesse patented "squirt buffer" [208]. The squirt buffer is proceeded by a four-stage telescoping buffer.

Note that, as shown in Figure 6.9, there is a 185 ps timing asymmetry between the rising and falling edges of the data outputs. The cause of the asymmetry is not certain, but may be related to the ECL driver. Finally, as indicated in Figure C.6, either the PRBS data signal or an external signal may be selected by the user as an input to the laser driver.

**Internal clock generation**

The internal clock consists of five different ring oscillators of different lengths. Eleven toggle-connected D-flip-flops operate on these five sources. A total of sixteen frequencies are thus produced, and one of these is selected by a sixteen-to-one multiplexer based on the four-bit binary value applied to $S_0-S_3$. Table C.2 lists the nominal frequency values and the corresponding input settings.

The jitter in the internally generated clock was found to be too great to allow its use in characterizing the laser driver. The jitter is likely to be due to noise coupled into the ring oscillators through the supply and the substrate. Future designs may be able to reduce the jitter by 1) providing a dedicated supply for the ring oscillators (kept separate both on and off chip), and 2) operating only one ring oscillator at a time (e.g. using a NOT gate within the ring to allow the each oscillator to be disabled based on a which output has been selected).
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Figure C.3: Block representation of clock and data generators
Figure C.4: Clock and data generator portion of laser driver test block
Figure C.5: Laser driver portion of laser driver test block
Figure C.6: Close up of laser driver test block in the vicinity of the VCSEL driver.
Figure C.7: Schematic of line driver circuit
The FETs E/D300-302 make up a Vitesse-patented squirt buffer. The squirt buffer is well suited to driving large capacitive loads. It is proceeded by a four-stage telescoping buffer.

Pseudorandom data generation
The PRBS generator uses a 23-bit shift register with the XNOR of the 18th and 23rd bits fed back into the first bit. The design is based on the Table C.3, which lists the appropriate taps for PRBS generators of various lengths [236]. For a given generator length, n, the bit sequence will run for $2^n-1$ bits before repeating. Furthermore, the contents of the n flip-flops will take on all possible n-bit binary values except for one. For the XNOR feedback design, the excluded state is the all-ones state. The input UNLK is provided in order to force the generator out of this state by flushing it with zeros.

Module construction
Two circuit boards were implemented to support electrical testing the VCSEL driver as well as testing the VCSEL driver in conjunction with a VCSEL. The 6 inch square boards used standard 62 mil (1/16 inch) FR4 substrates and two layers of copper with 8 mil minimum lines and spaces. They were fabricated by Alberta Printed Circuits [237]. SMA connectors are used for all high-speed signals along with 100 mil, 50 Ω transmission line traces (with the exception of the USR CLK input with uses a narrower trace). As
Table C.2: Internal clock frequency settings
Inputs $S_3$, $S_2$, $S_1$, and $S_0$ form a four-bit binary number which selects the desired clock frequency. The inputs use DCFL (direct-coupled FET logic) levels: Low=0 V, High=0.6 V. The clock frequencies indicated are design values. On the ICs tested, the actual frequencies were found to be roughly 20% higher.

The circuit board for testing the VCSEL driver along with a VCSEL is shown in Figure C.8. A bonding diagram showing how the die of Figure C.2 and a VCSEL chip are to be packages onto this board is given in Figure C.9. The VCSEL is fabricated on a p-type substrate and is supplied through the copper region labeled $V_{LSR}$. Figure 6.12 diagrams the signal path implemented by this configuration.

The circuit board for electrical testing of the VCSEL driver is shown in Figure C.10 and a bonding diagram may be found in Figure C.11. Figure 6.10 diagrams the signal path implemented by this configuration.

<table>
<thead>
<tr>
<th>$S_3$</th>
<th>$S_2$</th>
<th>$S_1$</th>
<th>$S_0$</th>
<th>Clock Frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>150</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>200</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>250</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>350</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>400</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>450</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>600</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>700</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>800</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>900</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1000</td>
</tr>
</tbody>
</table>
A 2^n-1 bit pseudorandom bit sequence (PRBS) generator may be constructed from a n-bit shift register by forming the exclusive-nor (XNOR) of the indicated register bits (bits are numbered starting with 1) and feeding this value back into the first bit of the shift register. This table was taken from [236]. The all-1 state locks up this state machine.
C.1 Setup for Low Power Laser Driver Characterization

Figure C.8: Test board for laser driver + VCSEL characterization
(a) is the six inch square board (top side) and (b) is a close up of the site for attaching the laser test block IC. The back is a dedicated ground plane.
Figure C.9: Bonding diagram for laser driver + VCSEL characterization
Figure C.10: Test board for laser driver electrical characterization
(a) is the six inch square board (top side) and (b) is a close up of the site for attaching the laser test block IC. The back is a dedicated ground plane.
Figure C.11: Bonding diagram for laser driver electrical characterization
C.2 ECL-Driven Laser Module

A module was constructed to allow a VCSEL to be modulated by an ECL signal. The VCSEL used in this module is of the same type detailed in Section 6.3. The circuit board, of the same construction as those described above, was intended for use in the characterization of the clocked optical receiver described in Appendix I and was retrofitted for use in the laser module. The board is shown in Figure C.12. The electrical schematic of the module, and the physical implementation using the board in Figure C.12 are shown in Figure C.13.

In this module, the ECL signal is AC-coupled onto the board through the external bias tee. An in-line BNC 50 Ω terminator placed on the DC port of the bias tee provides the DC current path for the ECL output. The 50 Ω AC termination is provided by the 50 Ω surface mount resistor placed at the end of the on-board transmission line immediately prior to the laser. This resistor is AC-grounded through bypass capacitors on the back side of the board. An external current source is used to provide the VCSEL bias current. The performance characteristics of this module are shown in Section 4.2.
Figure C.12: Laser module test board
(a) is the four inch square board (top side) and (b) is a close up of the site for attaching the VCSEL die. This board was designed for testing the clocked receiver of Appendix I as was retrofitted for use in the laser module.
Figure C.13: Laser module construction and schematic
(a) is the schematic of the laser module circuit and (b) shows the physical construction.
C.3 Setup for Receiver Characterization

A two-layer circuit board, similar in construction to those used for the laser driver measurements, was used to characterize the low power optical receiver of Chapter 7. This section describes the MIT-OEIC-7 test cell and the circuit board used to package it.

The MSM27 photodetector detailed in Chapter 4 was coupled with the low power receiver in the test cell shown in Figure C.14. The contents of this test cell is described in Figure C.15. A 200 kΩ source/drain implant resister is connected to the reference input of the receiver so that the REF input voltage may be used to set the reference current. The p-contact beneath the MSM27 device is routed to the PCNT pad along the bottom of the die. The isolation rings surrounding the MSM27, the reference resistor, and the receiver are routed to the ISOL pad next to the PCNT pad. The receiver output buffered and applied to both a Vitesse ECL output driver and a small pad which may be probed using a high-speed active probe.

The four-inch square circuit board that was used is shown in Figure C.16 and a bonding diagram showing how MIT-OEIC-7 is mounted onto this board is shown in Figure C.17.
Figure C.14: Layout of low power optical receiver test structure on MIT-OEIC-7
Test structure used to characterize the low power optical receiver. This cell is located along the left edge of the MIT-OEIC-7 die.
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Figure C.15: Block diagram of low power optical receiver test structure on MIT-OEIC-7
The MSM27 photodetector is coupled with the low power optical receiver in this test cell. A 200 kΩ source/drain implant resistor is used to set the reference current. The receiver output is buffered and applied to an ECL output driver as well as a large DCFL inverter which drives a small pad suitable for use with an active probe ("Pico-Probe"). The 3.5/0.6 EFET connected to this pad is used to clamp the output to a valid, high speed, drain-lag-free DCFL logic signal.
Figure C.16: Test board for low power receiver characterization
(a) is the four inch square board (top side) and (b) is a close up of the site for attaching the MIT-OEIC-7 die which contains the receiver test circuit. The back is a dedicated ground plane.
Figure C.17: Bonding diagram for low power receiver characterization
This appendix describes some of the mechanisms by which jitter can appear in a digital optical link, and derives simple formulae for the magnitude of this jitter. The basic sources of jitter which are considered are intersymbol interference and additive noise.

**D.1 Intersymbol Interference, Eye Closure, and Jitter**

A signal in either a communication channel or a digital interconnect may modeled as a sum of delayed pulses modulated by the data stream

\[
s(t) = \sum_{k = \ldots, -1, 0, 1, \ldots} A_k p(t - kT)
\]  

(D.1)

where \(A_k\) are the data symbols (bits in the digital interconnect) and \(p(t)\) is pulse shape. Figure D.1 shows examples of pulse shapes and data signals which may be encountered in communication systems and digital interconnects. The data signals are shown as eye diagrams formed by overlaying waveforms corresponding to different, random bit sequences. The bandwidth required for \(p(t)\) in a communication system can be as small of half the bit rate, while a digital link typically requires a bandwidth of three times the bit rate.

In the case of a communication system, the data is recovered by sampling \(s(t)\) at bit-period intervals, \(t=kT\). In the receiver, the sample timing is based on a clock which is recovered from \(s(t)\) itself. The pulse, \(p(t)\) is required to be finite at \(t=0\) and to equal zero at the other sample points. In this way, the sample \(s(kT)\)
Figure D.1: Pulse shapes and data signals in communication links and digital interconnects
(a) is a typical pulse shape for a communication system (this is a raised cosine with 50% excess bandwidth [192]) (b) is a simulated eye pattern based on this pulse. The arrows indicate the vertical and horizontal "eye openings". (c) is a pulse shape typical of a digital interconnect. It has an RC-limited bandwidth of 3 GHz. (d) is a digital interconnect eye pattern.
Figure D.2: ISI in a digital interconnect
As the bandwidth of the digital interconnect is reduced, the transitions take longer to settle. If they do not settle within one bit period, the eye opening just prior to the transitions is reduced. This translates into jitter.
contains information only about $A_k$. If the pulse is distorted so that so that this condition is not met, $s(t)$ is said to suffer from “intersymbol interference”, or ISI [192]. ISI is manifest in the eye diagram as “eye closure”, a reduction in the vertical and/or horizontal openings (see Figure D.1(b)). Vertical eye closure has the same effect as a reduction in signal-to-noise ratio (SNR), while horizontal eye closure reduces the timing margins allowed in sampling $s(t)$.

In a digital interconnect, the situation is somewhat different. In general, $s(t)$ is not sampled. It may represent either a data or a clock signal. Ideally, $s(t)$ should make sharp transition between the specified noise-margins and remain there for there until the next transition. The effects of ISI on a digital signal are shown in Figure D.2. The time needed for the signal to transition between any given set of noise margins increases as the bandwidth of $p(t)$ is decreased. Also, the eye opening immediately prior to the transition is seen to effect the transition time. This is the mechanism by which ISI translates into jitter.\(^1\)

To quantify the ISI induced jitter in terms of the eye closure, consider the simplified waveform of Figure D.3. Suppose the signal has an amplitude of $V_A$ and makes transitions in a time $t_r$. Near the center of the transition, and with the time axis shifted to this point, the waveform may be approximated as

$$s(t) = V_A \frac{t}{t_r} \quad (D.2)$$

If the signal is initially displaced vertically, due to ISI, by an amount $V_\Delta$, then the new waveform may be written

$$s'(t) = V_A \frac{t}{t_r} + V_\Delta \quad (D.3)$$

The waveform now reaches the decision level, zero in this case, at time $t=-T_\Delta$, that is $s'(-T_\Delta)=0$. Solving for $T_\Delta$ gives.

$$T_\Delta = \frac{V_\Delta}{V_A} t_r \quad (D.4)$$

A similar calculation applies to both the rising and falling edges of the waveform. The total jitter would then be

\(^1\) There does not appear to be a great deal of existing research on ISI in digital systems. One exception is [238] which demonstrates the effect using simulations and suggest the use of clamping as a remedy.
**Figure D.3: Simplified waveforms used to calculate ISI induced jitter**

A signal of amplitude $V_A$ makes a transition in time $t_r$. It is vertically offset, due to ISI, by an amount $V_\Delta$.

\[ T_\Delta = \frac{V_{\Delta,\text{upper}} + V_{\Delta,\text{lower}}}{V_A} t_r \]  

(D.5)

The total eye-closure due to ISI, $C_{\text{ISI}}$, is recognized as the ratio

\[ C_{\text{ISI}} = \frac{V_{\Delta,\text{upper}} + V_{\Delta,\text{lower}}}{V_A} \]  

(D.6)

The peak-to-peak ISI induced jitter is thus seen to be given by the product of the transition time of the signal and the fractional eye closure measured immediately prior to the transition.

\[ T_\Delta = C_{\text{ISI}} \cdot t_r \]  

(D.7)
D.2 Jitter at the Output of a Comparator

The laser driver at the source end of a digital optical link may be thought of as a comparator. The logic signal at its input is compared to a decision level and the laser is set to the HI or LO state accordingly. Likewise, the receiver may be idealized as a comparator proceeded by a linear filter which accounts for the frequency response of the initial, linear gain states. The linear components can create ISI, and ISI induced jitter, as shown above. This section is concerned with jitter that appears at the output of a comparator. The output jitter will include contributions from the jitter of the input signal, additive noise on the input signal, and the comparator’s own timing variations.

Consider again the waveform of (D.2) appearing at the input of the comparator. Suppose that the input signal appears with a delay $T_i$ and is corrupted by additive noise $n(t)$. The input signal may be written

$$s_i(t) = V_A \frac{t - T_i}{t_r} + n(t) \quad \text{(D.8)}$$

When $s_i(t)$ reaches the decision level of the comparator, zero in this case, the output makes its transition following the comparator internal delay, $T_d$. Call the decision point $T_1$ so that $s_i(T_1) = 0$ may be solved to give:

$$T_1 = T_i - \frac{n(T_1)}{V_A} t_r \quad \text{(D.9)}$$

For this expression to be well defined, it must be assumed that $s_i(t)$ crosses the decision level only once. This requirement is met if the maximum slope of the noise is less than the slope of the signal, a constraint which may be expressed as [242]

$$2\pi \cdot \frac{(\text{RMS Noise Voltage}) \cdot (\text{Noise Bandwidth})}{(\text{Signal Slope})} < 1 \quad \text{(D.10)}$$

Adding the comparator delay, $T_d$, to (D.9), the time at which the comparator output changes may be written

$$T_o = T_i - \frac{n(T_i)}{V_A} t_r + T_d \quad \text{(D.11)}$$

---

1. The problem solved here is a special case of the classic first-crossing time problem [239-241]. The solution presented here agrees with the empirical result used in [242] to analyze jitter in relaxation oscillators and in [243] to examine jitter in CMOS ring oscillators. The result is valid provided the slope of the signal is greater than the maximum slope of the noise. A number of recent studies of jitter in ring oscillators have also been reported [244-246].
D.2 Jitter at the Output of a Comparator

Now, $T_i$, $n(T_j)$, and $T_d$ can be taken to be random variables with variances $\sigma_i^2$, $\sigma_n^2$, and $\sigma_d^2$ respectively. Assuming the three are mutually independent, the variance of the output timing simply becomes

$$\sigma_o^2 = \sigma_i^2 + \frac{\sigma_n^2 t_r^2}{V_A^2} + \sigma_d^2$$  \hspace{1cm} (D.12)

Or, recognizing $V_A^2/\sigma_n^2$ as the signal-to-noise ratio, $SNR$,

$$\sigma_o^2 = \sigma_i^2 + \frac{t_r^2}{SNR} + \sigma_d^2$$  \hspace{1cm} (D.13)

To find the peak-to-peak jitter, rather than its variance, suppose that $T_i$, $n(T_j)$, and $T_d$ have peak-to-peak variations of $\Delta T_i$, $\Delta V$, and $\Delta T_d$, respectively. Then, it follows immediately from (D.11) that the worst case variation in $T_o$ is

$$\Delta T_o = \Delta T_i + \frac{\Delta V}{V_A} t_r + \Delta T_d$$  \hspace{1cm} (D.14)

Also, note that $V_A/t_r$ is the time derivative of $s(t)$ at the decision point. The last expression can thus be recast as

$$\Delta T_o = \Delta T_i + \Delta V \left( \frac{d}{dt} s(t) \bigg|_{s(t) = \text{decision-level}} \right)^{-1} + \Delta T_d$$  \hspace{1cm} (D.15)

The latter form is more general in that it applies directly to waveforms which are not well approximated by the linear ramp transitions assumed in (D.8).
MESFET Drain-Lag

A recurring problem in the circuit designs presented in this thesis has been the frequency dependence of the effective MESFET output conductance. This phenomenon is often referred to as “drain-lag” in the literature, and its origins and some design techniques used to control it will be described in this appendix.

Figure E.1 shows the simulated drain current frequency response of Vitesse EFET. Not unexpectedly, the drain current response rises above 1 GHz as a result of the gate-to-drain capacitance. However, there is also a low-frequency rise in drain current response starting at around 1 MHz and leveling off at around 15 MHz. If this EFET is used in a basic common-source amplifier, the apparent rise in output conductance translates into a drop in gain, as seen in the frequency response shown in Figure E.2. In the time domain, this behavior translates into a fast initial response followed by an extended response tail. The step response in Figure E.3 illustrates this behavior.

E.1 Origin and modeling of drain-lag

The “low-frequency anomaly” in GaAs MESFET output conductance has been studied by a number of authors [229,247-251]. The majority of this work has dealt with either ion-implanted or epitaxial, recessed-gate MESFETs implemented directly on semi-insulating GaAs substrates. The output conductance was found to rise at frequencies below 100 kHz, and the effect was attributed to deep-level traps at the channel-to-substrate interface and at the device surface. However, no specific deep-level has been identified to account for the observed frequency and temperature dependencies. A number of models have been
Figure E.1: Frequency response of MESFET output conductance

A 10 μm wide, 0.5 μm long EFET was simulated as shown in the inset. At the bias point indicated, this device has a transconductance of $g_m=1.5$ mS, backgate transconductance of $g_{mbs}=196$ μS, drain conductance of $g_{ds}=15.4$ μS, and gate-to-source and gate-to-drain capacitance of $C_{gs}=6.6$ fF and $C_{gd}=2.2$ fF, respectively. Although the backgate terminal is shown grounded, the device model assumes a finite resistance in this connection. In conjunction with the drain-to-backgate capacitance, this allows drain voltage variations to drive the backgate transconductance, giving rise to the effective increase in output conductance at around 1 MHz. The second apparent rise at 1 GHz is due to the gate-to-drain capacitance.
The EFET of Figure E.1 was used in a common-source amplifier as shown in the inset. Because of the increase in the output conductance at 1 MHz, the gain of the amplifier drops at this frequency. It remains flat out the normally-predicted bandwidth of the amplifier.
Figure E.3: Step response of common-source amplifier

The common-source amplifier of Figure E.2 was used in a transient simulation. The applied gate-to-source voltage is shown in the upper trace and the output waveform is shown in the lower trace. In initial rapid rise corresponding to the high frequency roll-off of the amplifier is followed by a long response tail due to the low-frequency roll-off.
E.1 Origin and modeling of drain-lag

proposed for use in circuit simulation and have involved various combinations of non-physical resistors, capacitors, and controlled sources. A notable exception appears in [250,251] which reproduces the drain-lag effect by recognizing the presence of capacitive drain-to-backgate coupling and the finite resistance of the semi-insulating substrate. In this model, no specific mention is made of deep levels, and the drain-lag effect appears at a low frequency because of the large resistance of the semi-insulating substrate.

In the case of implanted, buried-channel MESFETs fabricated in a p-doped GaAs layer, similar to those in the Vitesse process, output conductance variations do not appear below 100 kHz as they do when the MESFET is fabricated directly in semi-insulating material [252]. This is consistent with the Vitesse devices. Unfortunately, the devices in [252] were not characterized above 100 kHz. A rather elaborate model involving a parasitic npn transistor was proposed in [253] to reconcile this observation with the deep-level theories.

It is not clear whether or not deep levels play a role in the Vitesse MESFETs. As in [250,251], the inclusion of drain-to-backgate capacitance and finite backgate resistance may be used to model the frequency dependence of the output conductance. This is the general approach taken in Vitesse's HSPICE models, though the details are of a proprietary nature. Figure E.4 outlines a simple implementation of a drain-lag model. A pole-zero pair appear in the drain conductance accounting for the observed behavior. According to this model, the output conductance assumes its intrinsic value, \( g_{ds} \), at low frequencies and should start to rise at around the zero frequency of \( 1/(2\pi(2g_{mbs}/g_{ds})R_BR_{DS}) \) where \( R_B \) is the resistance to the backgate contact and \( C_{DS} \) is the drain-to-backgate junction capacitance. The drain conductance increases by one-half the value of the backgate transconductance then levels off due to the presence of the pole. The ratio of the pole and zero frequencies is \( (1+g_{mbs}/2g_{ds}) \). The initial and final conductance values and the width of the transition region predicted in this way are consistent with Figure E.1.

The predicted zero frequency tends to be somewhat high compared to the Vitesse HSPICE model results in Figure E.1. \( C_{DB} \) for the EFET of Figure E.1 is \(-1 \) fF, and the backgate resistance is \(-50 \) k\( \Omega \), though these values are not known with great certainty. The resulting zero would be at \(-130 \) MHz. This estimate is more consistent with the experimental laser driver results than the Vitesse HSPICE model. The Vitesse HSPICE model overestimates the effects of drain-lag [211].
Figure E.4: A simple model for drain-lag
(a) Shows a cross-section of a MESFET indicating the source- and drain-to-backgate capacitances and the resistance of the backgate connection through the blanket p' implant layer. With the source and the backgate contact grounded, (b) shows the response of the backgate voltage, $V_{BS}$, to variations in the drain voltage, $V_{DS}$. Then, (c) points out that the output conductance has contributions from both the intrinsic drain-to-source conductance, and the backgate transconductance which is driven by the drain voltage through the drain-to-backgate coupling. Finally, (b) is substituted into (c) to give the frequency dependent output conductance in (d).

(b) \[ \frac{V_{BS}}{V_{DS}} = \frac{sR_B C_{DB}}{1 + sR_B(C_{DB} + C_{SB})} \approx \frac{s\tau}{1 + s(2\tau)} \] \[ \tau = R_B C_{DB} \quad (C_{DB} = C_{SB}) \]

(c) \[ g_{out} = g_{ds} + g_{mbs} \frac{V_{BS}}{V_{DS}} \]

(d) \[ g_{out} \approx g_{ds} \left\{ \frac{1 + s \left[ \left( 2 + \frac{g_{mbs}}{g_{ds}} \right) \tau \right]}{1 + s[2\tau]} \right\} \]
E.2 Controlling Drain-lag

Regardless of the details of its origin, circuit techniques are needed to control the effects of drain lag. Prior to listing three techniques used in this work, it is worth noting that in some applications, it should be possible to sidestep drain-lag by limiting the frequency range of operation to above the onset of drain-lag. For instance, the data in the optical link could be coded so that the lowest frequency component in the transmitted signal is above the onset of the drain-lag effect. An example of this would be a Manchester code. The use of such coded links was not considered in this work which pursued the most general case of a digital optical interconnect.

Controlling drain-lag using a cascode

One approach to controlling the effects of drain lag on a transistor is to reduce its drain voltage variation by using a cascode circuit topology. An example of this in the case of a common-source amplifier is shown in Figure E.5. This type of cascoded amplifier is commonly used in CMOS design to reduce the output conductance of the gain transistor (in order to get higher gain) and to eliminate the input-output coupling capacitor which would otherwise be Miller-multiplied. The presence of the common-gate stage, E₂, reduces the amplitude of the drain voltage on E₁ by a factor of \( \left( \frac{g_{out} + g_{o1}}{g_{m2}} \right) \) relative to what it would be without the cascode. This should reduce drain lag since it is driven by this same drain voltage.

An alternate cascode topology has also been reported which, in some cases, is more effective at controlling drain lag [254,255]. Rather than setting the gate of the cascode transistor to a separate bias voltage, it is connected directly to the gate of the gain transistor (suggesting the name “active cascode”). The gain transistor may be operated in saturation if the threshold voltage of the cascode transistor is lower than that of the gain transistor. In the Vitesse process, this is accomplished by using a DFET for the cascode transistor and an EFET for the gain transistor. This topology is shown in Figure E.6. From the perspective of the drain of the composite transistor, this topology is a small-signal equivalent to the original one, and the drain conductance is reduced by the same factor. But, the cascode transistor is now driven by the input. This feature may be used to further reduce variations in the drain voltage of the gain transistor. Relative to an un-cascoded common-source amplifier, the drain voltage amplitude is now reduced by a factor of \( \left( \frac{g_{out} + g_{o1}}{g_{m2} - g_{out}/g_{m1}} \right) \). In principle, the amplitude of this signal may be reduced to zero by sizing the
In this common-source amplifier, gain transistor $E_1$ is cascoded by $E_2$. This type of cascode structure is common in CMOS design. Compared to simply using $E_1$ without the cascode, the transistor output conductance decreases from $g_{o1}$ to $g_{o1}g_{o2}/g_{m2}$ while the transconductance, $g_{m1}$, is not significantly altered. The Miller-multiplied capacitance coupling the output and input is also eliminated. Drain lag is improved since the amplitude of the $E_1$ drain voltage, $v_{xs}$, is reduced from the un-cascoded value by the factor $(g_{out}+g_{o1})/g_{m2}$.

$$i_d = -g_{m1} \left[ 1 + \frac{g_{o1}}{g_{m2}} \right] v_{gs} + \frac{g_{o1}g_{o2}}{g_{m2}} v_{ds}$$

$$v_{ds} = -g_{m1}r_{out}v_{gs} \quad r_{out} = \frac{1}{g_{out}} \approx R_L \parallel \frac{g_{m2}}{g_{o1}g_{o2}}$$

$$v_{xs} = \frac{g_{m1}}{g_{m2}} (1 + g_{o2}r_o)v_{gs} = -\left(\frac{g_{out}+g_{o1}}{g_{m2}}\right) g_{m2}r_{out}v_{gs}$$

**Figure E.5:** A common-source amplifier using a cascode.
E.2 Controlling Drain-lag

Like the amplifier in Figure E.5, this stage uses a cascode to reduce the transistor output conductance from $g_{ol}$ to $g_{ol}g_{o2}/g_{m2}$ without significantly altering the transconductance, $g_{m1}$. Using a DFET for the cascode allows the additional bias voltage to be eliminated, although the Miller-multiplied feedback capacitance is again encountered. This topology is advantageous in controlling drain-lag, however, because the amplitude of the $E_1$ drain voltage, $v_{xs}$, can be approximately zeroed out by setting $g_{m2}^{-1}(1+g_{o2}r_{out})g_{m1}$.

$$i_d = -g_{m1} \left[ 1 + \left(1 - \frac{g_{m2}}{g_{m1}}\right)\frac{g_{o2}}{g_{m2}} \right] v_{gs} + \frac{g_{o1}g_{o2}}{g_{m2}} v_{ds}$$

$$v_{ds} \approx -g_{m1}r_{out}v_{gs} \quad r_{out} = \frac{1}{g_{out}} \approx R_L \parallel \frac{g_{m2}}{g_{o1}g_{o2}}$$

$$v_{xs} \approx \frac{g_{m1}}{g_{m2}} \left(1 + g_{o2}r_{out} - \frac{g_{m2}}{g_{m1}}\right) v_{gs} = -\left(\frac{g_{out} + g_{o1}}{g_{m2}} - \frac{g_{out}}{g_{m1}}\right)g_{m1}r_{out}v_{gs}$$

**Figure E.6:** A common-source amplifier using an “active” cascode
transistors to set $g_{m2} = (1 + g_{o2}r_o)g_{m1}$. In practice, it is difficult to achieve perfect cancellation, but this topology has generally been found in simulations to be more effective at reducing drain lag than the standard cascode.

It is important to recognize that the voltage on the drain of the cascode transistor ($E_2$ or $D_2$) is varying even though the drain the drive transistor ($E_1$) is not. If the drive and cascode transistors share a common backgate node, the signal on the cascode drain can still drive the backgate and cause drain lag. The magnitude of the drain lag may be smaller than the non-cascoded circuit, but to realize the full benefit of the cascode topology, the drive and cascode transistors can be placed in separate isolation rings.

**Controlling drain-lag using feedback**

If negative feedback, with a feedback factor $f$, is applied around an amplifier with transfer function $A(s)$, the transfer function of the composite system is $A(s)/(1+A(s)f)$ [256]. As long as $|A(s)| \gg |1/f|$, the composite system response is approximately $1/f$. If $A(s)$ represents a MESFET gain stage effected by drain lag, using it in conjunction with negative feedback can result in an amplifier with a broad, flat transfer function.

When implementing a transimpedance amplifier (TIA), negative feedback appears naturally and corrects the drain-lag effects. In principle, voltage amplifiers could also be constructed which include feedback, but this practice was avoided in the designs pursued in this thesis since it would require buffering between stages in order to drive the input resistance of the feedback-based voltage amplifier.

**Controlling drain-lag by clamping**

Drain lag would appear on the rising edge of DCFL logic signals if not for the fact that the output of each gate is clamped by the Schottky diode at the input of the of the next gate. This is demonstrated in Figure E.7. Hard-limiting can be used in this way to control drain lag in other contexts. EFET and DFET Schottky gates may be used to attain slightly different voltage drops (EFET voltage drop is a little higher). An EFET or DFET with its drain and gate connected may also be used to form a rectifier with a smaller voltage drop. Signals may be clamped relative to ground or relative to a supply. Differential signals may also be clamped relative to each other by using a parallel combination of opposing diodes.

It is worth noting that although no extended response tail appears on the clamped signal, the backgate node is still being driven by the drain voltage and will evolve on a long time scale. This will appear as a
Figure E.7: Clamping controls drain lag in DCFL logic
DCFL (direct-coupled FET logic) circuits experience drain-lag in the same way that analog MESFET circuits do. As long as the output of each gate is connected to the input of another DCFL gate, the Schottky diode at the input (i.e. the gate of the EFET) clamps the output at ~0.6 V and does not allow the extended drain-lag response tail to be manifest.
pattern-dependent variation in the MESFET threshold voltage. In practice, this does not appear to be a large effect.
First-Generation Optical Receiver

Figure F.1 is the MIT-OEIC-6 test chip. This OEIC was released after the OPTOCHIP project and contains the first set of transmitter and receiver interface electronics to be designed as part of this thesis.

Figure F.1: MIT-OEIC-6
This test chip contains the first set of transmitter and receiver interface electronics developed in this thesis. It implemented in the Vitesse H-GaAs III process. The central 2 mm x 2 mm region of the 4 mm x 4 mm chip contains growth-related cells while the peripheral regions is dedicated to electronic test structures.
F.1 The First-Generation Receiver Circuit

A block representation of the first-generation receiver circuit is given in Figure F.2. In this circuit, a fully-differential design is used for supply noise immunity. This receiver, designed in the H-GaAs III process and operating from a single 2 V supply, is entirely self contained. That is, no external input is required to set the decision level. This approach simplified packaging and testing, but does not allow enough flexibility for experimentation. While it may ultimately be desirable to return to this type of design, the receivers which came after this used an external reference.

The first stage transimpedance amplifier (TIA) is "self-referenced" by feeding back the common-mode output voltage to the positive input terminal. The resulting outputs are differential, but not logically complementary. That is, with no optical input applied, the outputs of the TIA are equal. As the photocurrent is increased, the TIA outputs grow apart.

To examine the stability of this feedback arrangement, define the common-mode signal as the average of the signal pair (either input or output) and the differential-mode signal as the difference of the signal pair. The common-mode output is related to the common-mode input by

$$ V_{OC} = -(A_C)(V_{IC}) $$

where $A_C$ defined to be the common-mode gain. Similarly, the differential-mode signal are related by

$$ V_+ = V_+ + V_0 $$
$$ V_- = V_- + V_0 $$

Figure F.2: First generation optical receiver: block diagram
A fully-differential design is used for supply noise immunity. This receiver, designed in the H-GaAs III process and operating from a single 2 V supply, is entirely self contained. The first stage transimpedance amplifier is “self-referenced” by feeding back the common-mode output voltage to the positive input terminal. The resulting outputs are differential, but not logically complementary. An offset stage shifts each of the two signal relative to each other in order to produce a logically complementary pair. This differential signal is then further amplified before combined into a single-ended direct-coupled FET logic (DCFL) logic signal.
\( V_{OD} = +(2A_D)(V_{PD}) \) where \( A_D \) is defined as the single-sided differential-mode gain. With these definitions, the differential-mode TIA transfer function is \( (V_{OD}/i) = -2[A_D/(1+A_D)] \) while the common-mode TIA transfer function is \( (V_{OC}/i) = -(1/2)[1/(1+A_D)]/A_C/(1+A_C). \) From this it is seen that the stability considerations for the differential mode signal are identical to the case in which a constant reference is applied to the positive terminal. Namely, provided that \( A_D \) itself is stable, the differential mode signal will be stable if the denominator, \( 1+A_D \), has no poles in the right-half complex plane. This same requirement applies to the common-mode signal since the same denominator term is present. An additional denominator factor, \( 1+A_C \), also appears in the common-mode transfer function. However, in a well designed differential amplifier the magnitude of the common-mode gain will be less than one so that stability of this term is assured. Thus, the overall feedback arrangement used for the self-referenced first-generation receiver has the same stability considerations as an externally referenced design. This conclusion is borne out by both simulation and measurement. A detailed schematic of the first-stage TIA is given in Figure F.3.

The outputs of the self-referenced TIA may not, by themselves, be used to make a logic-value decision. An offset stage which follows the TIA shifts each of the two signal relative to each other in order to produce a logically complementary pair. The magnitude of the shift determines the decision level of the receiver. The outputs of this stage are further amplified before being combined into a single-ended direct-coupled FET logic (DCFL) logic signal.

A schematic of the offset stage is provided in Figure F.4. The circuit consists of a pair of DFET source followers and a current mirror. The sizing of the source-follower DFETs relative to the DFET which sets the reference current for the mirror result in one source follower having a slightly positive gate-to-source voltage and the other an equal but negative gate-to-source voltage (note that the reference current DFET has zero gate-to-source voltage). The two signal paths are kept nearly identical so that the bias variations and noise appear as common-mode signals.

The second and third gain stages are straightforward differential voltage amplifiers and are shown schematically in Figure F.5 and Figure F.6 respectively. The third stage is follows by a differential-to-single-ended conversion circuit. The resulting single-ended signal is passed through three DCFL inverters to sharpen the edge transitions before outputting a DCFL logic signal.

Note that the use of diode-connected DFET load devices in this circuit was eliminated in later design to achieve greater bias-point stability and better control of drain-lag. The latter issue arises because drain-
Figure F.3: Schematic of first generation optical receiver: first-stage TIA

Figure F.4: Schematic of first generation optical receiver: differential offset stage
lag effects both the load and driver devices, though the effect on the load device is opposite to the driver, i.e. the load impedance increases with the onset of drain lag. The results on the amplifier frequency response are interesting; it is possible to arrange for the high-frequency amplifier gain to be greater than the low frequency value.

**Figure F.5:** Schematic of first generation optical receiver: second gain stage
F.2 Optical Link Demonstration

An initial study of a fiber-based optical link was completed using the H-GaAs III transmit and receive electronics on MIT-OEIC-6 and is summarized in Figure F.7. The laser driver was a basic switched current mirror design and was discussed in Chapter 6. It occupies an area of 65 μm x 70 μm. In this demonstration, an external n-side-up oxide-confined 850 nm VCSEL was wire-bonded directly to the laser driver; simulations have shown that the short (~1 mm) bond wire does not significantly effect the transmitter performance. The VCSEL was of the same type detailed in Chapter 6. The laser driver and VCSEL together consumed less than 3 mW of power in the link tests conducted.

The VCSEL output was coupled into a 62.5 μm graded-index-core multimode-fiber. To prevent external-cavity effects on the VCSEL due to reflections from the fiber a separation of roughly 500 μm was maintained between the VCSEL and the fiber. The other end of the fiber was directly abutted to the receiver. The receiver circuit described above was used in conjunction with an integrated 40 μm x 40 μm MSM photodetector. This detector was implemented using the standard H-GaAs III process, as explained in Section 4.1. The entire receiver occupied 170 μm x 185 μm and consumed 7.2 mW of power.

This link was operated at 200 Mb/s with a bit error rate of 10^{-12} in response to a 2^{23}-1 pseudorandom bit sequence. Figure F.7(b) shows the corresponding output eye pattern. Given a valid logic swing at its input, the receiver generates a well-defined output logic level. Under these circumstances, the performance of the link is reflected primarily in the uncertainty in the timing of its output.

Figure F.7(b) understates the jitter due to the limited run-length of the pseudorandom bit sequence. More detailed experiments have shown the timing jitter of this link to be roughly 5 ns. This significant jitter is primarily the result of fluctuation in the backgate voltage of the receiver circuit in response to the applied optical signal. This backgate optical crosstalk is discussed in Section 3.5. As seen in the later receiver designs, the backgate problem is eliminated by the p-contacts and isolation structures provided by the H-GaAs IV process.

---

1. Measured with a Tektronix GigaBert700 on loan from the manufacturer.
Figure F.7: First generation optical link demonstration
The basic switched current mirror laser driver discussed in Chapter 6 and the receiver described in this appendix were used in a preliminary optical link demonstration. The experimental setup is summarized in (a) and an eye diagram of the receiver output operating at 200 Mb/s is shown in (b). This eye pattern was generated in response to a $2^{23}$-1-bit pseudorandom bit sequence and achieved a bit error rate of less than $10^{-12}$. 
The OPTOCHIP project, discussed in Chapter 3, sought to aid optical interconnect development by making fully-customized, monolithic, emitter-based OEICs available to system researchers. A complementary effort is being led by the Optoelectronic Industry Development Association (OIDA) and the Japan Optics Program (JOP). Under this initiative, modular components based on a variety of advanced research-grade technologies are being made available to research groups in the United States and Japan. OEICs featuring arrays of the MSM photodetectors and receivers studied in this thesis have been realized as part of the OIDA effort and will be described in this chapter.

G.1 General Considerations

Much of the OIDA effort has been oriented around 8x8 arrays of VCSELs (vertical cavity surface emitting lasers) being provided by one or more industrial participants. Due to the experimental nature of the MSM photodetectors and receivers, and more significantly by cost constraints, the initial receiver array designs were fixed at 4x4. With regard to the cost issue, the primary difficulty in scaling from a 4x4 to an 8x8 array lies in the escalation of die area to roughly 6.5 mm square. This large die area, > 40 mm², is needed to support the many bondpads consumed by the 64 ECL outputs--preferably differential--and the accompanying power and ground connections (at least one power and ground for every four ECL outputs). No other barrier to scaling the 4x4 receiver arrays to 8x8 versions is foreseen.

Two different 4x4 receiver array OEICs have been designed and fabricated on the Vitesse H-GaAs IV process through the MOSIS service. The first of these, MIT-OEIC-8, uses the low power receiver detailed in Chapter 7. Subsequent to its design, a change in the MOSIS fabrication schedule allowed the design of a second receiver array, MIT-OEIC-9. A new receiver circuit, found in Appendix H, was designed specifically for this application and addressed a number of the difficulties encountered in MIT-OEIC-8.

Both receiver arrays use the improved MSM photodetectors analyzed in Chapter 4. Specifically, they feature 75 μm diameter detectors with 2.1 μm finger spacings. The detectors are placed on a 250 μm x 250 μm pitch. The die used are 2.3 mm x 2.3 mm, though some die are slightly larger due to handling at MOSIS. The die are 27 mil (686 μm) thick.

Each of the sixteen MSM photodetectors on an array chip are coupled to an adjacent receiver circuit. Dedicated ECL outputs are provided for each of the sixteen receivers. The ECL output levels are referenced to the +2V supply and thus assume nominal low and high values of 0V and 1.2V. They must be terminated to ground (0 V) through a 50 Ω load.

Packaging, supply requirements, and board design guidelines

In-house testing of the array OIEC was carried out using a chip-on-board approach. The board used included four copper layers and was designed at McGill University to support a variety of receiver array applications [257]. Parts have been distributed by OIDA in both bare die and packaged form. Packaged parts made use of the gold-plated glass-wall flat-pack diagrammed in Figure G.1. This package, part number 5M34M-3 from Mini-Systems, Inc. (see figure for contact information), is designed for high speed digital and microwave applications. While the pad layout of the OEICs was designed around this package, other high speed packages may be used. Great attention must be paid to both package selection and board layout in order to successfully operate the components. For example, attempts at a preliminary tests using a 40-pin DIP package failed because the circuits would oscillate uncontrollably upon power-up due to the large parasitic inductances of the package leads. The die-attachment and wire bonding of the OIDA distributed chips was carried out by Micro Hybrids.  

This is a gold-plated glass-wall flat pack and is intended for high speed digital and microwave applications.

Figure G.1: Diagram of high speed package for use with MIT-OEIC-8 and MIT-OEIC-9

<table>
<thead>
<tr>
<th>MSI PART NUMBER</th>
<th>SUBSTRATE SIZE</th>
<th>GLASS FREE AREA</th>
<th>LEAD LENGTH</th>
<th>LEAD CENTERING</th>
<th>LEAD WIDTH</th>
<th>OVERALL HEIGHT</th>
<th>BASE TO LEAD</th>
<th>BASE THK.</th>
<th>NUMBER OF LEADS</th>
<th>BASE MATERIAL</th>
<th>GULLING OPTION</th>
<th>J-LEAD OPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>3a344-3</td>
<td>.165 x .225</td>
<td>.175 x .235</td>
<td>.258</td>
<td>.050</td>
<td>.017</td>
<td>.025</td>
<td>.030</td>
<td>.015</td>
<td>34</td>
<td>METAL</td>
<td>YES</td>
<td>NO</td>
</tr>
</tbody>
</table>

RECOMMENDED COMBINATION LID: LSM-5  
SUGGESTED LID DIMENSIONS IF PURCHASED ELSEWHERE: .490 X .350 X .010 THK.
Parts making use of the package of Figure G.1 employ down-bonds to the metallic base of the package for all ground connections. It is important that the base of the package be attached, with both a low electrical and thermal impedance, to the ground plane of the circuit board.

As described below, the array OEICs require +2V and +3.3V supplies in addition to a photodetector bias and a reference voltage. The MSM photodetector bias has been set to +5 V in testing the OEIC. Use of the +3.3 V supply for the MSM bias may be adequate, but this option has not been carefully studied.

It is critical that the ground and the +2V and +3.3V supplies be delivered to the IC with very low inductance. On the board that was used for testing, ground was made available on a dedicated plane and the two supplies were provided on an additional, split plane. Ideally, each of these would have a separate plane. Also, each of the ECL outputs will attempt to switch 22 mA in around 200 ps between the +2V supply and ground. As shown below, each set of eight ECL outputs is powered through three bondpads. In a simultaneous switching event, each of these three +2V connections will need to supply around 60 mA in this 200 ps time frame. This is a large current transient, and in addition to the dedicated supply plane, good bypassing is needed in order to minimize supply bounce. Careful attention must be paid to via inductances and the parasitic inductance of the bypass capacitors. The test boards used a parallel combination of a 0.1 μF ceramic (1206 surface mount) and a 10 μF tantalum (also 1206) capacitors placed on each of two connections to each of the supplies. This design was based on convenience; better bypassing arrangements are possible.1

G.2 Receiver Array “MIT-OEIC-8”

Basic design

MIT-OEIC-8 uses the low power receiver of Chapter 7. A layout plot of MIT-OEIC-8 is shown in Figure G.2, and the layout of one unit cell of the array is shown in Figure G.3. The pad identifiers noted in the figure are defined in Table G.1 and will be described shortly. A bonding diagram for MIT-OEIC-8 using the package of Figure G.1 is shown in Figure G.4. This bonding arrangement, which was used in the OIDA distributed parts, results in the pinout given in Table G.2.

---

Figure G.2: Layout plot of MIT-OEIC-8
The first of two 4x4 receiver arrays fabricated using the Vitesse H-GaAs IV VLSI MESFET process. The die is 2.3 mm x 2.3 mm and provides an ECL output for each of the sixteen optical inputs. The pad names are defined in Table G.1.
Figure G.3: Unit cell of the MIT-OEIC-8 receiver array
Each of the elements in the 4x4 receiver array includes a 75 μm diameter MSM photodetector, a receiver circuit with a DCFL (direct coupled FET logic) output, and a line driver to deliver the signal to the ECL output buffers along the top and bottom edges of the OEIC. A resistor, nominally 200 kΩ, is also used in each unit cell to set the reference current against which the photojournalist from the MSM is compared to determine the logic state of the output. The unit cells are arrayed on a pitch of 250 μm x 250 μm to form the array.

In Figure G.2, the ECL output drivers are located along the top and bottom of the chip and each set of eight has its own set of three supply and four ground pads. The ECL outputs operate from a +2 V supply. The remaining two sides of the chip provide power and bias connections for the 1 mm x 1 mm core receiver array located near the center of the chip. The core requires both +2V and +3.3V supplies.

The 200 kΩ resistor sets the reference current into the receiver circuit based on the voltage applied to the REF pad of the chip. Note that this resistor was laid out so as to fill the available space. A minimum-area 200 kΩ would occupy the same area as the 75 μm diameter MSM photodetector.

The unit cell also contains a line driver needed to deliver the DCFL (direct-coupled FET logic) output of the receiver to the ECL output drivers at the perimeter of the chip. The line driver is a “squirt-buffer”
The interconnect between the line driver and the ECL output driver has roughly 160 fF of capacitance and 30 Ω of resistance. In simulations, this line was modeled as a ten-segment RC ladder, although simply using a lumped capacitor results in only a small error in delay. The need for a line driver negatively impacts the design of the receiver array because of the large (∼5 mA) current transients it generated in order to drive the capacitive load. In order to avoid coupling noise into the sensitive receivers, the line drivers must be maintained on separate power and ground connections.

This further complicates the already difficult task of routing power into the array core—a total of seven supply lines must be routed into the core including +2V and GND to the line drivers, +2V, +3.3V, and GND to the receivers, and the MSM and REF bias voltages.

**Pin descriptions**

**GND, GND(L), and GND(D):** These are the ground connections to the receivers, line drivers, and ECL outputs drivers, respectively.

<table>
<thead>
<tr>
<th>Pad</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-16</td>
<td>ECL Outputs</td>
</tr>
<tr>
<td>VCC</td>
<td>+2 V Supply to receiver circuits</td>
</tr>
<tr>
<td>VDD</td>
<td>+3.3 V Supply to receiver circuits</td>
</tr>
<tr>
<td>GND</td>
<td>Ground for receiver circuits</td>
</tr>
<tr>
<td>MSM</td>
<td>+5 V Bias for MSM photodetectors</td>
</tr>
<tr>
<td>REF</td>
<td>Bias voltage to set logic threshold</td>
</tr>
<tr>
<td>VCC(L)</td>
<td>+2 V Supply for line drivers</td>
</tr>
<tr>
<td>GND(L)</td>
<td>Ground for line drivers</td>
</tr>
<tr>
<td>VCC(D)</td>
<td>+2 V Supply for ECL outputs</td>
</tr>
<tr>
<td>GND(D)</td>
<td>Ground for ECL outputs</td>
</tr>
</tbody>
</table>

*Table G.1: Pad definitions for MIT-OEIC-8*
Figure G.4: Bonding diagram for MIT-OEIC-8

MIT-OEIC-8 is shown wire-bonded in the package of Figure G.1. All ground connections are made as down-bonds (D.B.) to the metallic base of the package.
<table>
<thead>
<tr>
<th>Pin</th>
<th>Function</th>
<th>Pin</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>GND, GND(L), GND(D)</td>
<td>18</td>
<td>VCC</td>
</tr>
<tr>
<td>1</td>
<td>VCC</td>
<td>19</td>
<td>VCC(L)</td>
</tr>
<tr>
<td>2</td>
<td>VCC(L)</td>
<td>20</td>
<td>REF</td>
</tr>
<tr>
<td>3</td>
<td>REF</td>
<td>21</td>
<td>VCC(D)</td>
</tr>
<tr>
<td>4</td>
<td>VCC(D)</td>
<td>22</td>
<td>Output 4</td>
</tr>
<tr>
<td>5</td>
<td>Output 13</td>
<td>23</td>
<td>Output 8</td>
</tr>
<tr>
<td>6</td>
<td>Output 9</td>
<td>24</td>
<td>Output 3</td>
</tr>
<tr>
<td>7</td>
<td>Output 14</td>
<td>25</td>
<td>Output 7</td>
</tr>
<tr>
<td>8</td>
<td>Output 10</td>
<td>26</td>
<td>VCC(D)</td>
</tr>
<tr>
<td>9</td>
<td>VCC(D)</td>
<td>27</td>
<td>Output 6</td>
</tr>
<tr>
<td>10</td>
<td>Output 11</td>
<td>28</td>
<td>Output 2</td>
</tr>
<tr>
<td>11</td>
<td>Output 15</td>
<td>29</td>
<td>Output 5</td>
</tr>
<tr>
<td>12</td>
<td>Output 12</td>
<td>30</td>
<td>Output 1</td>
</tr>
<tr>
<td>13</td>
<td>Output 16</td>
<td>31</td>
<td>VCC(D)</td>
</tr>
<tr>
<td>14</td>
<td>VCC(D)</td>
<td>32</td>
<td>MSM</td>
</tr>
<tr>
<td>15</td>
<td>MSM</td>
<td>33</td>
<td>VCC(L)</td>
</tr>
<tr>
<td>16</td>
<td>VCC(L)</td>
<td>34</td>
<td>VDD</td>
</tr>
<tr>
<td>17</td>
<td>VDD</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table G.2:** Pinout for packaged MIT-OEIC-8
**VCC, VCC(L), and VCC(D):** These are the +2.0 V supply to the receiver electronics, line drivers, and ECL output drivers, respectively. Note that the ECL outputs are operating from 0 V to 2 V rather than from -2 V to 0 V. The output low and high values are thus nominally 0 V and 1.2 V. With the outputs open (not terminated), the current into VCC(D) should be 300 mA. With the ECL outputs terminated to GND through 50 Ω, the current into VCC will increase by ~22 mA for each high output.

**VDD:** This is the +3.3 V supply to the receiver electronics.

**MSM:** This is the bias to the MSM photodetectors. This supply should be operated at 5.0 V. Operating at 3.3 V may be possible, but has not been carefully studied. This supply should not require a separate plane of copper, but good bypassing practices should still be followed.

**REF:** This is a reference voltage which sets the threshold level against which the optical input is compared to determine its logical state. The layout of this supply should follow similar guidelines as for the MSM supply. Selection of the REF bias voltage is described below.

**Outputs (1-16):** The sixteen pixels are numbered on the layout plot Figure G.6 (left-to-right and top-to-bottom). These are ECL outputs. They must be terminated to ground through 50 ohms at the load (e.g. they may be plugged directly into the 50 Ω input of a high speed scope or into an in-line 50 Ω termination when using a high-impedance scope input). The outputs should swing from ~0 V to ~1.2 V. The receivers are non-inverting, that is, the outputs should be low (~0 V) with no optical input is applied, and should be high (~1.2 V) when an optical input exceeding the threshold value is applied.

**Operating procedure**

This procedure assumes the IC is in a test environment where each output may be connected individually.

1) Power up VDD. Raise VDD up to 3.3 V and make sure that the current into this supply goes up to ~10 mA.

2) Power up VCC. It is assumed here that all three VCCs are ultimately connected to a common supply. The current drawn from this supply will be dominated the ECL output drivers through VCC(D). With the outputs left disconnected, raise the VCC's to 2.0 V and make sure that the current into this supply goes up to ~500 mA. The outputs may now be re-attached, i.e. terminated. Once correct operation of the OEIC has been confirmed, the circuit may be powered up with the outputs terminated. In this case, the current into VCC will increase by 22 mA for each high output.
3) Raise MSM to 5.0 V.

4) With no supply attached to REF, look at the voltage at this node with a volt meter. The voltage at this node should be 1.2-1.5 V. With no optical input applied to a photodetector, the corresponding output should be a low. On a properly terminated output, upon powering up the chip, a typical output will generate ~1 V instead of a valid low (~0 V). There appears to be a "bistability", still unexplained, in the way the reference functions. This behavior is common to both MIT-OEIC-8 and MIT-OEIC-9, but is not observed on isolated receivers of the type used in MIT-OEIC-8. To obtain the correct output functionality, raise REF to a few volts (up to ~6.5 V). The output should snap to a logic high voltage. REF may now be lowered to the desired reference value. But, if REF reduced below ~1 V, the outputs will return to the undefined state and the procedure to set REF must be repeated.

The reliability of these OEICs, when biased above 5 V, has not been studied. Commercial parts in the H-GaAs IV technology are operated at up to 5 V.

**Operating characteristics**

A typical static input-output curve and eye pattern are shown in Figure G.5. With the exception of the REF bistability issue, the characteristics of receivers in the array are similar to the isolated receiver tested in Chapter 7. In that case, the detector efficiency was found to be 0.23 A/W at 850 nm. The decision level could be varied from 20 µW to 120 µW as REF was varied from 1 V to 6 V (reference current of the receiver was varied from 4 µA to 27 µA). The receiver was usable up to around 500 MB/s, and was limited by the photodetector.
Figure G.5: Typical characteristics from MIT-OEIC-8
(a) Measured time-average output voltage as a function of 850 nm input optical power for REF=4.5 V. (b) Output eye pattern. A 400 Mb/s 2^23.1 bit pseudorandom bit sequence was used to modulate an 850 nm VCSEL. The reference was set to REF=5.11 V. The laser driver of Chapter 6 was used to modulate the VCSEL (V_{off}=0.7 V, V_{swg}=1.5 V). The poor ECL output waveforms are due to the packaging used in testing the array.
G.3 Receiver Array “MIT-OEIC-9”

Basic design

MIT-OEIC-9 uses the array-oriented receiver of Appendix H. While the receivers used in MIT-OEIC-8 were intended for general use in dense optical interconnect applications, the current design is geared specifically for the receiver array. Accordingly, the power consumption and area constraints were lifted. The receiver was designed to operate from a single 3.3 V supply in order to reduce supply distribution in the receiver core, and the need for line drivers was eliminated in order to reduce noise generation and further simplify supply distribution.

A layout plot of MIT-OEIC-9 is shown in Figure G.6. The pad identifiers noted in the figure are defined in Table G.3 and will be described shortly. As with MIT-OEIC-8, the ECL output drivers are located along the top and bottom of the chip and each set of eight has its own set of three supply and four ground pads. The remaining two sides of the chip provide the power and bias connections for the 1 mm x 1 mm core receiver array located near the center of the chip and for the remaining receiver circuitry located

<table>
<thead>
<tr>
<th>Pad</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-16</td>
<td>ECL Outputs</td>
</tr>
<tr>
<td>VDD</td>
<td>+3.3 V Supply to receiver circuits</td>
</tr>
<tr>
<td>GND</td>
<td>Ground for receiver circuits</td>
</tr>
<tr>
<td>MSM</td>
<td>+5 V Bias for MSM photodetectors</td>
</tr>
<tr>
<td>REF</td>
<td>Bias voltage to set logic threshold</td>
</tr>
<tr>
<td>VCC(D)</td>
<td>+2 V Supply for ECL outputs</td>
</tr>
<tr>
<td>GND(D)</td>
<td>Ground for ECL outputs</td>
</tr>
</tbody>
</table>

Table G.3: Pad definitions for MIT-OEIC-9
Figure G.6: Layout plot of MIT-OEIC-9
The second of two 4x4 receiver arrays fabricate using the Vitesse H-GaAs IV VLSI MESFET process. The die is 2.3 mm x 2.3 mm and provides an ECL output for each of the sixteen optical inputs. The pad names are defined in Table G.3.
adjacent to the ECL output drivers. The core uses a single +3.3 V supply in addition the MSM bias and a reference voltage. The ECL outputs require a +2 V supply.

The layout of one unit cell of the array is shown in Figure G.3. The 200 kΩ resistor sets the reference current into the receiver circuit based on the voltage applied to the REF pad of the chip. Note that this resistor was laid out to fill the available space. A minimum-sized 200 kΩ would occupy the same area as the 75 µm diameter MSM photodetector.

A bonding diagram for MIT-OEIC-9 using the selected package, Figure G.1, is shown in Figure G.8. This bonding arrangement results in the pinout given in Table G.4.

**Pin descriptions**

**GND and GND(D):** These are the ground connections to the core and to the ECL outputs drivers, respectively.

**VDD:** This is the +3.3 V supply to the receiver electronics. VDD should draw around 100 mA at +3.3 V.

**VCC(D):** This is a +2 V supply to the ECL outputs along the top and bottom of the chip. Note that the ECL outputs are operating from 0 V to 2 V rather than -2 V to 0 V. The output low and high values are thus nominally 0 V and 1.2 V. With the outputs open (not terminated), the current into VCC should be 300 mA. With the ECL outputs terminated to GND through 50 Ω, the current into VCC will increase by ~22 mA for each high output.

**MSM:** This is the bias to the MSM photodetectors. This supply should be operated at 5.0 V. Operating at 3.3 V may be possible, but has not been carefully studied. This supply should not require a separate plane of copper, but good bypassing practices should still be followed.

**REF:** This is a reference voltage which sets the threshold level against which the optical input is compared to determine its logical state. The layout of this supply should follow similar guidelines as for the MSM supply. Selection of the REF bias voltage is described below.

**Outputs (1-16):** The sixteen pixels are numbered on the layout plot Figure G.6 (left-to-right and top-to-bottom). These are ECL outputs. They must be terminated to ground through 50 ohms at the load (e.g. they may be plugged directly into the 50 Ω input of a high speed scope or into an in-line 50 Ω termination when using a high-impedance scope input). The outputs should swing from -0 V to ~1.2 V. The receivers
Figure G.7: Unit cell of MIT-OEIC-9 receiver array
(a) is the 250 μm x 250 μm unit cell used in the MIT-OEIC-9 receiver array core. It includes a 75 μm diameter MSM photodetector and a 200 kΩ resistor used to set the reference current into the receiver. The first two stages and half of the third stage of the receiver are also in the core unit cell. The latter, a transconductance amplifier, drives a differential current-mode signal across the die to the remainder of the receiver circuit, (b), located along the top and bottom of the OEIC, adjacent to the corresponding ECL output buffers.
Figure G.8: Bonding diagram for MIT-OEIC-9
MIT-OEIC-9 is shown wire-bonded in the package of Figure G.1. All ground connections are made as down-bonds (D.B.) to the metallic base of the package. N/C indicates that a pad is not connected when using this package.
<table>
<thead>
<tr>
<th>Pin</th>
<th>Function</th>
<th>Pin</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>GND, GND(D)</td>
<td>18</td>
<td>MSM</td>
</tr>
<tr>
<td>1</td>
<td>MSM</td>
<td>19</td>
<td>VDD</td>
</tr>
<tr>
<td>2</td>
<td>VDD</td>
<td>20</td>
<td>REF</td>
</tr>
<tr>
<td>3</td>
<td>REEF</td>
<td>21</td>
<td>VCC(D)</td>
</tr>
<tr>
<td>4</td>
<td>VCC(D)</td>
<td>22</td>
<td>Output 4</td>
</tr>
<tr>
<td>5</td>
<td>Output 13</td>
<td>23</td>
<td>Output 8</td>
</tr>
<tr>
<td>6</td>
<td>Output 9</td>
<td>24</td>
<td>Output 3</td>
</tr>
<tr>
<td>7</td>
<td>Output 14</td>
<td>25</td>
<td>Output 7</td>
</tr>
<tr>
<td>8</td>
<td>Output 10</td>
<td>26</td>
<td>VCC(D)</td>
</tr>
<tr>
<td>9</td>
<td>VCC(D)</td>
<td>27</td>
<td>Output 6</td>
</tr>
<tr>
<td>10</td>
<td>Output 11</td>
<td>28</td>
<td>Output 2</td>
</tr>
<tr>
<td>11</td>
<td>Output 15</td>
<td>29</td>
<td>Output 5</td>
</tr>
<tr>
<td>12</td>
<td>Output 12</td>
<td>30</td>
<td>Output 1</td>
</tr>
<tr>
<td>13</td>
<td>Output 16</td>
<td>31</td>
<td>VCC(D)</td>
</tr>
<tr>
<td>14</td>
<td>VCC(D)</td>
<td>32</td>
<td>VDD</td>
</tr>
<tr>
<td>15</td>
<td>VDD</td>
<td>33</td>
<td>MSM</td>
</tr>
<tr>
<td>16</td>
<td>MSM</td>
<td>34</td>
<td>VDD</td>
</tr>
<tr>
<td>17</td>
<td>VDD</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table G.4**: Pinout for packaged MIT-OEIC-9
are non-inverting, that is, the outputs should be low (~0 V) with no optical input is applied, and should be high (~1.2 V) when an optical input exceeding the threshold value is applied.

**Operating procedure**

This procedure assumes the IC is in a test environment where each output may be connected individually.

1) Power up VDD. Raise VDD up to 3.3 V and make sure that the current into this supply goes up to 100 mA.

2) Power up VCC. With the outputs left disconnected, raise VCC to 2.0 V and make sure that the current into this supply goes up to 300 mA. The outputs may now be re-attached, i.e. terminated. Once correct operation of the OEIC has been confirmed, the circuit may be powered up with the outputs terminated. In this case, the current into VCC will increase by 22 mA for each high output.

3) Raise MSM to 5.0 V.

4) With no supply attached to REF, measure the voltage at this node with a volt meter. The voltage at this node should be 1.2-1.5 V. With no optical input applied to a photodetector, the corresponding output should be a low. On a properly terminated output, upon powering up the chip, a typical output will generate ~1 V instead of a valid low (~0 V). There appears to be a "bistability", still unexplained, in the way the reference functions. This behavior is common to both MIT-OEIC-8 and MIT-OEIC-9, but is not observed on isolated receivers of the type used in MIT-OEIC-8. To obtain the correct output functionality, raise REF to ~6.5 V. Just before reaching 6.5 V, the output should drop to a low voltage. REF may now be lowered to a desired reference value. But, if REF reduced below ~3 V, the outputs will return to the undefined state and the procedure to set REF must be repeated.

The reliability of these OEICs, when biased above 5 V, has not been studied. Commercial parts in the H-GaAs IV technology are operated at up to 5 V.

**Threshold and sensitivity**

The value of REF sets the threshold optical power level, \( P_{th} \), against which the input signal is compared to determine the output. Input powers below \( P_{th} \) produce a low output while inputs above \( P_{th} \) yield a high. A family of curves showing the ECL output as a function of the 850 nm optical input power for various REF values is shown in Figure G.9. Notice that in each curve, the output rises sharply, then rises more
gradually over a range of input powers, then again abruptly completes its transition. As may be observed on an oscilloscope, within the central region of the transition the ECL output is switching rapidly between its high and low values in response to noise. The curves in Figure G.9, on the other hand, indicate the time averaged value of the output as a function of input power. The width of this transition region, \( \Delta P \), may thus be taken as an indication of the sensitivity of the receiver, while the midpoint of this region is defined as \( P_{th} \). Note, however, that the sensitivity derived in this manner is directly applicable in the steady state, whereas larger peak-to-peak swings may be needed to produce valid logic output levels at higher speeds.
and in the presence of possible inter-symbol interference effects. Also, measurements made subsequent to those of Figure G.9 have shown that these transition curves are dominated by the noise level of the optical source in use at the time. The intrinsic steady-state sensitivity of the receiver is believed to substantially better than indicated by the data here.

Table G.5 summarizes \( P_{th} \) and \( \Delta P \) parameters based on the curves of Figure G.9 and gives the simultaneously measured value of \( I_{REF} \), the current into REF. \( I_{REF} \) and \( P_{th} \) are plotted in Figure G.10. A number of observations may be made based on this set of data: With the mean value of \( \Delta P \) being 22 \( \mu \)W, the power incident on the MSM detector must exceed the specified \( P_{th} \) value by 11 \( \mu \)W in order to produce an output high. That is, the optical signal must have a 22 \( \mu \)W peak-to-peak swing centered around \( P_{th} \). Furthermore, the efficiency of the MSM photodetectors under the applied bias conditions (MSM=5 \( \text{V} \)) may be estimated by noting the ratio of the change in \( I_{REF} \) per receiver with respect to the change in \( P_{th} \). This yields a value of 0.15 \( \text{A}/\text{W} \) or a quantum efficiency of 21%. These values are in line with direct measurements made in Chapter 4. Based on this efficiency, the 22 \( \mu \)W sensitivity translates into a sensitivity of 3 \( \mu \text{A} \) at the receiver input. As in Chapter 7, this sensitivity measurement is believed to be limited by noise in the opt-

<table>
<thead>
<tr>
<th>( \text{REF} (\text{V}) )</th>
<th>( I_{REF} (\mu \text{A}) )</th>
<th>( P_{TH} (\mu \text{W}) )</th>
<th>( \Delta P (\mu \text{W}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>168</td>
<td>90</td>
<td>22</td>
</tr>
<tr>
<td>3.5</td>
<td>204</td>
<td>105</td>
<td>20</td>
</tr>
<tr>
<td>4.0</td>
<td>239</td>
<td>119</td>
<td>20</td>
</tr>
<tr>
<td>4.5</td>
<td>275</td>
<td>135</td>
<td>17</td>
</tr>
<tr>
<td>5.0</td>
<td>310</td>
<td>148</td>
<td>20</td>
</tr>
<tr>
<td>5.5</td>
<td>344</td>
<td>163</td>
<td>20</td>
</tr>
<tr>
<td>6.0</td>
<td>378</td>
<td>177</td>
<td>26</td>
</tr>
<tr>
<td>6.5</td>
<td>412</td>
<td>195</td>
<td>27</td>
</tr>
</tbody>
</table>

Table G.5: Summary of parameters extracted from Figure G.9

\( P_{th} \) is the optical input power at the midpoint of the output transition. \( \Delta P \) is the range of input power over which the transition occurs. \( I_{REF} \) is the current into the REF terminal.
Figure G.10: Plots of $P_{th}$ and $I_{REF}$ vs. the REF voltage

Data of Table G.5 are plotted. The per-receiver change in $I_{REF}$ divided by the corresponding change in $P_{th}$ gives the MSM photodetector efficiency, measured at 850 nm, as 0.15 A/W, or 21%. The slope of $I_{REF}$ vs. REF gives the resistance of the parallel combination of the reference resistors in each receiver. The resulting individual resistance value is 230 kΩ.
cal signal, and is not the intrinsic static sensitivity of the receiver. Finally, the number of receivers times the slope of $I_{\text{REF}}$ vs. REF gives the average value of the resistors used within each unit cell (Figure G.7) to set the reference current into the receiver. This value, 230 kΩ, is 15% larger than the 200 kΩ design target and is thus within the 20% resistor value tolerance of the Vitesse process.

**High speed characteristics**

MIT-OEIC-9 was deployed within a parallel optical link demonstration at McGill university by Maj, et. al. [24,25]. The link setup is shown in Figure G.11. Up to 10 outputs from an 8X8 VCSEL array provided by MODE were coupled into a fiber image guide made by Schott Optical Fibers. These signals were imaged onto 10 inputs of the MIT-OEIC-9 receiver array. The eye patterns from four out of the ten signals, operating at 250 Mb/s per channel, is shown in Figure G.12. Parallel operation of the link was limited to 250 Mb/s/ch due to crosstalk within the transmitter.

Single channel measurements were also made to further test the receiver. Transmission of a clock at 600 MHz and 1 GHz are is shown in Figure G.13. Data transmission at data rates of 500, 650, 700, and 750 Mb/s is shown in Figure G.14. For reference Figure G.15, shows the input optical signal at 1 Gb/s. The fidelity of the receiver is seen to degrade above 500 Mb/s. Based on the results of Chapter 4 and Chapter 7, this limitation is believed to be due to an excessive MSM photodetector capacitance. Alteration of the detector structure may allow operation of the receiver at up to its designed speed of 1 Gb/s.

**Power dissipation**

The sixteen receiver circuits draw a total of 100 mA at 3.3 V leading to a power dissipation of 330 mW. With the outputs disconnected, the ECL drivers draw 300 mA at 2 V. This adds 600 mW to the on chip power dissipation. Each terminated high-state output draws an additional 22 mA. In the worst case, this equals a total of 352 mA across 0.8 V of on-chip voltage drop (the remaining 1.2 V is dropped external to the chip). This adds 282 mW of on-chip power dissipation in the worst case. The total worst-case on-chip power dissipation is thus 1.2 W.
Figure G.11: Optical link demonstration using MIT-OEIC-9
In this demonstrated carried out at McGill university [24,25], ten elements of an 8x8 VCSEL array from MODE are coupled into a fiber image guide from Schott Optical Fibers. The transmitted optical spots are imaged onto an MIT-OEIC-9 receiver array and the ECL outputs were observed.
Figure G.12: Parallel data transmission using MIT-OEIC-9
Eye patterns from four out of the ten optical channels being exercised at 250 Mb/s/channel.
Figure G.13: Transmission of clock signals using MIT-OEIC-9
Output of a single receiver on MIT-OEIC-9 in response input optical clock signals at 500 MHz and 1 GHz.
Figure G.14: Single-channel data transmission using MIT-OEIC-9
Eye patterns from a single receiver on MIT-OEIC-9 operated at 500, 650, 700, and 750 Mb/s.
Figure G.15: Eye pattern at 1 Gb/s from optical source used to test MIT-OEIC-9 at McGill University.
The receiver output eye patterns shown in Figure G.14 were produces using this optical source.
A Fully-Differential Array Receiver

The general principles applied in the design of the low power digital optical interconnect receiver used in the MIT-OEIC-8 array chip were reviewed in Chapter 7. The same principles were applied in the design of the receiver used in the MIT-OEIC-9 array chip. Appendix G discusses the array chip, the physical design of the receiver, and its measured performance. This appendix examines the design of the receiver circuit.

While the receiver design of Chapter 7 was intended for general use in dense optical interconnect applications, the current design is geared specifically for the receiver array. Accordingly, the power consumption and area constraints were relaxed. The typical simulate power dissipation of this circuit is 23 mW (the Chapter 7 design dissipated 4.5 mW). The receiver was designed to operate from a single 3.3 V supply in order to simplify supply distribution in the receiver core. The need for separate line drivers was eliminated in order to reduce noise generation and further simplify supply distribution.

The receiver circuit is shown in block form in Figure H.1 and schematically in Figure H.2, Figure H.3, and Figure H.4. To maximize supply noise immunity, this receiver uses a fully-differential design. The first-stage transimpedance amplifier and second-stage voltage amplifier are followed by cascaded transconductance and a transimpedance amplifiers. This cascade combination is known as a Cherry-Hooper amplifier [258], but in the implementation used here, it is distributed between the receiver array core and the OEIC periphery in order to eliminate the need for a line driver.

The interconnects joining the receiver core the periphery are implemented in minimum-width metal-2, are around 1 mm in length, and have roughly 160 fF of capacitance and 30 Ω of series resistance. Compare-
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Figure H.1: Block representation of fully-differential receiver
Block representation of the fully differential optical receiver detailed in Figure H.2, Figure H.3, and Figure H.4. The first-stage transimpedance amplifier and second-stage voltage amplifier are followed by the cascade of a transconductance and a transimpedance amplifier. This cascade combination is known as a Cherry-Hooper amplifier [258], but in the implementation used here, it is distributed between the receiver array core and the OEIC periphery in order to eliminate the need for a line driver.

ison of simulations in which the interconnect was modeled by a ten stage R-C ladder with those in which only a lumped capacitance was used indicate that the effects of the capacitance are dominant. A current mode signal is used in the across-die interconnect. By reducing the impedance of the node on which the interconnect capacitance appears, the transconductance-transimpedance cascade reduces the time constant on this node and thus the effect of the capacitance.

H.1 Simulation Results

Static simulations

A simulation of the static characteristics of the receiver is shown in Figure H.5. An important feature to observe in this plot is the clamping on nodes 400 and 401. These are the input nodes of the transimpedance amplifier used in the distributed Cherry-Hooper amplifier. $V_{400}$ and $V_{401}$ are clamped relative to each other by the diode-connected EFETs E432 and E433. It is important that these signals be hard limited before the outputs of the TIA, $V_{500}$ and $V_{501}$, reach their hard limit (which is set by the upper supply). If the TIA were permitted to hard limit, its input impedance would become large since the voltage amplifier would no longer provide gain. This would cause the amplitude of $V_{400}$ and $V_{401}$ and the time constant on
nodes 400 and 401 to become large, and recovery to the desired mode of operation (small amplitudes and time constants on nodes 400 and 401) would be slow.

**Small-signal AC simulations**

A small signal frequency response simulation is shown in Figure H.6. There are a number of notable features, including a small amount of peaking on the TIA response ($V_{200}$ and $V_{201}$). Although a single gain stage is used to construct the TIA, the phase lag through the source follower reduces the phase margin to the point where this peaking is observed. This level of peaking is not problematic, and in fact, it is beneficial to the receiver performance since it reduces the TIA output rise/fall time and delay.
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Figure H.3: Schematic of fully-differential receiver; second stage voltage amplifier
Second stage of the fully differential array receiver used in MIT-OEIC-9. The output of this voltage gain stage is clamped by the EFET diodes E240 and E241 to prevent a large input from taking D200/D201 out of saturation.

As explained in Appendix E, the use of feedback in the TIA controls the effects of drain lag on $V_{200}$ and $V_{201}$. To reduce drain lag effects on $V_{300}$ and $V_{301}$, the second stage amplifier uses an active cascode topology. The high frequency gain on these nodes is around 1 dB lower than the low frequency value.

If the TIA in the Cherry-Hooper cascade had an ideal, zero input impedance, there would be no voltage response on nodes 400 and 401. Because of the low voltage gain of the last stage, however, the TIA input impedance is not low enough to achieve this ideal. The voltage gain from nodes 300/301 to nodes 400/401 is, however, fairly small (~5 dB). The low voltage gain leads to relatively little drain lag effect in the voltage response on nodes 400 and 401. However, the last stage voltage amplifier, although it includes active
The transconductance stage in the lower portion of the schematic drives a differential current mode signal across the die into the low impedance inputs of the transimpedance amplified in the upper portion of the schematic. The balanced outputs of this stage are then converted to a DCFL logic signal.
Figure H.5: Simulation of fully-differential receiver: static characteristics
The MSM and REF input currents were swept differentially. The output was loaded by a DCFL inverter.
Figure H.6: Simulation of fully-differential receiver: frequency response
The MSM and REF inputs were loaded by 100 fF capacitors and small-signal AC current sources of opposite polarity were applied to each. The magnitude of the voltage response on the indicated nodes are plotted above in dBΩ.
cascode structure, does not adequately control drain lag. The high frequency gain on nodes 500 and 501 is around 3 dB lower than the low frequency gain. As a TIA, the last stage drain lag effect would be small if its input was an ideal current source. But, the gain variations in the last stage appear as input impedance variations. The current-mode signal arriving at the last stage thus suffers from drain lag rather than the voltage signal. More careful design of the cascode stages on the last stage amplifier would be effective in reducing the drain lag seen in Figure H.6. However, the transient simulation shown below indicates that the drain lag effect is already adequately controlled.

**Transient simulations**

The results of a transient simulation of the receiver are plotted in Figure H.7. In this simulation, the MSM and REF inputs were loaded by 100 fF capacitors and current sources of opposite polarity switching between plus and minus 6 μA in 200 ps were applied to each. The output was loaded by a DCFL inverter. High and low pulse durations in this simulation were set to 50 ns in order to allow drain lag effects to be observed. An extended response tail associated with drain lag appears on V_{300} and V_{301} and may result in some amount of ISI-related jitter.

The input amplitude in the simulation of Figure H.7, which is equivalent to a 12 μA peak-to-peak single-ended input, has been selected to strongly clamp V_{400} and V_{401}. An extended response tail is observed in these signals, however, it is the common-mode component of these signals which exhibits this response. The differential mode signal, which are of primary importance to the following differential stage, does not show a significant extended response tail at this level of clamping and beyond. For smaller amplitudes, the differential-mode signal also exhibits a long response tail. The long response may be carried over partly from V_{300} and V_{301}, but also depends on the symmetric nature of the clamping on nodes 400 and 401 (see Figure H.5). The important practical observation is that for single-ended input amplitudes of at least 12 μA, no significant drain-lag effect is expected on nodes 400 and 401 or on nodes 500 and 501.

Hard limiting of the signal on node 511 is also used to avoid drain lag problems. The input amplitude needed to adequately hard-limit nodes 400 and 401 exceeds that needed to hard-limit node 511.

A transient simulation carried out on a shorter time scale is reported in Figure H.8. Here the input waveform features 2 ns high and low durations. All rise/fall times are below 500 ps, and the delay from input to output is around 600 ps.
Figure H.7: Simulation of fully-differential receiver: long duration transient response

The MSM and REF inputs were loaded by 100 fF capacitors and current sources of opposite polarity switching between plus and minus 6 µA in 200 ps were applied to each. The output was loaded by a DCFL inverter. The initial 20 ns of the simulation does not represent a valid input condition and was constructed for simulation convenience.
Figure H.8: Simulation of fully-differential receiver: short duration transient response
The MSM and REF inputs were loaded by 100 fF capacitors and current sources of opposite polarity switching between plus and minus 6 μA in 200 ps were applied to each. The output was loaded by a DCFL inverter. The initial 1 ns of the simulation does not represent a valid input condition and was constructed for simulation convenience.
**H.1 Simulation Results**

**Supply noise simulations**

The simulated frequency response of various nodes of the receiver to small-signal variation in the 3.3 V supply are shown in Figure H.9. The use of a differential topology is effective in preventing the noise that is coupled into the early stages from being amplified and fed forward as would be expected in a single-ended design. The noise reaching node 511, which is the input to the final comparator (DCFL inverter) of this receiver, originates mainly at nodes 500 and 501. These noise signals appear symmetrically on nodes 500 and 501 and is largely rejected by the differential-to-single-ended conversion circuit.

It is worthwhile comparing the supply response of nodes 500, 501, and 511 of this receiver with the corresponding nodes 400, 401, and 411 of the receiver presented in Chapter 7. In the former case, the last gain stage biasing circuit was designed to maintain constant bias voltages in spite of supply voltage variations. This was accomplished by matching the biasing resistor on the current mirror with the differential-pair load resistors and using a diode chain in series with the biasing resistor to set the bias voltage. This was successful in reducing the response on nodes 400 and 401 to -9 dB (see Figure 7.17) below 100 kHz, but above this frequency the biasing circuit did not track the supply variations and the response on nodes 400 and 401 rose to -1.5 dB. By contrast, the present circuit does not use a matched basing resistor or a diode chain. As a result, response on nodes 500 and 501 is largely flat at -2 dB.

On the other hand, the differential-to-single-ended conversion circuit of the present receiver design appears to be superior in terms of its common-mode signal rejection. It suppresses the response on node 511 to around 20 dB below that on nodes 500 and 501 while the corresponding circuit of the Chapter 7 design provides around 10 dB less rejection. Thus, the receiver shown here has better supply rejection on node 511 even though more noise appears on nodes 500 and 501. The primary difference in the two conversion circuits is the use of EFET source followers in the present circuit rather than DFETs in the Chapter 7 design. The DFETs give better matching of the $V_{411}$ bias voltage with the DCFL trip point and thus help to reduce static delay variation, but the present circuit makes up for reduced bias-point tracking with higher gain and sharper signal transitions.

The simulated transient response of the receiver to a step variations in the supply is shown in Figure H.10. A 100 mV step in the supply, switched in 10 ps, is seen to result in around 14 mV transients in $V_{511}$. This is around one-half the corresponding result of the Chapter 7 receiver which responded with 30 mV transients under the same test conditions.
Figure H.9: Simulation of fully-differential receiver: supply frequency response
A small signal AC voltage source was superimposed on the 3.3 V supply. The MSM and REF inputs were loaded by 100 fF capacitors. The magnitude of the voltage response on various nodes is plotted above.
**Figure H.10:** Simulation of fully-differential receiver: supply transient response
The supply voltage was stepped between 3.3 V and 3.4 V in 10 ps. The MSM and REF inputs were loaded by 100 fF capacitors. The output was loaded by a DCFL inverter.
H.2 Conclusion

This appendix has presented the design and simulation results of a fully-differential digital optical receiver used in the MIT-OEIC-9 receiver array OEIC. Experimental results are found in Appendix G. This receiver dissipates 23 mW, as compared to 4.5 mW in the case of the receiver presented in Chapter 7, while the performance of the two designs is largely similar. Both are designed for operation at 1 Gb/s, and the present design has a dynamic sensitivity, limited by hard-limiting requirements, of 12 μA peak-to-peak as compared to 16 μA for that in Chapter 7. A key feature of this design, however, is the use of a distributed Cherry-Hooper amplifier to eliminate the need for line drivers within the receiver array core. The larger high-frequency gain of this receiver, 112 dBΩ rather than 92 dBΩ, translates into sharper transition on hard-limited signal nodes and thus leads to reduced static delay variations. This fact, in turn, allows the use of a differential-to-single-ended conversion circuit with improved common-mode signal and supply rejection. However, the bulk of the power increase in the present case is due to the fully-differential topology which, by itself, does not provide a significant improvement over the use of symmetric single-ended stages in the Chapter 7 design. Future receiver designs may benefit by incorporating elements from each of these circuits.
A Clocked Optical Receiver

The digital optical interconnect receiver analyzed in Chapter 5, Chapter 7, and Appendix H is a continuous-time receiver. These receivers produce a binary-valued output which reflects the instantaneous value of their input. This appendix looks at a discrete-time receiver with a binary-valued output that reflects the state of its input at the time of the last active clock edge applied to it. That is, this "clocked optical receiver" has the functionality of an edge-triggered D-type flip-flop. At the heart of the clocked receiver is a sense-amplifier which uses positive-feedback to generate a logic output based on a small input. The use of positive feedback allows a compact, low-power circuit to replace the multiple broadband amplifier stages in a continuous-time receiver. The small size and power consumption of the clocked optical receiver is its major advantage relative to the continuous-time receiver.

Since it requires a clock input, the clocked optical receiver is not a general-purpose replacement for the continuous-time receiver. However, it may be used in applications where a clock is available. This may be a local clock or it may be transmitted optically with the use of a continuous-time receiver. Figure I.1 compares a digital optical interconnect systems using only continuous-time receivers with one that uses both clocked and continuous-time receivers.

The clocked optical receiver is conceptually equivalent to the receiver in an optical communication system. Thus, the design framework examined in Chapter 5 for the continuous-time digital optical interconnect receiver is not directly relevant here. Rather, the sensitivity and ISI considerations which go into the design of communication receivers may be applied [194-198], with the understanding that an error probability in the $10^{-15}$-$10^{-20}$ range is required. Furthermore, the clocked optical receiver in a digital opti-
Figure I.1: Optical bus using continuous time and clocked receivers
An digital optical interconnect system may be assembled using only continuous time receivers, as shown in (a), or it may use a combination of continuous-time and clocked receivers, as in (b).
1.1 Design and Simulation

Clocked optical receivers for use in free-space optical interconnects have been implemented using CMOS electronics. These circuit topologies are not readily translated into the enhancement/depletion MESFET process. Standard NMOS sense amplifiers are also difficult to implement with MESFETs because of the use of pass transistors.

A clocked optical receiver designed for compatibility with direct-coupled FET logic (DCFL) MESFET electronics is shown symbolically in Figure I.2 and schematically in Figure I.3. The heart of this circuit is a pair of cross-connected DCFL NOR gates formed by E100-E104 and D100/D101. Unlike standard NOR gates, however, the gates of the load devices, D100/D101, are driven by a matched pair of transimpedance amplifiers. When CLK is high the outputs of both NOR gates are pulled low. When CLK falls, the state

---

**Figure I.2:** Block representation of clocked optical receiver

Low-level voltage signals are generated by compact transimpedance amplifiers at the front end. A clocked sense-amplifier formed from drive-modulated cross-connected NOR gates makes a decision on the low-level signals. Its outputs are latched by an additional flip-flop. The overall functionality is that of a negative-edge triggered D-type flip-flop having an optical input.
Figure I.3: Schematic of clocked optical receiver

MSM and reference currents are input to a matched pair of simple transimpedance amplifiers which drive the DFET loads in a pair of cross-connected NOR gates. When CLK is switched low this latch settles according to the relative strength of the loads. A second NOR latch holds this decision for the remainder of the clock cycle. The values indicated in parentheses are node numbers referred to in Figure I.4.
into which this latch settles is determined by the relative strength of the load devices, and is thus controlled by the relative level of the current input to the two transimpedance amplifiers. The outputs of the sense amp are applied to a second cross-connected NOR pair, E300-E304 and D300/D301. This latch holds the sense amp output when CLK returns high. The overall circuit thus performed the function of an optical-input, negative-edge-triggered D-flip-flop.

The transimpedance amplifiers (TIAs) in this circuit are implemented using DCFL inverters as single-ended voltage amplifiers. The bias point of the TIAs are thus expected to track those to the DCFL-based sense-amplifier thereby reducing process and temperature dependent variability in the circuit performance. Because of the symmetry of the TIAs and sense amplifier, supply noise, which appears as a common-mode signal on the two halves of the circuit, should be rejected to a large extent.

A simulation of this circuit, including interconnect capacitances, source/drain resistances, and source/drain junction diodes/capacitances, is shown in Figure 1.4. A assumed detector capacitance of 100 fF is included at the inputs, and the outputs are loaded by DCFL inverters with a total fanout of four. In this simulation, the reference current, I_{REF}, is set to 10 μA and the input current, which is switched in 100 ps, I_{MSM}, is modulated by 10 μA centered around the 10 μA reference level. The data logic level is reversed every 0.9 ns while a 1 GHz clock is applied. In this way, the effect of various set-up and hold time combinations may be observed. The clock-to-Q delay in this simulation, measured from the midpoint of the falling clock edge to the midpoint of the falling output edge, varies between 330 ps and 400 ps. The rising output edge is typically around 100 ps later. The circuit does not appear to have a significant hold-time requirement. This is seen in the event at 2.2 ns in which the falling edge is nearly coincident with the data edge and the proceeding data value is clocked in. Following this event, the receiver fails to sense the correct value due to set-up time violations. This continues up to the clock event at 6.2 ns. The set-up time is around 300 ps at this point, but the output falling edge is distorted, indicating this set-up time is marginal. In the following clock event, a 400 ps set-up is seen to be quite effective.

Notice in Figure 1.4 that the TIA output and input are significantly distorted due to capacitive coupling between nodes 100 and 200. The receiver is functional despite this distortion because it appears as a common-mode signal. This distortion may, however, be contributing to the set-up time. The distortion may be largely eliminated by placing a source follower between the TIA and the sense amplifier.

The clocked sense amplifier simulated here dissipates 1.8 mW. A layout plot is shown in Figure 1.5.
Figure 1.4: Simulation of the clocked optical receiver
The simulation includes parasitic interconnect capacitances, source/drain resistances, and source/drain junction diodes. The node numbers refer to the schematic in Figure 1.3. An detector capacitance of 100 fF is assumed at the inputs.
1.2 Characterization

The clocked optical receiver appeared in a test circuit on MIT-OEIC-7 (Appendix C) in conjunction with the MSM27 photodetector (Chapter 4). Because of the poor performance of the photodetector, characterization of the set-up and hold times of the circuit has not been pursued. A test cell containing the clocked optical receiver also appeared with 200 kΩ source/drain implant resistors at its inputs to set the MSM and reference currents. Because of the large capacitance of these resistors, high speed operation of the test circuit was not possible. Static characterization of the receiver was completed giving a bound on its sensitivity.

Figure 1.6 summarizes an experiment in which the reference current, $I_{\text{REF}}$, was fixed at 5.03 μA while the MSM current, $I_{\text{MSM}}$, was swept while the receiver was clocked at 10 MHz. The receiver output was buffered by a Vitesse ECL output driver which switches the output between −0 V and −1.2 V. When $I_{\text{MSM}}$ is well below or above $I_{\text{REF}}$, the receiver consistently sets the output low or high, respectively. When the difference between $I_{\text{MSM}}$ and $I_{\text{REF}}$ is comparable to the input referred noise level of the receiver, the output logic value generated following each falling edge of the clock becomes random, with the fraction of high- and low-level outputs reflecting the noise distribution.
Figure 1.6: Static characteristics of clocked optical receiver

The reference current was held at $I_{\text{REF}} = 5.03 \, \mu\text{A}$ while $I_{\text{MSM}}$ was swept. A 10 MHz clock was applied. The plot above shows the time-averaged output voltage, $<V_{\text{OUT}}>$, Five operating points are identified and the output eye pattern at each is shown to the right. Driven by noise, the receiver selects at random between high and low values when the input and reference are similar in value. For each operating point, the "$<V_{\text{OUT}}>$ % HI" value in the table indicates the fraction of time the output spends in the high state.

<table>
<thead>
<tr>
<th>$I_{\text{MSM}}$ (μA)</th>
<th>$&lt;V_{\text{OUT}}&gt;$ (V)</th>
<th>$&lt;V_{\text{OUT}}&gt;$ (%) HI</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>2.70</td>
<td>0.0081</td>
</tr>
<tr>
<td>II</td>
<td>3.87</td>
<td>0.0993</td>
</tr>
<tr>
<td>III</td>
<td>5.04</td>
<td>0.6148</td>
</tr>
<tr>
<td>IV</td>
<td>6.89</td>
<td>1.1751</td>
</tr>
<tr>
<td>V</td>
<td>8.25</td>
<td>1.2262</td>
</tr>
</tbody>
</table>
The behavior described above is observed in the output eye patterns shown in Figure 1.6. When $I_{\text{MSM}}$ is well above or below $I_{\text{REF}}$ (operating points I and V), the output is a constant low or high, whereas when $I_{\text{REF}}=I_{\text{MSM}}$ (point III) the eye pattern is equally weighted in the low and high states. In intermediate cases (points II and IV) the eye pattern is weighted more heavily in one or the other state. The fraction of high- and low-level outputs determines the time-average value of the output voltage. The time-average output voltage is plotted in Figure 1.6 indicates that the width of the input noise distribution is around $3.5 \, \mu\text{A}$. Figure 1.7 repeats the above measurement for various different values of $I_{\text{REF}}$. The result in each case is a curve which is nearly identical to that of Figure 1.6 but shifted to reflect the value of $I_{\text{REF}}$. This is a lower bound on the sensitivity of the receiver, and is below the $-10 \, \mu\text{A}$ signal level used in the simulation in Figure 1.4.
1.3 Conclusion

Compared to the continuous time receiver on Chapter 7, the clocked optical receiver presented in this appendix dissipates roughly one-third the power and occupies around one-fourth the area. These savings are particularly beneficial in densely interconnected systems, such as smart pixel arrays. The small power dissipation of this type of circuit also makes it a particularly attractive candidate for scaling to higher bit rates. The static characterization results above have confirmed the basic functionality of the clocked optical receiver presented here. Future high-speed characterization of this design, including bit-error-rate testing, is needed to determine its performance limits.
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