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Mathematical models of batteries which make use of the intercalation of a species into a solid phase need to solve the corresponding
mass transfer problem. Because solving this equation can significantly add to the computational cost of a model, various methods
have been devised to reduce the computational time. In this paper we focus on a comparison of the formulation, accuracy, and order
of the accuracy for two numerical methods of solving the spherical diffusion problem with a constant or non-constant diffusion
coefficient: the finite volume method and the control volume method. Both methods provide perfect mass conservation and second
order accuracy in mesh spacing, but the control volume method provides the surface concentration directly, has a higher accuracy for
a given numbers of mesh points and can also be easily extended to variable mesh spacing. Variable mesh spacing can significantly
reduce the number of points that are required to achieve a given degree of accuracy in the surface concentration (which is typically
coupled to the other battery equations) by locating more points where the concentration gradients are highest.
© 2013 The Electrochemical Society. [DOI: 10.1149/2.102309jes] All rights reserved.
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The modeling of battery systems in which an atom intercalates
into solid particles has received significant attention,1 especially with
regard to the Li-ion and Ni/MH chemistries.2–6 A popular way to
treat diffusion of an insertion atom into a solid phase while avoiding
the solution of a full two-dimensional (2D) problem is to construct
a pseudo-2D model, in which one dimension extends between the
two current collectors and a second dimension extends into the solid
particles, with a coupling between the two dimensions at the surface
of the intercalation particles. A schematic of the process of spherical
diffusion and coupling at the particle surface is shown in Fig. 1, where
we assume that diffusion occurs in the radial direction in an isotropic
medium. Although more complex processes for solid intercalation
have been proposed for phase-separating active materials, such as
LiFePO4,1,7–12 here we focus only on the most common approximation
of 1D spherical diffusion. This approximation is also invoked to model
the diffusion impedance of insertion batteries.13

The concentration at the surface of the particle should be obtained
accurately because it is used in the exchange current density for the in-
terfacial reaction, where its contribution is typically non-linear (a 1/2
power is common) as well as in the calculation of the equilibrium po-
tential for the interfacial reaction, which is also typically nonlinear.5

The surface concentration affects the charge-transfer reaction rate
and the interfacial potential because it contributes to the activity of
the intercalated ions. In a general theory of electrochemical kinet-
ics based on non-equilibrium thermodynamics,1 the surface activity is
also affected by concentration gradients,9,10 elastic coherency strain,11

surface ”wetting”12 and other non-idealities in solids. For an isotropic
spherical particle, it can be shown that the general Cahn-Hilliard reac-
tion model,1,14 which allows for complex thermodynamics with phase
separation, reduces to the simple model considered here – spherical
diffusion with concentration-dependent kinetics – in the case of a
solid-solution material, whose equilibrium state is homogeneous.15

Several different methods have been employed for the solution of
the 1D spherical diffusion problem, including Duhamel’s superposi-
tion integral,3 diffusion length method,16 polynomial approximation,17

PSS method,18,19 penetration depth method,20 finite element method,20

finite difference method,21 and finite volume method. Some methods
are only valid under certain circumstance, for instance, Duhamel’s
superposition integral can only handle the linear problem, requiring
the use of a constant diffusion coefficient. In practice solid-phase
diffusion coefficients often depend on both composition (i.e., local
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Li concentration) and temperature, so the ability to solve the case in
which the diffusion coefficient can vary is very important. A review of
existing methods for solving solid diffusion methods in terms of their
numerical performance and restrictions is given by Subramanian.21

Because each node point within the electrode is coupled to the 1D
spherical diffusion problem, the total number of spatially distributed
variables to be solved at each timestep(i.e., states) in the model can
be increased dramatically by the inclusion of a finely meshed radial
spatial dimension. For example, with 50 node points in each electrode
(and 20 in the separator), and six equations in the cell sandwich di-
mension, adding a spherical diffusion dimension with 50 nodes points
would increase the number of states in the model from 720 to 5720.
This was the original reason for the use of Duhamel’s superposition
integral (no additional states are added in the particle dimension),3

and is the reason that significant work has been invested to find effi-
cient computational solutions to the non-linear 1D spherical diffusion
problem.

Among the numerical methods that are suitable for solving the
solid diffusion problem with a variable diffusion coefficient, the finite
volume method is well known for its perfect mass conservation. This
property is a great advantage in long term simulations in which a

Spherical insertion particle

1D radial 
diffusion

Surface reaction, such as:
Li+ −+ e + MO2 ↔ LiMO2

Figure 1. Schematic of the physical model addressed in this paper. An elec-
trochemical surface reaction (e.g., involving the insertion and removal of Li
from a metal oxide (M=Co, Ni, Mn, or others) ) supplies a specified flux of Li
at the surface of a spherical particle in which radial, one-dimensional, Fickian
diffusion takes place.
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gain or loss of mass can significantly influence simulation results.
However, the finite volume method may not be as computationally
efficient as other methods such as the finite difference or finite element
method. In this paper, we will present another conservative numerical
scheme, the control volume method, which is both computationally
efficient and simple to implement. To the best of our knowledge,
this method and its extension to non-uniform mesh spacing has not
been previously published for the spherical diffusion problem, and
this work is therefore an important advance in the ability to solve the
spherical diffusion problem with a diffusion coefficient that depends
on composition, temperature, or other factors, in a conservative and
efficient manner.

We can formulate the process of intercalation of a species into a
spherical solid particle with the 1D spherical diffusion equation and
the Neumann condition at the particle surface,

r 2 ∂c

∂t
= ∂

∂r

(
Dr 2 ∂c

∂r

)
, [1]

while the boundary conditions are,

∂c

∂r

∣∣∣∣
(r=0)

= 0, [2]

D
∂c

∂r

∣∣∣∣
(r=Rs )

= − j(t). [3]

The diffusion coefficient may be a function of concentration and
spatial position, as well as a function of temperature T and other
quantities. All parameters in the partial differential equations system
in Eq. 1 are with SI units.

In this work we set the diffusion coefficient to be a function
of concentration alone, and use a fit to measurements done on
Li(Ni1/3Mn1/3Co1/3)O2,22

D(c) = Dref (1 + 100(SOC)
3
2 ),

[4]

SOC = cmax − c

cmax

Ĉtheor y

Ĉ practical

.

The values of the parameters used in Eq. 4 are given in Table I.
A plot of the function given by Eq. 4 as well as the original

measured data obtained by Wu et al.22 are given in Fig. 2.

The Finite Volume and Control Volume Formulations

Before turning to the control volume method, for the sake of
comparison we first consider the finite volume method, which is a
well-developed numerical discretization method for partial differen-
tial equations, especially in the transport problem. The finite volume
method is well known for its robustness and efficiency in compu-
tations, and most importantly, for its perfect mass conservation. In
this section, we first introduce the spatial discretization by the finite
volume method, and next analyze the error order of this method.

The finite volume Method.— Formulation of the finite volume
method.— The basic idea for the finite volume method is to solve
for the integral form of the original PDE. We assume the diffusion
coefficient function D(c) is globally Lipschitz,23 then integrate both

Table I. Parameter settings for the diffusion coefficient function in
Eq. 4.

Parameter Name Notation Value Unit

Reference Diffusivity Dref 2.00 × 10−16 m2/s
Maximum Concentration Cmax 4.665 × 104 mol/ m3

Theoretical Capacity Ĉtheor y 277.84 mAh/g
Practical Capacity Ĉ practical 160 mAh/g
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Figure 2. Measured values of the lithium diffusion coefficient in
Li(Ni1/3Mn1/3Co1/3)O2 (circles) and the fitting polynomial function in
Eq. 4 (curve) we use for the numerical simulation.

sides of Eq. 1 over the interval [ri , ri+1], to get,

∂ c̄i

∂t
Vi = D

(
c̄i+1 + c̄i

2

)
r 2

i+1

c̄i+1 − c̄i

�r

− D

(
c̄i + c̄i−1

2

)
r 2

i

c̄i − c̄i−1

�r
+ O(�r 2), [5]

where Vi = 1
3 (r 3

i+1 − r 3
i ) is the scaled volume of the shell between

[ri , ri+1], and c̄i is the average concentration within this small volume.
Since the volume 4

3 π(r 3
i+1 − r 3

i ) is always canceled with the surface
area 4πr 2

i by the same factor 4π, we will by default use this scaled
volume Vi = 1

3 (r 3
i+1 − r 3

i ) and scaled surface area r 2
i without further

notation. Eq. 5 holds for each shell, and in fact it gives the spatial
discretization of our original PDE system given by Eq. 1.

We may also write each of the above discretized equations in the
following matrix form,

M f
∂ c̄
∂t

= f(c̄), [6]

where M f is a mass matrix with the volume of each shell on its
diagonal and zero elsewhere, f is the vector function with each item
given by the left hand side of Eq. 5, and c̄ is the vector of average
concentration in each shell.

A disadvantage of this method for use in intercalation battery
models is that it computes volume-averaged concentrations rather
than concentrations spatially located at the node points. Thus, in order
to obtain the surface concentration, which determines the equilibrium
potential that goes into the exponential of the kinetic expression and
is typically part of the exchange-current density, it is necessary to
extrapolate the concentration at the particle surface by,

csurface = 3c̄N − c̄N−1

2
. [7]

Error order analysis in spatial coordinates for the finite volume
method.— In our system, we will demonstrate that this discretization
method in fact achieves second order accuracy in the spatial coordi-
nate. We also show that the surface concentration converges in second
order in mesh spacing. To demonstrate this point, instead of proving
directly that this finite volume discretization method is in second or-
der, we will derive another second order accurate method and show
these two methods are equivalent.
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Let ci be the midpoint concentration of the interval [ri , ri+1] in-
stead of the average concentration within this shell. Then by Taylor
expansion, we can easily get,

∂

∂t
(Vi ci + O(�r 3))

=
∫ ri+1

ri

r 2 ∂c

∂t
dr =

∫ ri+1

ri

∂

∂r

(
Dr 2 ∂c

∂r

)
dr

= D

(
ci+1 + ci

2

)
r 2

i+1

ci+1 − ci

�r

−D

(
ci + ci−1

2

)
r 2

i

ci − ci−1

�r
+ O(�r 2). [8]

Since this derivation is valid on each interval, the overall error of
the above discretization method is of second order, O(�r 2), for both
sides of Eq. 1. Thus, this method is of second order accurate in space
as desired.

Given that cN−1 and cN are second order accurate, the extrapolation
of csurface = 2c̄N −c̄N−1

2 is then obviously second order accurate by
Taylor’s expansion.

Not surprisingly, Eq. 8 is in exactly the same form as Eq. 5, if we
neglect the error term. Therefore, these two discretization methods
are equivalent. This finishes our proof that the error of finite volume
discretization in Eq. 6 should converge in second order in the spatial
coordinate.

Instead of only using the average concentrations of the last two
intervals to approach the surface concentration as proposed by Eq. 7,
we may use the average concentration from all N intervals to achieve
a more accurate surface concentration. Let cleft be the nodal concen-
tration on the left boundary of an interval [ri , ri+1], and cright be the
concentration on the right node of the corresponding interval, then by
Taylor’s expansion we have,

c̄i = cleft + cright

2
+ cleft − cright

6

�r

ri+1
+ O(�r 2). [9]

Since we have N intervals in total, it gives us N constraints. Yet
we have N + 1 unknown variables of nodal concentration, we may
also use two Neumann boundary conditions. Then by solving the
least squares problem we can obtain the concentration on each node,
including the surface concentration. This may help us to gain a more
accurate surface concentration, but still in second order convergence.
The effect of this method will be shown in the numerical experiment
section.

The control volume method.— We have discussed several advan-
tages for using the finite volume method to discretize our PDE system
in the previous section, yet this method may not be ideal for our
specific spherical diffusion problem in a model of an intercalation
battery. We are essentially interested in the concentration at the sur-
face of the particle, which is the quantity that is coupled into the full
set of battery model equations, but as mentioned above, the finite
volume method does not immediately provide this information. The
extrapolation step described above may take additional computation
effort and introduce new numerical error. Therefore, here we show the
development of a new numerical algorithm that keeps the advantages
of the finite volume method while avoiding the extrapolation step.

With this motivation, in this section we derive a new numerical dis-
cretization method for our spherical diffusion equation, which we call
the control volume method. We will first introduce a basic version of
this method, and provide the theoretical proof of the error convergence
order. Then a modified version is shown for better mass conservation
purpose, together with a discussion of its accuracy order. We also show
the generalization to a non-uniform grid mesh of this modified control
volume method. While the finite-volume method can be used with
variable mesh spacing, the extension of the control-volume method to
variable mesh spacing is more straightforward.

Derivation of the control volume method.—The control volume
method is also a numerical scheme that discretizes the PDE according
to the integral form of Eq. 1. We now mesh the spatial domain [0, Rp]
uniformly with N points, denoted as r1, r2, · · · , rN , while r1 = 0
and rN = Rp . For our convenience, we define �r to be the distance
between two nearby mesh points. We denote ri + 1

2 �r as ri+ 1
2

and

ri − 1
2 �r as ri− 1

2
.

If we integrate the left hand side of the equation over an interval
centered at ri (i �= 1, 2 or N ) with width �r , [ri− 1

2
, ri+ 1

2
], then we

get, ∫ ri + 1
2 �r

ri − 1
2 �r

r 2 ∂c

∂t
dr = ∂

∂t

(∫ ri

ri − 1
2 �r

r 2cdr +
∫ ri + 1

2 �r

ri

r 2cdr

)
.

[10]
The function f (r ) = r 2c(r ) takes values r 2

i−1ci−1 at the mesh point
ri−1 and r 2

i ci at the point ri . Then for any r in the sub-interval [ri− 1
2
, ri ],

by Taylor’s expansion, we can approximate the value of function f (x)
by the following equation,

f (r ) = r 2
i ci + (r − ri )

r 2
i ci − r 2

i−1ci−1

�r
+ O(�r 2). [11]

Similarly, in the sub-interval [ri , ri+ 1
2
], we apply the same tech-

nique and get,

f (r ) = r 2
i ci + (r − ri )

r 2
i+1ci+1 − r 2

i ci

�r
+ O(�r 2). [12]

Putting these two formulae back into Eq. 10, we get,∫ ri + 1
2 �r

ri − 1
2 �r

r 2 ∂c

∂t
dr

= �r
∂

∂t

(
1

8
r 2

i+1ci+1 + 6

8
r 2

i ci + 1

8
r 2

i−1ci−1 + O(�r 2)

)
. [13]

If we also integrate the right hand side of Eq. 1 as we did for the
finite volume method, and equate the two sides, we obtain,

�r
∂

∂t

(
1

8
r 2

i−1ci−1 + 6

8
r 2

i ci + 1

8
r 2

i+1ci+1 + O(�r 2)

)

=
⎛
⎝D

(
ci+1 + ci

2

)
r 2

i+ 1
2

ci+1 − ci

�r

−D

(
ci + ci−1

2

)
r 2

i− 1
2

ci − ci−1

�r
+ O(�r 2)

⎞
⎠. [14]

Since the boundary condition is the Neumann condition, it can be
easily handled in this control volume method in the same way as the
finite volume method.

From the error terms above, we see that this method is also second
order accurate in the spatial discretization. However, this method has
two main problems. First, since we have no information about c1 due
to x1 = 0, then we have N − 1 unknown variables but N equations,
which shows the system is over-determined. Second, if we sum up
Eq. 14 of each interval, we get,

∂

∂t

(
N−1∑
i=1

r 2
i ci + 1

2
r 2

N cN

)
+ j

r 2
N

�r
= 0. [15]

If we apply the constant flux for some time period �t then relax
the system to make the concentration flat in the entire domain, the
concentration increment should be the same in the whole spatial co-
ordinate. However, let Vtotal = limN→∞(

∑N−1
i=1 r 2

i + 1
2 r 2

N )�r = 1
3 r 3

N
be the total particle volume, we have,

Vtotal�c �=
(

N−1∑
i=1

r 2
i + 1

2
r 2

N

)
�c = − j

r 2
N

�r
�t. [16]
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The concentration increment is always off from the true value for a
certain percentage, which violates the mass conservation law of our
system.
Modification for mass conservation.—In order to fix the problems de-
scribed above, we replace r 2

i �r by the volume Vi of the corresponding
shell [ri− 1

2
, rr+ 1

2
]. For example,

Vi =
(
ri + �r

2

)3 − (
ri − �r

2

)3

3
= r 2

i �r + 1

12
�r 3. [17]

Keeping the right hand side of Eq. 14 unchanged, we then obtain,

∂

∂t

(
1

8
Vi−1ci−1 + 6

8
Vi ci + 1

8
Vi+1ci+1 + O(�r 3)

)

=
⎛
⎝D

(
ci+1 + ci

2

)
r 2

i+ 1
2

ci+1 − ci

�r

−D

(
ci + ci−1

2

)
r 2

i− 1
2

ci − ci−1

�r
+ O(�r 2)

⎞
⎠. [18]

Like Eq. 14, this discretization scheme is also accurate to order �r 2.
We can further write the new Eq. 18 into a matrix form, which is

similar to the equation system Eq. 6,

Mc
∂c
∂t

= f(c), [19]

where c is the vector of concentration on each node point, and Mc is
a tri-diagonal mass matrix as following,

Mc =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3
4 V1

1
8 V2 0 0 · · · 0 0 0

1
4 V1

6
8 V2

1
8 V3 0 · · · 0 0 0

0 1
8 V2

6
8 V3

1
8 V4 · · · 0 0 0

...
...

...
...

. . .
...

...
...

0 0 0 0 · · · 1
8 VN−2

6
8 VN−1

1
4 VN

0 0 0 0 · · · 0 1
8 VN−1

3
4 VN

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

[20]
With this modification, we keep the second order spatial accuracy

of the original control volume method as shown by Eq. 18, while we
now have access to c1 since V1 �= 0. Furthermore, if we sum all the
equations of each shell, we get,

N∑
i=1

Vi
∂ci

∂t
+ jr 2

N = 0. [21]

This satisfies the mass conservation condition exactly.
Non-uniform Grid Spacing.—Since the boundary of each control vol-
ume is either at the center of the particle, surface of the particle, or the
midpoint of two nodes, we can still approximate the variable c and its
derivative at such a boundary in second order with only two nearby
points. This largely reduces the computation complexity and the im-
plementation difficulty of moving the above method from uniform
mesh to non-uniform mesh compared to other numerical methods
such as finite volume or finite difference.

The control volume discretized formula for non-uniform mesh
grids can be written as the following,

∂

∂t

(
1

8
Vi−1ci−1 + 6

8
Vi ci + 1

8
Vi+1ci+1

)

= D

(
ci+1 + ci

2

)(
ri+1 + ri

2

)2 ci+1 − ci

ri+1 − ri

−D

(
ci + ci−1

2

) (
ri + ri−1

2

)2 ci − ci−1

ri − ri−1
. [22]

where Vi here is the volume of a small control volume [ ri−1+ri
2 ,

ri +ri+1
2 ]

around the grid point ri .

Time domain discretization.— We have now introduced two dif-
ferent methods to discretize the spatial coordinate of the PDE system
in Eq. 1. With the differential Eq. 6 and Eq. 19, now we also need to
seek for a time domain numerical discretization method to solve this
problem. In this section, we first prove the systems Eq. 6 and Eq. 19 are
both ordinary differential equations, instead of differential algebraic
equations, as the former can be solved much more easily. Then we
derive the formula for the implicit time solver we used in solving both
ordinary differential equation systems, the Crank-Nicolson method.
Proof of ODE systems.—In order to prove the differential Eq. 6 and Eq.
19 are both ordinary differential equations, it is sufficient to prove the
mass matrices M f and Mc are both nonsingular. The only assumption
we make here is that the volume Vi is not zero for each i . The mass
matrix M f is a diagonal matrix, with Vi �= 0 on each diagonal entry
by our assumption. Then the statement that M f is nonsingular follows
immediately.

To prove that the mass matrix Mc is nonsingular, we can write Mc

as a product of two matrices M1 and M2,

Mc =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3
4

1
8 0 0 · · · 0 0 0

1
4

6
8

1
8 0 · · · 0 0 0

0 1
8

6
8

1
8 · · · 0 0 0

...
...

...
...

. . .
...

...
...

0 0 0 0 · · · 1
8

6
8

1
4

0 0 0 0 · · · 0 1
8

3
4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

V1 0 · · · 0 0

0 V2 · · · 0 0

...
...

. . .
...

...

0 0 · · · VN−1 0

0 0 · · · 0 VN

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= M1M2. [23]

M2 is nonsingular by the same proof that M f is nonsingular. By
Gershgorin’s circle theorem,24 all eigenvalues of the matrix M1 are
located within the circle centered at 6

8 with radius 3
8 on the complex

plane. Therefore, 0 is not an eigenvalue to the matrix M1, and M1 is
also a nonsingular matrix. It follows that the product of M1 and M2,
Mc, is also nonsingular. This finishes the proof that the discretized
system Eq. 19 is an ODE system.
The Crank-Nicolson method.—The Crank-Nicolson method is a com-
bination of the forward and backward Euler’s methods that is used for
solving ordinary differential equations with second order accuracy in
the time discretization. It is widely used to time-integrate the diffusion
equation in stable finite difference schemes.25 The basic idea involves
centered differencing, similar to the control volume method developed
above for the spatial integration. Given an initial concentration profile
ct and the time step size �t , the prediction of concentration profile
ct+�t at time t + �t satisfies,

M
ct+�t − ct

�t
= 1

2
(f(ct+�t ) + f(ct )), [24]

where M is the corresponding mass matrix.
It is equivalent to rewrite our problem in the following way. For

each time step, we need to solve for ct+�t such that,

g(ct+�t ) = M
ct+�t − ct

�t
− 1

2
(f(ct+�t ) + f(ct )) = 0. [25]
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Table II. Parameter settings for numerical experiments.

Parameter Name Notation Value Unit

Particle Radius Rp 5 × 10−6 m
Surface Flux j −5.35 × 10−5 mol/ m2 /s
Initial Concentration C0 2 × 104 mol / m3

Max Concentration Cm 4.665 × 104 mol / m3

To solve such a nonlinear algebraic system we employ Newton’s
method with an initial guess ct+�t = ct . We can reduce the computa-
tion cost by taking advantage of the fact that the Jacobian matrix of
function g with respect to ct+�t can be obtained analytically,26 thereby
avoiding the need to calculate the Jacobians numerically in each it-
eration. When the diffusion coefficient D is a constant, the vector
function f is then linear to the variable ct+�t . Therefore, it takes only
one step to reach the solution.

Numerical Results

In this section we will show the results from numerical experiments
for both the finite volume and control volume discretization methods
coupled to the Crank-Nicolson solver. The numerical convergence
order in both space and time coordinates will be demonstrated. We
will also discuss the effects of the grid point locations on the numer-
ical error, from which we may see that by optimizing the grid point
locations for the diffusion coefficient function and parameter set we
use here, we can considerably reduce the number of grid points while
maintaining the same or even achieving higher accuracy.

In our numerical simulation, we select a parameter set that is typ-
ical for a lithium ion battery cathode active material. We use the
diffusion coefficient function shown in Eq. 4, and the choice of par-
ticle radius, surface flux and initial concentration shown in Table II.
The surface flux value, j , in Table II corresponds to a C-rate of about
4.3 C (corresponding to a full discharge in about 14 min), a rate that
is reasonable for a PHEV vehicle battery.

A typical concentration distribution profile during the intercalation
of lithium is shown in Fig. 3.

Error order analysis.— As demonstrated analytically in the previ-
ous sections, we expect second order accuracy in space and time for
both the finite volume and the control volume discretization coupling
to the Crank-Nicolson method.
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Figure 3. Concentration distribution within the spherical particle for a fixed
surface flux, the parameters given in Table II, and a time step size of 5 seconds.
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Figure 4. Plot showing the relative error convergence order of three numerical
schemes in the spatial coordinate. The curve of finite volume method with
extrapolation method Eq. 7 is shown by the dash line with square marker,
and the solid line with circle marker represents the finite volume method with
extrapolation method Eq. 9. The dot curve with diamond marker represents
the control volume method. The relative error is defined as the error of surface
concentration over the reference surface concentration. The total simulation
time is 400 second with a time step of 5 seconds.

Since we are mostly interested in the surface concentration in our
simulation, we define the error in terms of the accuracy of the surface
concentration at the end of our simulation. We use the solution from
a very fine grid mesh (50001 points) as our reference solution in the
error convergence test.

It is clear from Fig. 4 that the finite volume method with two
different extrapolations and the control volume method are in the
second order as expected. However, for a fixed number of node points,
the control volume method is more accurate than the finite volume
method by a factor of about 10. This shows one of the advantages of
using the control volume method in the simulation.

For the time dimension, similar to the way we conduct the spatial
error convergence test, we fixed the mesh size to be 101 uniform grid
points and then varied the time step sizes. In addition, we took the
solution with very small time step size (0.002 s per step) and the same
mesh (101 grid points) as our reference solution.

As shown in Fig. 5, the slope of the log-log plot is 2, which
indicates that for the given mesh size, all three numerical methods are
second order accurate in time, which is consistent with our previous
derivation of the Crank-Nicolson method.

Effects of grid point positions.— In the previous discussions of
different numerical methods, we worked only with a uniform mesh
within the spatial domain. Due to the physics of the problem, a Neu-
mann boundary condition is required, such that the concentration in
the region closest to the particle surface should change more rapidly
than the region closest to the center. Furthermore, we are particularly
interested in the surface concentration because of its use in other equa-
tions in our battery model. Therefore, it may be a good idea to use a
non-uniform spatial mesh with more grid points closest to the surface,
in order to achieve a better accuracy and/or a shorter simulation time.

Indeed, we find that the locations of the grid points have a signifi-
cant influence on the numerical accuracy. Instead of using a constant
flux, now we apply a varying flux by simulating a driving cycle. The
driving cycle is composed of a series of surface fluxes, each applied
for a duration of 1 second, and represents a real-world load profile
applied in a vehicle application. The drive cycle we use consists of a
period of city driving with a relatively low average load, followed by
a period of highway driving with a higher average load, followed by
a second period of city driving.
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Figure 5. Plot of the relative error convergence order of three numerical
schemes in the time coordinate. The curve of the finite volume method with ex-
trapolation method Eq. 7 is shown by the dash line with the square marker, and
the solid line with the circle marker represents the finite volume method with
extrapolation method Eq. 9. The dot curve with diamond marker represents
the control volume method. The relative error is defined as the error of surface
concentration over the reference surface concentration. The total simulation
time is 400 second with a 101-uniform-grid-point mesh.

Results are shown in Fig. 6, and were obtained using the same
parameter values as in Tables I and II (with the exception of the time-
varying surface flux). Figure 6(a) provides surface concentrations

calculated with 501 uniform, 21 uniform, and 21 non-uniform grid
points. The slope of the surface concentration vs. time is a rough indi-
cator of the average load on the particle. The inset in Fig. 6(a) shows
that 21 nonuniform grid points can provide a surface concentration
that is much closer to the converged solution (with 501 uniform grid
points) than 21 uniform mesh points. Indeed, the root-mean-square
errors relative to the 501 uniform grid point solution are 4.48 and
55.73 mol/m3 for the nonuniform and uniform cases, respectively.
This shows that with 21 grid points, if we increase the density near the
surface, we can achieve more than 10 times higher accuracy (lower
RMS error) in the surface concentration than with the same number
of uniform mesh grids. From a different point of view, 138 uniform
grid points are required to achieve the same RMS error in the surface
concentration as the 21 nonuniform grid points, demonstrating a 6.57x
reduction in the number of points required for a given accuracy with
the drive cycle and parameter set we use here. The nonuniform mesh
point locations are given by,

�x = logspace(0, a, 10) − 1

10a − 1
, [26]

where logspace(.) is a function in MATLAB that provides logarith-
mically equally spaced points (in base 10) and a is some negative
number we varied from 0 (uniform grid in this case) to 4. The form
of Eq. 26 was chosen merely because it conveniently distributes most
of the grid points near the particle surface, and is not the result of an
optimization or systematic study of grid point placement.

Achieving an accuracy in the equilibrium potential of the
Li(Ni1/3Mn1/3Co1/3)O2 material in reference 22 of 1.0 mV requires
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Figure 6. The surface concentration throughout a drive cycle with
501 uniform grids (the reference solution, black solid curve), 21
non-uniform grids (narrow dash curve), and 21 uniform grids (wide
dash curve) are shown in the top subfigure (a), while the corre-
sponding absolute errors in surface concentrations over time with
21 uniform grids (gray squares) and 21 non-uniform grids (black
circles) are shown in the bottom subfigure (b). We may see the per-
formance from 21 non-uniform grid points is significantly better
than the outcome from 21 uniform grids. The RMS (short for ”root
mean square”) error in the surface concentration for the uniform
grid is 55.73 mol/m3 while the RMS error for the non-uniform
grid is only 4.48 mol/m3. We chose the parameter a = −1.5 in
Eq. 26 for the non-uniform grid.

  ecsdl.org/site/terms_use address. Redistribution subject to ECS license or copyright; see 18.7.29.240Downloaded on 2013-07-19 to IP 

http://ecsdl.org/site/terms_use


Journal of the Electrochemical Society, 160 (9) A1565-A1571 (2013) A1571

an accuracy in the surface concentration of about 10 mol/m3 (for all
but the tail region below about 3.6V vs. Li). As accurate battery simu-
lations require highly accurate equilibrium potential values, achieving
an RMS error in the surface concentration that is below 10 mol/m3 is
desirable. The RMS error in the surface concentration of 4.48 mol/m3

for 21 non-uniform grid points is below this target, while 21 non-
uniform grid points give an RMS error in the surface concentration
(55.73 mol/m3) that is far above that bound. Fig. 6(b) shows that while
the RMS error of the surface concentration with 21 non-uniform grid
points may be below 10 mol/m3, there are points in the drive cycle
when the error is significantly higher, demonstrating the need for a
battery modeler to carefully select model parameters (including num-
ber of mesh points and mesh point spacing) that give an accuracy
suitable for the modeling purpose.

The dramatic reduction in the number of required points while
maintaining a high accuracy provides inspiration to optimize the grid
point location based on the particle size, diffusion coefficient (includ-
ing functional forms that describe the dependence of the diffusion
coefficient on concentration), and input flux profile.21 The goal is
to allocate mesh points within the spatial domain while maintaining
the same surface concentration solution from the coarse, nonuniform
grid and the very fine, uniform grid. With this coarse mesh, we may
significantly reduce the simulation time of this spherical diffusion
process.

Conclusions

By carefully comparing the finite volume and control volume meth-
ods as applied to the 1D, non-linear, spherical diffusion problem, we
have shown that the advantages of the control volume method include
directly obtaining the surface concentration rather than obtaining a
volume-averaged concentration, a higher solution accuracy for a given
number of node points, and a straightforward extension of the method
to non-uniform grid spacing that can significantly reduce computa-
tional time by selectively placing grid points where concentrations
gradients are highest.

We have quantified the errors in the surface concentration that come
from both uniform and non-uniform meshes and compared the errors
with an accurate solution. Our results underscore the importance of
understanding the impact of the numerical solution technique for the
solid transport process in order to achieve an accuracy appropriate for
the modeling purpose, as the surface concentration (or activity) de-
termines both the equilibrium potential and exchange current density
typically used in battery models. The control volume method can also
be extended to solving accurately more complex battery models,15

such as the fourth-order, nonlinear Cahn-Hilliard reaction model,1

where the surface activity also depends on concentration gradients
and elastic stresses.
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