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Abstract

Surface tension of seawater was measured for absolute salinities $S = (20.01, 35.18, 40.49, 79.39, 121.54) \, \text{g/kg}$ across a temperature range of $T = (0 - 90)\, ^\circ\text{C}$ at atmospheric pressure using the Wilhelmy plate method. The uncertainty within measurements varied between $0.04 - 0.33 \, \text{mN/m}$ with the average uncertainty being $0.12 \, \text{mN/m}$. The experimental procedures were validated with tests conducted on ACS reagent grade water and aqueous sodium chloride solutions. A best fit correlation was developed expressing surface tension of seawater as a function of temperature and salinity. The average absolute deviation between measurements and the correlation was $0.19\%$ while the maximum deviation was $0.60\%$. The surface tension of seawater was found to be comparable to within $1.37\%$ of the surface tension of aqueous sodium chloride. The surface tension of $0.2 \, \mu\text{m}$ microfiltered and ultraviolet radiation treated natural seawater was found to be similar to that of laboratory prepared seawater.
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Nomenclature

Roman symbols

Cl  Chlorinity [g/kg]
f  Correction factor
F  Force [mN]
g  Acceleration due to gravity [m²/s]
k  Coverage factor
m  Mass [g]
n  Final number of measurements at a test temperature
N  Total number of measurements at a test temperature
p  Wetted perimeter [mm]
P_vap  Vapor pressure [kPa]
s  Sample standard deviation
S  Absolute salinity [g/kg]
S_K Knudsen salinity [g/kg]
S_P Practical salinity [g/kg]
S_R Reference salinity [g/kg]
se  Standard error

t  time [hr]

T  Temperature, ITS-90 scale [°C]

TK  Temperature, ITS-90 scale [K]

T27  Temperature, ITS-27 scale [°C]

u  Uncertainty

uc  Combined uncertainty

U  Overall uncertainty

x  Mole fraction

Greek symbols

α  Confidence interval

Δ  Difference

γ  Surface tension [mN/m]

ρ  Density [kg/m³]

θ  Contact angle [°]

Subscripts

NaCl  Sodium chloride

s  Molten salt

soln  Solution

solv  Solvent

sw  Seawater

w  Water
Chapter 1

Introduction

Surface tension of seawater is an important thermodynamic property for accurately designing seawater desalination technologies where vapor transfer occurs across a liquid-air or liquid-vapor interface. For example, surface tension plays a key role in tailoring the non-wettability of membranes in Membrane Distillation (MD) [2] and in optimizing heat and mass transfer in packed beds and falling film evaporators for Humidification Dehumidification (HDH) desalination and Multi-Effect Distillation (MED) respectively [3]. While there is data on the surface tension of seawater in the oceanographic range of temperature and salinities \( T = 0 - 40^\circ C \) and \( S = 0 - 40 \text{ g/kg} \) from previous literature [1, 4, 5], there is no data in the standard operating range for thermal desalination \( T = 40 - 100^\circ C \) and \( S = 40 - 120 \text{ g/kg} \). It is this gap in literature that this work seeks to fill.

The problem of a lack of data or inaccurate data in the thermal desalination range is encountered in other seawater properties as well. In the desalination industry and research community, these gaps are worked around by approximating seawater as an aqueous sodium chloride solution of equivalent concentration and using known properties of sodium chloride [6–11]. The same approach can be used for surface tension as well. Past experiments have shown that surface tension of seawater and aqueous sodium chloride are similar at low temperatures \( T \approx 13^\circ C \) [12]. However, it is not clear whether this is the case at elevated temperatures \( T > 50^\circ C \) where sparingly soluble salts like calcium sulphate (\( \text{CaSO}_4 \)), calcium carbonate (\( \text{CaCO}_3 \)),
magnesium carbonate \((\text{MgCO}_3)\) and magnesium hydroxide \((\text{Mg(OH)}_2)\) are known to precipitate \cite{13}.

The objective of this thesis is to determine experimentally the surface tension of seawater as a function of temperature and salinity across both the oceanographic and thermal desalination ranges \((T = 0 - 90^\circ\text{C} \text{ and } S = 0 - 120 \text{ g/kg})\) at atmospheric pressure. This work further explores the accuracy of approximating seawater as an aqueous solution of sodium chloride especially at elevated temperatures where precipitation of sparingly soluble salts is known to occur. Furthermore the effect of trace organic substances and heavy metals on the surface tension of seawater was explored through a comparison between laboratory prepared substitute seawater and treated actual ocean water.

The thesis is structured in the following manner. First a literature review is presented in Chapter 2 on surface tension theory, experimental methods and past experiments conducted on seawater. The experimental procedure used to measure surface tension in this work is presented next in Chapter 3 while the results are discussed in Chapter 4. The last chapter, Chapter 5 contains the conclusions of the thesis.
Chapter 2

Literature Review

Divya Panchanathan contributed to this chapter.

2.1 Theory and Definitions

Surface tension is a property of a liquid/solid which arises due to unbalanced inter-
molecular forces acting on molecules at an interface. It can be viewed as a contractile force which acts at the perimeter of the surface to shrink the surface area. Surface tension may also be viewed as equivalent to the energy required to create a unit area of new surface. To create a new surface, molecular forces of attraction need to be overcome. These attractive forces are weak Van der Waals forces in organic liquids and are much stronger electrostatic forces arising from hydrogen bonds for pure water. Thus pure water has a higher surface tension than organic liquids.

The surface tension of a pure substance is closely related to its P-V-T equation of state [14], with the surface tension between a pure liquid and its vapor decreasing with temperature and reaching a value of zero at the critical point of the liquid. Empirically it has been established that the surface tension of pure substances vary with temperature proportional to \((1 - \frac{T_K}{T_c})^{11/9}\) [15] where \(T_K\) is the temperature of the pure substance in kelvin and \(T_c\) is the critical temperature of the pure substance.

The surface tension of aqueous electrolyte solutions including seawater increases with salinity [16]. This is because ions strongly prefer to be hydrated in the bulk of
the solution rather than migrate to the surface. This leads to a thin layer of water at the surface which is largely devoid of ions but strongly held by the hydration shells of the ions in the bulk of the solution. These forces are stronger than hydrogen bonds in pure water. The effect increases with increase in salinity. Onsager and Sameras [17] explained this for low salinities using the concept of electrostatic “image forces”. New theories have also been developed that includes other effects to explain this for high salinities as well [18].

Absolute salinity ($S$) of seawater is defined by Millero et al. [19] as the “mass fraction of dissolved materials in seawater”. The absolute salinity of seawater is experimentally difficult to determine and has been approximated historically by different salinity scales such as Knudsen salinity ($S_K$), Chlorinity (Cl), Practical Salinity ($S_P$) and the most recent reference salinity ($S_R$). The detailed descriptions of these as well as equations to convert between each salinity scale can be found in Millero et al. [19]. A description of the current ITS-90 temperature scale and historical temperature scales such as the ITS-27, IPTS-48 and the IPTS-68 scale along with the equations to convert between them is given by Preston-Thomas [20].

2.2 Methods

2.2.1 Surface Tension

The methods for measuring surface tension can be classified into the following four categories based on the measured parameter [21]:

1. interfacial force

2. interfacial pressure

3. capillary effect

4. drop shape

**Interfacial force based methods.** The Wilhelmy plate and Du Nuoya ring methods are two popular interfacial forced based methods for measuring surface tension. In
this approach, a probe is first immersed slowly into the liquid. The liquid then wets the probe and climbs its way above the interface. The weight of the liquid column above the interface is supported by the surface tension force acting at the three phase interface created by the liquid, air and probe. This force is then transmitted to and measured by a sensitive microbalance attached to the probe. The force measurement can be measured either through a ‘static’ approach or through a ‘detachment’ approach. In the ‘static’ approach, the probe is immersed in the liquid and held stationary, and force resulting from the interface is measured. In the ‘detachment’ approach, the probe is first immersed in the liquid and subsequently pulled out. The force required to detach the probe from the interface is then measured by the microbalance. In both approaches, surface tension is calculated as a function of the force measured by the microbalance, contact angle at the interface and the geometry of the probe.

In the case of the Wilhelmy plate method, the probe used is a thin flat plate. This method allows for both ‘static’ and ‘detachment’ approaches. Surface tension for this method is given by Eq. 2.1:

\[ \gamma = \frac{F}{p \cos(\theta)} \]  \hspace{1cm} (2.1)

where \( F \) is the force measured, \( p \) is the wetted perimeter of the plate and \( \theta \) is the contact angle between the plate and the liquid.
In the case of the Du Nuoya ring method, the probe is a ring and the relationship between surface tension and the force measured by the microbalance is given by Eq. 2.2:

\[ \gamma = \frac{F}{p \cos(\theta) f} \]  \hspace{1cm} (2.2)

Unlike the Wilhelmy plate method, the Du Nuoya ring method requires a correction factor \((f)\) to compensate for the weight of excess liquid lifted by the ring when it is pulled out of the liquid. The correction factor is itself a function of density of the liquid, force measured by the microbalance and the dimensions of the ring. To measure surface tension accurately, the force exerted by the interface around the ring must be uniform. This is achieved only as long as the plane of the ring is parallel to the liquid interface. Thus great care must be taken in handling the ring to prevent the ring from deforming.

**Interfacial pressure based methods** The maximum bubble pressure method is a popular method for measuring surface tension that uses pressure to obtain surface tension. Gas (air or nitrogen) is blown into the test solution through a tube and the pressure in the tube is measured as the gas bubble grows in the fluid. The pressure varies as the gas bubble increases in radius. The maximum pressure is recorded and
surface tension is obtained from the Young-Laplace equation given by Eq. 2.3:

\[
\Delta P = \gamma \left( \frac{1}{R_1} + \frac{1}{R_2} \right)
\]

where, \( R_1 \) and \( R_2 \) are radii of curvature. The method is accurate and the measurement time is small (0.001-0.1 seconds). This method is one of the most popular methods to measure surface tension presently.

Capillary effect based methods. The capillary rise and drop volume methods are two methods that were popular for measuring surface tension. In both cases an interplay between capillary and gravity forces results in a measurable effect, height of a liquid column in the case of the capillary rise method and the volume of liquid in the drop volume method. Historically the capillary rise method has been very popular due to its simplicity and high accuracy. The standard datasets for the surface tension of several fluids were obtained using this method. However the advent of electronic data recording has caused this method to go out of fashion because the measurement of height is more difficult to automate. The method also required very fine glass capillaries to produce accurate results.

Drop shape based methods. The pendant drop and sessile drop methods are two methods where an interplay between capillary and gravity forces cause a drop of test solution to assume a particular shape. Surface tension is then calculated from the shape of the drop. With the advent of image processing, state-of-the-art instruments solve for surface tension by fitting the shape of the drop to the theoretical curves. These methods are not suitable for surface tension measurements at elevated temperatures. This is because the small size of the drop with respect to the environment causes high heat transfer at the interface. Thus accurate readings would require maintaining the environment to be in equilibrium with the solution both in temperature and concentration (i.e, the environment is saturated with the vapor state of the solvent to prevent mass transfer across the interface). The method is however quite useful for obtaining surface tension measurements at near ambient temperatures due to the low heat and mass transfer rates at ambient conditions.
2.2.2 Temperature

A review of different methods for measuring temperature such as platinum resistance temperature devices (RTD), thermocouples, and thermistors along with the working principles and typical accuracies is given by Childs et al. [22] and Beckwith et al. [23].

2.2.3 Salinity

The absolute salinity of seawater is typically estimated using salinity meters that measure the electrical conductivity of seawater which is well correlated with salinity [19]. While this approach is accurate up to \( S = 42 \text{ g/kg} \), uncertainties in the relationship between salinity and electrical conductivity are higher beyond 42 g/kg. Thus experiments in the past that conducted experiments on high salinity \((S > 42 \text{ g/kg})\) seawater obtained salinity by evaporating seawater of a known salinity and measuring the final mass of the concentrated seawater [24, 25].

2.3 Experiments and Semi-empirical fits

2.3.1 Sodium Chloride

Numerous experiments have been conducted over the last 100 years on the surface tension of aqueous sodium chloride solutions [12, 26–30]. For the purpose of validating the experimental procedure, the most recent and accurate semi-empirical fit for aqueous sodium chloride developed by Dutcher et al. in 2010 was used [31]. The Dutcher model used 194 surface tension measurements of sodium chloride spread across a temperature range of \( T = (-10.02 - 200) \degree C \) salinity \( S = (0 - 550) \text{ g/kg} \) from 11 sources in the literature. The model could predict surface tension across a wide spectrum of concentration - from infinite dilution up to molten salt. The average absolute error between the original measurements and the results of the fit was 0.72%.

Dutcher’s model calculates surface tension as a weighted average of contributions to surface tension from pure water \((\gamma_w)\) and molten salt \((\gamma_s)\),
\[ \ln(\gamma_{\text{NaCl}}(T_K)) = x_w \ln(\gamma_w(T_K) + x_s F_{ws}(T_K)) + x_s \ln(\gamma_s(T_K) + x_w F_{sw}(T_K)) \] (2.4)

where \( x_w \) is the mole fraction of pure water in the solution and \( x_s \) is the mole fraction of the salt in the solution and,

\[ \gamma_s = c_1 + c_2 T_K \] (2.5)

\[ F_{ws}(T_K) = a_{ws} + b_{ws} T_K \] (2.6)

\[ F_{sw}(T_K) = a_{sw} + b_{sw} T_K \] (2.7)

where \( a_{ws} = 232.54 \text{ mN/m}, b_{ws} = -0.245 \text{ mN/m-K}, a_{sw} = -140.52 \text{ mN/m}, b_{sw} = 0 \text{ mN/m-K}, c_1 = 191.16 \text{ mN/m}, c_2 = -0.07188 \text{ mN/m-K} \) and \( T_K \) is in kelvin.

One of the main advantages of this model was that it accounted for changes in the variation of surface tension with concentration at low and high salt concentrations. However, it is important to note that all the fitted data were not taken for the same ranges of temperature and concentrations, and therefore some extrapolation is involved in some cases. We used this as our reference data curve for validating our water and aqueous sodium chloride data due to the low error observed over the application range.
2.3.2 Seawater

In the last hundred years, there has been only two experimental investigations of the surface tension of seawater. Krummel [12] in 1900 obtained the surface tension of seawater to increase the accuracy of hydrometers used for measuring the specific gravity of seawater especially at low temperatures. An early variant of the bubble pressure method originally developed by Gustav Jaeger [32] was used by Krummel for measuring surface tension. Surface tension measurements were carried out on five samples of seawater with Knudsen salinities [33] $S_K = (7.73, 13.00, 15.82, 24.96$ and $34.90)$ g/kg and six samples of aqueous sodium chloride with salinities $S_K = (0.52, 3.80, 5.00, 7.00, 9.00$ and $10.00)$ g/kg with the temperature being varied from 11 to 13°C. Krummel subsequently tabulated the difference in surface tension between the combined dataset and the surface tension for pure water at the same measured temperature as calculated from a prior correlation. The difference was then fit linearly
with Knudsen salinity to give Eq. 2.8:

\[ \gamma_{sw} = 77.09 - 0.1788T_{27} + 0.0221S_K \] (2.8)

where, \( \gamma_{sw} \) is surface tension in mN/m, \( T_{27} \) is temperature in Celsius as defined by the ITS-27 historical temperature scale mentioned in Section 2.1 and \( S_K \) is Knudsen salinity in g/kg. Krummel stated a deviation between measurements and the correlation of 0.04 mN/m. While Krummel did not clearly state the uncertainty in measurements, inspection of the dataset revealed that there was at least an uncertainty of 0.03 - 0.38% in Krummel’s measurements.

Fleming and Revelle [4] subsequently in 1939 published an improved correlation by combining Krummel’s data for surface tension of seawater with updated measurements of the surface tension of pure water. The result is given in Eq. 2.9:

\[ \gamma_{sw} = 75.64 - 0.144T_{27} + 0.399C_l \] (2.9)

where, \( \gamma_{sw} \) is surface tension in mN/m, \( T_{27} \) is temperature in Celsius as defined by the ITS-27 temperature scale and \( C_l \) is Chlorinity in g/kg.

New experiments to determine the surface tension of seawater were conducted by Chen et al. [1] in 1994 using the maximum bubble pressure method. Experiments were conducted on natural seawater with practical salinities \( S_P = (4.965, 15.220, 20.006, 25.062, 29.464 \text{ and } 34.486) \text{ g/kg} \) over a temperature range of 15 to 35°C. For this study, the original solution used was filtered seawater of salinity \( S_P = 34.486 \text{ g/kg} \) from the North Pacific in Japan. Test solutions of lower salinities were prepared by diluting the original solution with water. The test solution temperature was held stable to within 0.005°C and was measured using a Beckmann thermometer with a precision of 0.001°C. While the uncertainty in surface tension measurement was not explicitly mentioned, it can be inferred to be at least 0.15 mN/m from the stated precision (0.2%) of the bubble pressure tensiometer. Surface tension measurements
were then fit as a function of temperature and salinity to Eq. 2.10:

\[
\gamma_{sw} = 75.59 - 0.13476 T + 0.021352 S_P - 0.00029529 S_P T
\]  

(2.10)

where, \( \gamma_{sw} \) is surface tension in mN/m, \( T \) is temperature in Celsius in the current ITS-90 temperature scale and \( S_P \) is practical salinity in g/kg. The absolute average deviation between the correlation and measurements was 0.07 mN/m while the maximum deviation was 0.12 mN/m.

Sharqawy et al. [5] in 2010 developed a new correlation by fitting the data from Krummel and Chen to a modified form of the Szykowski equation. Sharqawy had observed that the correlations developed previously did not yield the surface tension of pure water as salinity approached 0 g/kg. Past seawater data was subsequently normalized with the IAPWS standard equation for the surface tension of pure water [34] given by Eq. 2.11:

\[
\gamma_w = 235.8 \left( 1 - \frac{T_K}{647.096} \right)^{1.256} \left[ 1 - 0.625 \left( 1 - \frac{T_K}{647.096} \right) \right]
\]  

(2.11)

where, \( \gamma_w \) is the surface tension in mN/m and \( T_K \) is temperature in kelvin in the current ITS-90 temperature scale and a new correlation for surface tension of seawater was developed. This is given by Eq. 2.12:

\[
\gamma_{sw} = \gamma_w \left[ 1 + (0.000226 T + 0.00946) \ln(1 + 0.0331 S) \right]
\]  

(2.12)

where, \( \gamma_{sw} \) is surface tension in mN/m, \( T \) is temperature in Celsius in the current ITS-90 temperature scale and \( S \) is absolute salinity in g/kg. A maximum deviation of 0.28% between the data and correlation was reported. It must be noted that the analysis of the data from Krummel had revealed uncertainties as high as 0.38% and that the IAPWS correlation for the surface tension of pure water itself has an uncertainty of 0.4% at low temperatures. Thus, the actual maximum deviation from Sharqawy's correlation could be higher than 0.68%.
Chapter 3

Experimentation

In this section, the final methods selected for measuring surface tension, temperature and salinity are first presented. Subsequently, the methodology for preparing test solutions, the cleaning protocol used, the experimental difficulties faced and the solution to the difficulties are presented along with data and uncertainty analysis.

Figure 3-1: Diagram of the tensiometer
3.1 Measurements

3.1.1 Surface Tension

Surface tension was measured using the Wilhelmy plate method. This method was selected over other methods because it:

1. is very accurate (≈ 0.1 mN/m)

2. allows for the test solution sample to be maintained at a stable temperature

3. is a direct measurement without correction factor (when used with a platinum Wilhelmy plate)

4. allows for the interface to be near a state of equilibrium

The Wilhelmy plate method was implemented using a Dataphysics DCAT11 [35, 36] tensiometer that could measure surface tension to a resolution of 0.001 mN/m. The tensiometer can be thought to be consisting of three main parts: a fixed microbalance at the top, a Wilhelmy plate attached to the microbalance, and a movable test rig at the bottom.

The force exerted on the plate by the interface is transmitted to and measured by the microbalance. The microbalance is very sensitive and can measure weights to a resolution of 0.01 mg. The central weighing module of the microbalance uses a “monolith” weighing technology developed by the German balance manufacturer Sartorius. The technology worked on the principle of “electrodynamic compensation” which is described in great detail by Chan et al. [37]. The microbalance is calibrated to a built in 100 g ± 0.15 mg reference mass using an internal algorithm. The reference mass in the microbalance fit the class E2 standard specified by the International Organization of Legal Metrology (OIML) [38]. This approach of internal calibration is a common feature of high accuracy weigh cells [39]. The tensiometer is internally calibrated at the beginning of every day of testing.
Figure 3-2: Photograph of the DCAT11 tensiometer

While the reference mass of the microbalance is well defined, to make accurate weight or force measurements, the acceleration due to gravity ($g$) must also be specified. This was calculated by the Cohen group from the exact global position of the tensiometer (latitude, longitude and altitude from sea-level) obtained using a global positioning system. The 'g' value calculated was 9.803878 m$^2$/s. This gives a resolution of force measurement of 0.001 mN/m.

To maintain a zero contact angle between the Wilhelmy plate and the test solution sample, a platinum Wilhelmy plate (length 19.9 mm, width 10 mm and thickness 0.2 mm) was selected. This is because platinum has a high surface energy which allows it to be completely wetted by liquids. Eq. 2.1 then simplifies as:

$$\gamma = \frac{F}{p}$$

(3.1)
The movable test rig part of the tensiometer has a test jacket designed by the manufacturer for two purposes: to allow easy placement of the test beaker assembly containing the test solution sample and to ensure that the temperature of the jacket walls are as uniform as possible to reduce thermal gradients in the beaker and test solution sample.

The test beaker assembly consisted of a borosilicate glass test beaker (diameter 70 mm and height 40 mm) [40], the test solution sample, a stir bar and a heated lid which is described in detail in Section 3.3. Air made moist by vapor evaporating from the test solution sample filled the space between the heated lid and the sample. The dimensions of the test solution sample was sufficiently large enough (diameter 70 mm) when compared with plate dimensions (19.90 mm) to avoid wall effects.

The operation of the tensiometer was controlled by a computer using the SCAT11 software developed by Dataphysics. The software allows for specific parameters like the speed of the rig movement, the minimum weight measured to detect a surface, the samples of surface tension measured per second and the immersion depth to be specified. The settings that were used for each of these are given in Table 3.1.
Table 3.1: Parameters of tensiometer specified in SCAT 11

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor speed</td>
<td>0.5</td>
<td>mm/s</td>
</tr>
<tr>
<td>Surface detection threshold</td>
<td>4.00</td>
<td>mg</td>
</tr>
<tr>
<td>Samples/second</td>
<td>5.00</td>
<td>Hz</td>
</tr>
<tr>
<td>Immersion depth</td>
<td>3.00</td>
<td>mm</td>
</tr>
</tbody>
</table>

**Measurement of surface tension**

At the beginning of each measurement, the microbalance records the weight of the Wilhelmy plate, tares itself, and then the test rig slowly starts moving up towards the Wilhelmy plate. The SCAT11 software detects when the Wilhelmy plate makes contact with the interface and causes the plate to be immersed further up to a preset depth. Subsequently the rig moves down and the plate is brought back to the level of the interface so that the only force experienced by the plate is the force arising from surface tension. The immersion is done for complete wetting of the plate and also to compensate for the effect of advancing and receding contact angles. Once the plate has come back to the interface, the recording of surface tension commences with surface tension being sampled every 0.2 seconds.

A single surface tension measurement ($\gamma_i$) is then obtained by taking an average value of a sample of the recorded values of surface tension. The uncertainty in a single surface tension measurement ($\sigma_{\gamma_i}$) is given by the standard deviation of the sample.

The SCAT 11 software allows for two approaches to select a sample for averaging:

1. **Standard deviation approach**: Surface tension can be recorded till the last 50 data points have a standard deviation less than a desired value. The average of these last 50 data points constitutes a single surface tension measurement ($\gamma_i$) with the target deviation ($\sigma_{\gamma_i}$).

2. **Time interval approach**: Surface tension can be recorded for a set duration and the average of recordings over a pre-set range of time can be taken to constitute a single surface tension measurement ($\gamma_i$). The standard deviation of recordings
in this period of time is the deviation in the single surface tension measurement ($\sigma_n$).

Typically for surface tension measurements conducted at room temperature, Approach 1 is used. However, Approach 1 can lead to significant errors at elevated temperatures ($T > 50^\circ C$) because of the problem of condensation of water droplets on the Wilhelmy plate and the attachment rod during the recording of surface tension. This effect caused the measured value of surface tension to rise with time as more water droplets condense onto the Wilhelmy plate and attachment rod. At times it was also found to cause sharp drops in measured surface tension when the drops fall off of the Wilhelmy plate. To avoid this problem and to keep a uniform procedure across all experiments, Approach 2 was used for averaging surface tension recordings. Surface tension recordings were averaged for 10 seconds between the 1st and 11th seconds. This short time frame significantly reduced the effect condensation had on the measurement. Furthermore, recordings of surface tension were found to be quite stable within this interval. Recordings before $t = 1$ seconds was not used because of an impulse response occurring in the measurement when the test-rig stops moving at time $t = 0$ seconds. The impulse response and the effect condensation of droplets have on measurement can be seen in Fig. 3-4.
Figure 3-4: Depiction of a single measurement of surface tension. Top figure represents the first 12 seconds of recorded surface tension. Bottom figure represents the same measurement over 200 seconds.

3.1.2 Temperature Measurement

Figure 3-5: Fluke 5611 Teflon thermistor and Fluke 1524 thermometer
To measure the temperature of the test solution sample accurately, a 5611 Teflon thermistor probe [41] and a model 1524 reference thermometer [42] from the company Fluke was used. The probe was selected over other thermocouples, resistance temperature detectors (RTDs) because of its:

1. high accuracy (0.01°C) in the range of measurement (0-100°C)
2. small size (diameter 3 mm and sensor length of 13 mm) and thus low self-heating errors
3. ability to measure temperature accurately even at low immersion depths
4. impervious Teflon coating which reduced the risk of cross contamination between experiments and contamination risks from corrosion.

The 5611 thermistor probe was calibrated across the full range of temperature (0-100°C) by the company to measurement standards traceable to the National Institute of Standards and Technology (NIST) and was in compliance with the standards ISO/IEC 17025 [43] and ANSI/NCSL Z450-1-1994 [44]. The 1524 reference thermometer was also calibrated by Fluke to measurement standards traceable to NIST and complied with calibration requirements in part 2 of ANSI/NCSL Z450-1-1994 [44].

An important question related to measuring temperature in surface tension experiments is to select which temperature to measure: bulk solution temperature or the interface temperature. Only a few experiments in the past have considered this question, with most experiments reporting the bulk averaged values of temperature. The option of placing the thermistor at the interface to measure interface temperature was initially considered; however a decision was taken to place the probe at the bottom of the solution and measure bulk solution temperature for two reasons. First, there was a high risk of error due to reduced immersion of the probe in the former case; and, second, a lot of experimental difficulty was seen in positioning the thermistor at the level of the interface, especially when interface level is susceptible to changes occurring due to evaporation.
The position of the thermistor is depicted with relevant dimensions in Fig. 3-6. It was ensured that in all experiments, that 55 mm of the probe measured from the top of the lid is immersed vertically into the beaker. This was length found to allow the complete immersion of the probe in the test solution sample. A depth of approximately 22 mm of the test solution sample was maintained to ensure that the height of the surface of the test solution sample is less than the height to which the test jacket extends. This was done to limit the temperature fluctuations at the solution surface.

![Diagram of the thermistor showing its position](image)

Figure 3-6: Diagram of the thermistor showing its position

To better quantify the thermal gradients in the test solution sample, two temperature measurements were taken for every surface tension measurement ($\gamma_i$): a static temperature measurement ($T_{s_i}$) obtained for an unstirred test solution and a bulk temperature measurement ($T_{b_i}$) obtained after stirring the test solution using a stir bar. While the measurement of the static temperature was straightforward, the bulk temperature measurement was more nuanced and is described with the help of temperature data depicted in Fig. 3-7:
The stirring of the test solution and the resulting mixing causes a sharp change in the measured temperature until the instantaneous bulk temperature of the solution is reached. The time required for this point to be reached was generally around 30 seconds. This point was read visually with the help of a temperature vs. time plotting feature of the 1524 thermometer. To limit the maximum error arising from the visual measurement, measurements were taken within 45 seconds. The maximum uncertainty observed using this approach was 0.03°C.

Control

To maintain a stable test solution sample temperature a Julabo F12-ED refrigerated and heating circulator [45] was used. To ensure smooth operation of the circulator across the test range of 0 to 100°C, a 50% by weight mixture of glycol in water was used as the circulator working fluid. The temperature control mechanism of the circulator could achieve a temperature stability within 0.03°C.
3.1.3 Salinity

The absolute salinity of test solutions was measured indirectly using a mass based approach. All solutions used for testing were sourced from original solutions of known absolute salinities. Whenever a solution was diluted or concentrated, its mass was measured to obtain the absolute salinity of the new solution. This approach of measuring mass was preferred over measuring electrical conductivity because of uncertainties in seawater electrical conductivity beyond salinities of 40 g/kg and temperatures of 40°C. Furthermore, the accuracy of the mass based approach was higher and it was also a non-invasive way to measure salinity. The latter consideration was important because of a concern that frequent immersion and removal of a conductivity probe could contaminate the test solution sample.

![Mettler Toledo AG204 Delta Range mass balance](image)

Figure 3-8: Mettler Toledo AG204 Delta Range mass balance

For measuring mass, a Mettler Toledo AG204 Delta Range mass balance [46] (referred hereafter as Mass Balance A), a Mettler Toledo PG2002-S mass balance (referred hereafter as Mass Balance B) [47] and a Ohaus Scout II SC2040 [48] mass balance (referred hereafter as Mass Balance C) were used. Mass Balance A had a
measurement resolution of 0.001 g for a maximum capacity of 210 g. Mass Balance B had a measurement resolution of 0.01 g for a maximum capacity of 2100 g. Mass Balance C had a measurement resolution of 0.01 g for a maximum capacity of 400 g. While the mass balances were calibrated by the manufacturer, additional accuracy tests were conducted with the help of reference weights. Reference weights (0.3078848 g) from TA instruments were used to cross-check the accuracy of Mass Balances A and B. The analysis showed that actual accuracy of mass balance A was 0.001 g while that of mass balance B was 0.1 g. The accuracy of Mass Balance C was then verified to be 0.01 g with the help of the more accurate Mass Balance A.

Mass Balances A and C were used primarily to measure the salinity of test solution samples (≈ 60 g) used for testing on the tensiometer, while Mass Balance B was used exclusively to prepare large quantities of test solutions (≈ 500 g).

3.2 Test Solutions

To meet the objectives described in Chapter 1, surface tension experiments were carried out on ACS¹ reagent grade water [49] (referred hereafter as ACS seawater), aqueous sodium chloride solutions, seawater solutions prepared from the ASTM D1141 standard for substitute ocean water without heavy metals [50] (referred hereafter as ASTM seawater) and seawater solutions from the Atlantic Seawater Conductivity Standard [51] (referred here as ASCS seawater).

ACS reagent grade water and aqueous sodium chloride solutions were used to validate the experimental procedure used. ASTM seawater solutions were used to generate a standard data set for the surface tension of seawater across a temperature range of $T = 0 - 90^\circ C$ and salinity range of $S = 0$ to 120 g/kg. For this purpose, ASTM seawater was preferred over other seawater standards such as the IAPSO standard [52] and ASCS seawater because ASTM seawater is a laboratory preparation that lacks organic content which may affect the accuracy of surface tension measurements. IAPSO and ASCS seawater by comparison is natural seawater from the Atlantic which

---

¹American Chemical Society
is microfiltered through a 0.2 μm membrane, treated with ultraviolet radiation and calibrated to a standard salinity. While the organic content in IAPSO and ASCS seawater is low by virtue of the treatment process, trace organics still do exist along with heavy metals. ASCS seawater solutions were used to verify whether the results obtained from ASTM seawater could be applied to properly treated natural seawater.

3.2.1 Preparation

ACS reagent grade water was procured from Sigma-Aldrich and directly used for testing.

Aqueous sodium chloride solutions were prepared from an original solution of 5M (246.38 g/kg) Bioultra aqueous sodium chloride solution [53] purchased from Sigma Aldrich. The original solution was diluted with ACS water to obtain test solutions of salinities $S = (39.99, 80.20$ and $120.01)$ g/kg. The required quantity of test solution ($\approx 250$ g) was prepared by adding smaller quantities of ($\approx 60$ g) original solution and ACS water. The smaller quantities could be measured up to an accuracy of 0.001 g using Mass Balance A. Accounting for a maximum overall error of 0.01 g in weight in the final test solution, a preparation accuracy in salinity of 0.01 g/kg was obtained for aqueous sodium chloride.

ASTM seawater solutions were prepared from an original solution of ASTM D1141 standard seawater without heavy metals ($S = 35.18 \pm 0.02$ g/kg) [54] purchased from the Ricca Chemical Company. ASTM seawater solutions with salinities $S = (40.49, 79.39$ and $121.54)$ g/kg were prepared by concentrating the ASTM D1141 solution by evaporating solvent under reduced pressure at $T = 55^\circ$C using a Buchi R-210 Rotovapor rotary evaporator [55]. The temperature of the seawater solution being concentrated was carefully selected to inhibit precipitation of sparingly soluble salts. However, some amount of precipitation was still observed even under these conditions. ASTM seawater of salinity $S = 20.01$ g/kg was prepared by diluting the standard solution with ACS water. Test solutions of ASTM seawater were prepared in large quantities ($\approx 500$ g) to reduce the effect of preparation errors. The mass of these solutions were measured using analytical Mass Balance B which had an accuracy of
0.1 g. The resulting uncertainty in salinity from preparation was 0.01 g/kg for test solutions of salinities \( S = (20.01, 40.49 \text{ and } 79.39) \text{ g/kg} \) and was 0.05 g/kg for the test solution of salinity \( S = 121.54 \text{ g/kg} \). The difference was because the 121.54 g/kg solution was prepared in batches of 250 g.

ASCS seawater \( (S = 35.16 \text{ g/kg}) \) procured from OSIL was directly used for testing. The error in salinity quoted by OSIL for ASCS seawater was 0.07 g/kg.

![Image of concentration using a rotary evaporator](image)

**Figure 3-9:** Photograph of concentration using a rotary evaporator

**Table 3.2: Summary of test solutions**

<table>
<thead>
<tr>
<th>Test Solutions</th>
<th>Original Solution</th>
<th>Salinities Prepared (g/kg)</th>
<th>Error (g/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACS water</td>
<td>ACS reagent grade water</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NaCl</td>
<td>5M Tissue-culture grade NaCl (246.38 g/kg)</td>
<td>39.99, 80.20, 120.01</td>
<td>0.01</td>
</tr>
<tr>
<td>ASTM seawater</td>
<td>ASTM D 1141 Substitute Ocean (35.18 g/kg)</td>
<td>20.01, 35.18, 40.49, 79.39, 121.54</td>
<td>0.02 - 0.06</td>
</tr>
<tr>
<td>ASCS seawater</td>
<td>Atlantic Seawater Conductivity Standard (35.16 g/kg)</td>
<td>35.16</td>
<td>0.07</td>
</tr>
</tbody>
</table>
3.3 Experimental Problems and Solutions

While the tensiometer used had a high precision of 0.001 mN/m, obtaining accurate repeatable measurements required overcoming several sources of errors and experimental difficulties. These as well as their solutions are discussed in this section.

3.3.1 Evaporation

One of the main experimental difficulties faced was of evaporation of the test solution sample at elevated temperatures \((T > 50^\circ C)\). It affected the repeatability of measurements by affecting the equilibrium of the interface, creating thermal gradients within the test solution sample and more importantly by affecting the salinity of the sample. The effect on salinity was particularly significant because of the small mass of the test solution sample (60 g). For example at 120 g/kg salinity, a solvent loss of 1 g translates into a salinity increase of 1.7%. To inhibit solvent loss through evaporation, it was decided to design a special lid to be placed on the test beaker.

To further quantify the effect of evaporation and to explore the effectiveness of different lid designs, evaporation tests were conducted. Approximately 60 g of deionized water was taken in a beaker, and different lid designs were fixed to it. The assembly was then heated to approximately 80°C. Four lid designs were compared: a control case without a lid, a lid with a 30x10 mm hole (dimensions selected for easy movement of the Wilhelmy plate), a simple glass cover without sealing (to see the effect of sealing) and lastly a sealed lid with a 2 mm hole corresponding to the diameter of the Wilhelmy plate rod (to test the combined effect of a small orifice and sealing). Tests were conducted over approximately two hours and average evaporation rates were calculated for each case. Results showed that without the presence of a lid, the rate of solvent loss was as high as 15 g/hr. The lid with a 30x10 mm hole gave similar results as the control case - meaning that the vapor pressure difference established by the 30x10 mm hole was not significant enough to reduce vapor diffusion. The unsealed lid performed better than the control case allowing for a solvent evaporation rate of 4 g/hr. The best performing design was the sealed lid with a 2 mm hole which allowed
a solvent loss rate of only 1 g/hr. For the purpose of designing the experiment, this was important because it placed an upper bound on how much evaporation could be limited to. The results of the tests is summarized Fig. 3-10.

![Graph showing evaporation rates for different lid designs](image)

**Figure 3-10:** Comparison of evaporation rates for different lid designs

**Lid Design and Fabrication**

To allow a 2 hour window for conducting high temperature experiments, it was decided that the lid could not have an orifice diameter bigger than 2 mm. To allow for the easy insertion and removal of the Wilhelmy plate, a 30 x 10 mm hole was cut into the lid for the easy insertion of the Wilhelmy plate (length 20 mm, thickness 0.2 mm) into the moist air part of the test beaker. To suppress evaporation while still allowing for easy insertion and free relative movement of the Wilhelmy plate, special doors were designed to control the area of the hole exposed to the environment. When fully open, the doors exposed the hole completely allowing the plate section of the Wilhelmy plate to completely enter. When fully closed, the doors create a 2 mm orifice at the center of the hole for the rod section of the Wilhelmy plate to stick out of the lid and allow for the free movement of the plate. To reduce the space
occupied by the lid, the doors were designed to slide over the top surface of the lid along the plane of the hole instead of more common designs where doors open in a plane different from the plane of the hole. To keep the weight of the assembly of the lid, test beaker and test solution sample below the upper limit of the mass balance (215 g) used for measuring salinity, aluminum was the material of choice for the lid. Aluminum was also the preferred choice because its high conductivity allowed the lid to maintain a more uniform temperature. This was important because the lid had to be uniformly heated to a temperature close to the liquid temperature to reduce condensation of solvent on the lid as well as natural convection within the moist air above the test solution sample. This aspect is described in greater detail in Section 3.3.2. The final design is shown in Fig. 3-11.

![Final design of the lid](image)

Figure 3-11: Final design of the lid

Subsequently a prototype of the lid made of acrylic was laser-cut and tested out. The tolerances were improved further and the lid was fabricated in 3 sections:

1. an aluminum cylindrical shell (outer diameter 76 mm and inner diameter 70.1 mm)

2. a flat aluminum top surface with precise cuts for thermistor probe and the Wilhelmy plate to enter (diameter 76 mm and thickness 0.5 mm)
3. doors for insertion and removal of the Wilhelmy plate and guide rails for guiding the doors.

The cylindrical portion was machined on a lathe from an aluminum cylindrical shell. A thin groove was cut into the top end of the cylindrical shell to leave space for the fitting of an Aramid steam seal. The seal was meant to prevent suppress leakage of vapor at the joint between the test beaker and the lid. The top piece with the desired holes, doors and guiderails was cut from a 0.5 mm aluminum sheet using a waterjet cutter. To fuse the cylindrical shell with the top surface, an adhesive was used. Brazing was not considered for this operation because the aluminum flat plate was too thin to prevent warping. The dimensions of the parts are given in Fig. 3-12.

Figure 3-12: Technical drawing of the lid

3.3.2 Condensation on the Lid

Once the lid was in place, the next experimental difficulty faced was that of condensation of water vapor on the lid. This problem was overcome by heating the lid using
a strip heater controlled by a separate Proportional-Integral-Derivative (PID) controller. A thermocouple attached to the lid provided an input to the PID controller for controlling the heating of the lid such that the lid maintained a preset temperature. The thermocouple was calibrated in a separate water bath with the help of the Teflon thermistor probe. To prevent condensation and reduce thermal gradients, the temperature of the lid was set within 1-4 °C of the solution temperature. The solution temperature was intentionally not exceeded as the PID controlled strip heater was found to affect the stability of the temperature of the test solution for set temperatures greater than the solution temperature. This was because the temperature controller in the recirculator had a much finer control bandwidth (0.03°C) in comparison with PID controller for the lid heater (0.1°C). To further help reduce temperature fluctuations, insulation was also used around the lid. The complete assembly of the lid, heater, Wilhelmy plate and insulation is shown in Fig. 3-13.

Figure 3-13: Photograph of lid with heater and insulation
3.3.3 Condensation on the Wilhelmy plate

The problem of condensation on the Wilhelmy plate and the solution to the problem was discussed in Section 3.1.1 and in Fig. 3-4. Surface tension was observed to rise with time due to condensation on the plate and attachment rod after taring of the balance and during measurement. This was minimized by reducing the duration of recording of surface tension.

3.3.4 Contamination

Contamination was another problem faced during experimentation. The slightest trace of organic contaminants was found to affect surface tension drastically. To prevent contamination, strict cleaning protocols and handling protocols were followed. During the handling of solutions, care was taken to ensure that the solutions in beakers and bottles were exposed to the environment only for a small duration of time. Gloves were worn during handling of the beakers, bottles and solutions. The cleaning protocols that were followed are talked about in more detail in Section 3.4. Apart from cleaning and handling protocols, the presence of a lid significantly contributed to reducing the risk of contamination as the lid restricted organic vapor diffusion and dust contamination from the environment into the test solution sample.

3.3.5 Contact Angle Changes due to Adsorption on Platinum Plate

One of the central assumptions used in the measurement of surface tension using a platinum Wilhelmy plate is the assumption of a zero contact angle between the platinum plate and the test solution. While this assumption is valid generally, a point of concern was whether precipitates of sparingly soluble salts in seawater adsorbing onto the platinum plate could result in the formation of a contact angle between the plate and the seawater test solution sample. To verify that seawater solutions had zero contact angles with the platinum plate even in the presence of precipitates at high temperatures and salinities, contact angle measurements of seawater solutions
on the platinum plate were conducted using a goniometer. The cases tested out are summarized in Table 3.3:

Table 3.3: Summary of contact angles tests

<table>
<thead>
<tr>
<th>Case</th>
<th>Test solution</th>
<th>Temperature</th>
<th>Precipitates</th>
<th>Plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Deionized water</td>
<td>23°C</td>
<td>No</td>
<td>Unscaled</td>
</tr>
<tr>
<td>2</td>
<td>75g/kg ASTM seawater</td>
<td>50°C</td>
<td>Yes</td>
<td>Unscaled</td>
</tr>
<tr>
<td>3</td>
<td>75 g/kg ASTM seawater</td>
<td>90°C</td>
<td>Yes</td>
<td>Unscaled</td>
</tr>
<tr>
<td>4</td>
<td>35 g/kg ASTM seawater</td>
<td>90°C</td>
<td>Yes</td>
<td>Unscaled</td>
</tr>
<tr>
<td>5</td>
<td>35 g/kg ASTM seawater</td>
<td>90°C</td>
<td>Yes</td>
<td>Scaled</td>
</tr>
</tbody>
</table>

As a control case, deionized water at room temperature was dropped onto the platinum Wilhelmy plate and the contact angle was measured using the goniometer. As expected, the deionized water completely wetted the plate resulting in a zero contact angle. Subsequently, measurements were conducted on ASTM seawater of approximate salinity $S = 75$ g/kg near 50°C and near 90°C to test whether precipitates of inverse solubility salts could cause a non-zero contact angle between the platinum plate and seawater test solution. Tests were conducted at 50°C and 90°C to see whether precipitates at higher temperatures affected the contact angle. A zero contact angle was observed for both cases.

To further establish that there was a zero contact angle with the platinum plate, a final experiment was conducted using a scaled Wilhelmy plate. ASTM seawater of salinity $S = 35$ g/kg was dropped onto the plate and allowed to fully evaporate and form a fine layer of scale on the platinum plate. A new test was conducted on this plate. The contact angle was again observed to be zero. This is depicted in Fig. 3-14. It was thus conclusively established that scaling and precipitation did not result in a contact angle between the test solution and the Wilhelmy plate.
3.4 Cleaning Protocol

Glassware used for test solution preparation and the test beaker used to hold the test solution sample were cleaned by rinsing three times with Milli-Q deionized water [56]. The test beaker was rinsed additionally with ACS reagent grade water. Rinsed glassware was dried in an oven before use. Ultra clean task wipes [57] were used to absorb any left over water droplets. To reduce contamination risks new glassware was used whenever a fresh batch of test solution was prepared. The above mentioned cleaning procedure was found to be effective for experiments conducted on ACS water and aqueous sodium chloride. However, the procedure was not effective at removing scales that formed on the test beaker after extended testing of seawater at elevated temperatures \((T > 50^\circ C)\). Thus new test beakers were used for experiments carried out on seawater. A brief discussion regarding the effect of scale formation on surface tension measurement is discussed in Section 4.6.

Gloves were used at all times during preparation and testing. Care was taken
to ensure that the test solutions were exposed minimally to the environment. The lid was kept on the test beaker at all times to prevent particulate contamination from the environment. Once a test solution sample was poured into the test beaker, nothing was inserted into the test solution sample. The thermistor probe was rinsed and cleaned with Milli-Q deionized water before and after each set of experiments to prevent contamination. The Teflon construction further aided in preventing contamination. The lid was also rinsed and cleaned with Milli-Q deionized water after each set of experiments.

The Wilhelmy plate was rinsed with Milli-Q deionized water and flame cleaned after each surface tension measurement. This is depicted in Fig. 3-15.

![Flame cleaning of the Wilhelmy plate](image)

Figure 3-15: Flame cleaning of the Wilhelmy plate

### 3.5 General Procedure

The testing process began with first cleaning the test beaker according to the procedure laid down in Section 3.4. Once the test beaker was clean and dry, a stir bar and a test solution sample of a known salinity is added to the beaker. The initial mass of test solution sample was measured using either Mass Balance A or Mass Balance C and the initial salinity \( S_{\text{initial}} \) was recorded.
After obtaining the initial weight, the test beaker assembly was placed in the tensiometer with the thermistor inserted. The test solution sample was then brought to the desired test temperature with the help of the circulator. Approximately one hour was required to achieve a steady state at each temperature. Subsequently, the Wilhelmy plate was rinsed with deionized water and flame cleaned and inserted through the lid into the moist air environment. The test solution sample was then stirred for 30 seconds to diffuse any thermal gradients that formed due to air influx from the environment when the plate was inserted through the lid.

After stirring, the solution was allowed to settle down for 3-4 minutes after which surface tension ($\gamma_i \pm \sigma_i$) and static temperature ($T_{si}$) was measured. Immediately after measuring surface tension, the solution was stirred to obtain the bulk solution temperature ($T_{bi}$). Surface tension and temperature measurements at the test temperature were repeated in the above manner until surface tension measurements approximately saturated. This typically took around one hour and involved taking at least 5 measurements. This is discussed in more detail in Section 3.6.

The test solution sample was then heated 10°C to the next test temperature and a new set of surface tension measurements were conducted. Testing in this manner continued until 3 to 4 test temperatures were covered. At the end of testing the final mass of the test solution sample was measured using either Mass Balance A or Mass Balance C and the final salinity ($S_{final}$) was calculated. The difference between initial and final salinities arose due to loss of solvent due to evaporation which occurred despite the presence of the lid. The exact salinity at each test point was then calculated by distributing the loss of vapor in a weighted manner - the method for which is described in Section 3.6.3.

### 3.6 Data Analysis

To reduce the uncertainty in measurements, average values of surface tension ($\overline{\gamma}$), bulk solution temperature ($\overline{T_b}$) and salinity ($\overline{S}$) needs to be obtained. This section first describes a systematic trend observed in surface tension measurements and how
erroneous measurements of surface tension were excluded.

3.6.1 Surface Tension

As mentioned in Section 3.5, surface tension measurements at each test temperature was repeated at least five times. This led to the observation of a systematic trend in the measurements with the number of measurements, where surface tension measurements ($\gamma_t$) was observed to rise and eventually saturate. This was seen at every temperature and salinity point with the effect being more significant at elevated temperatures and when the test solution sample had contaminants. This was thought to be occurring because of the electronic compensation system in the microbalance. Regardless of the exact cause, this systematic trend was observed in all measurements.

To ascertain that the saturated values of surface tension were correct measurements, measurements of pure water at 20°C and at 80°C were compared with IAPWS correlation for the surface tension of pure water obtained from Eq. 2.11. This is depicted in Fig. 3-16. The line represents surface tension calculated from the correlation while the band represents the uncertainty of the correlation. The variation in surface tension arising from minor differences in temperature between measurements is also accounted for by the line. It can be clearly seen that measurements saturate to the actual values for surface tension.
Figure 3-16: Plot showing surface tension measurements of ACS water at 20°C and 80°C saturating to expected values. The variation is presumed to be because of the electronic compensation mechanism in the microbalance.

To systematically exclude measurements that are far from the saturated value and to include measurements close to the saturated value but not within the last five measurements, the Chauvenet’s criterion described by Holman and Gajda [58] was modified and used. The procedure is described below:

1. Let the total number of measurements at a test temperature be ‘$N$’.

2. The average ($\bar{\gamma}$) and the sample standard deviation ($s_{\gamma}$) of the last 5 measurements is calculated.

\[
\bar{\gamma} = \sum_{i=N-4}^{N} \gamma_i \tag{3.2}
\]

\[
s_{\gamma} = \sqrt{\frac{1}{4} \sum_{i=N-4}^{N} (\gamma_i - \bar{\gamma})^2} \tag{3.3}
\]
3. Next the deviation \((d)\) of each of the \(N\) measurements with the average \((\bar{\gamma})\) is obtained

\[ d_i = \gamma_i - \bar{\gamma} \quad (3.4) \]

4. The ratio \(\frac{d_i}{\sigma_{\gamma}}\) is then computed for each of the \(N\) measurements.

5. If \(\frac{d_i}{\sigma_{\gamma}}\) is greater than 1.65 the measurement is excluded from the final data set while measurements within 1.65 are included.

The number 1.65 here comes from the original Chauvenet’s criterion which prescribes that for a normal distribution of ‘\(k\)’ points, an outlier is defined as a point whose probability of occurrence is less than \(1/2k\). For 5 points, thus an outlier is a point whose probability of occurrence is less than 0.1. In terms of deviations this translates as 1.65 times the standard deviation from the mean.

6. A new average value for surface tension \((\bar{\gamma})\) and the sample standard deviation for the final set of ‘\(n\)’ measurements \((s_{\bar{\gamma}})\) is then calculated.

This procedure was applied to surface tension measurements described in Fig. 3-16 mentioned earlier to yield a final dataset depicted in Fig. 3-17.
Figure 3-17: Plot showing surface tension measurements of ACS water at 20°C and 80°C after exclusion of measurements far from the saturated value.

### 3.6.2 Temperature

The bulk solution temperatures \((T_{b_i})\) corresponding to the final set of surface tension measurements was used to calculate the average bulk solution temperature \((\overline{T}_b)\) and the sample standard deviation in bulk solution temperature measurements \((s_{\overline{T}_b})\).

### 3.6.3 Salinity

As mentioned in Section 3.5, salinity was not measured at each test temperature but before and after an interval of 3 to 4 test temperatures. The initial salinity \((S_{\text{initial}})\) is known from test solution preparation and the final salinity \((S_{\text{final}})\) of the test solution sample is obtained by measuring the total mass of solvent lost \((m_{\text{solvent,loss,total}})\). The loss in solvent mass resulted from evaporative losses that occurred despite the presence of the lid. The salinity \((S_i)\) corresponding to each surface tension measurement was then calculated by distributing the total mass of solvent lost to evaporation across all surface tension measurements using a weighted average of the vapor pressure differ-
ence between the test solution sample and the environment. The model is described below:

1. The rate of loss of solvent due to evaporation at any instant is approximately proportional to the difference in vapor pressure of water vapor above the test solution surface \( P_{\text{vap, surf}} \) and vapor pressure of water vapor in the environment \( P_{\text{vap, env}} \).

\[
\frac{\text{d}m_{\text{solv, loss}}}{\text{d}t} = B(P_{\text{vap, surf}} - P_{\text{vap, env}}) \tag{3.5}
\]

The constant of proportionality \( B \) here is a function of the geometry of the lid and the test procedures and conditions, and is approximated as a constant within any one set of measurements. The vapor pressure above the test solution surface was approximated by the saturation vapor pressure for pure water at the corresponding solution bulk temperature \( T_b \). The vapor pressure of water vapor in the environment was calculated from psychrometry from the relative humidity (RH) and temperature in the environment which due to air-conditioning is approximately held constant at 24°C and 25% RH. This was measured using a digital hygrometer/thermometer manufactured by the Control Company. The instrument had a NIST traceable calibration.

2. The total mass of solvent lost, time duration \( (\Delta t_i) \) between surface tension measurements and the vapor pressure difference between the test solution sample and the environment \( P_{\text{vap, diff, i}} \) during each surface tension measurement is known and Eq. 3.5 can be discretely integrated across the complete set of surface tension measurements \( (N_{\text{total}}) \) to obtain a value for ‘B’.

\[
P_{\text{vap, diff, i}} = P_{\text{vap, surf, i}} - P_{\text{vap, env, i}} \tag{3.6}
\]

\[
m_{\text{solv, loss, total}} = B \sum_{i=1}^{N_{\text{total}}} P_{\text{vap, diff, i}} \Delta t_i \tag{3.7}
\]
3. From the obtained value of 'B', the mass of solvent lost (\( \Delta m_{\text{solv,loss}} \)) during each surface tension measurement was calculated.

\[
B = \frac{m_{\text{solv,loss,total}}}{\sum_{i=1}^{N_{\text{total}}} P_{\text{vap, diff, i}} \Delta t_i}
\]  

(3.8)

\[\Delta m_{\text{solv,loss, i}} = B \ P_{\text{vap, diff, i}} \ \Delta t_i \]  

(3.9)

4. The mass of the test solution sample (\( m_{\text{soln, i}} \)) during each surface tension measurement was then obtained from the known initial mass of the solution (\( m_{\text{soln, initial}} \)) and the salinity (\( S_i \)) corresponding to each surface tension measurement was then calculated. It must be noted here that \( S_1 \) corresponds to \( S_{\text{initial}} \) and \( S_n \) corresponds to \( S_{\text{final}} \).

\[
m_{\text{soln, i}} = m_{\text{soln, initial}} - \sum_{k=1}^{i} \Delta m_{\text{solv,loss, k}}
\]  

(3.10)

\[
S_i = S_{\text{initial}} \frac{m_{\text{soln, initial}}}{m_{\text{soln, i}}}
\]  

(3.11)

5. The salinities (\( S_i \)) corresponding to the final set of surface tension measurements was then averaged to obtain an average salinity (\( \overline{S} \)) and the sample standard deviation in salinity (\( s_\overline{S} \)).

The model was validated by measuring intermediate values of salinity (\( S_{\text{meas, i}} \)) during 3 experiments conducted on ASTM seawater and comparing these with values of salinity calculated using the model (\( S_i \)). The comparison along with the initial salinity, final salinity, time period of measurement and the test temperature is shown in Table 3.4. The root mean square deviation between calculated and measured salinities was 0.06 g/kg while the maximum deviation was 0.09 g/kg. The maximum deviation of 0.09 g/kg was taken to be the uncertainty in salinity contributed by the model.
Table 3.4: Comparison of calculated and measured salinities for experiments conducted on ASTM seawater with the deviations for intermediate salinity measurements depicted in bold

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>$S_{initial}$ (g/kg)</th>
<th>$S_{final}$ (g/kg)</th>
<th>$t_i$ (hr)</th>
<th>$T$ (°C)</th>
<th>$S_i$ (g/kg)</th>
<th>$S_{meas,i}$ (g/kg)</th>
<th>$S_i - S_{meas,i}$ (g/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.01</td>
<td>21.29</td>
<td>0.0</td>
<td>24</td>
<td>20.00</td>
<td>20.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.1</td>
<td>71</td>
<td>20.31</td>
<td>20.27</td>
<td><strong>0.04</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.9</td>
<td>81</td>
<td>20.63</td>
<td>20.55</td>
<td><strong>0.09</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.9</td>
<td>91</td>
<td>21.29</td>
<td>21.29</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>79.39</td>
<td>79.86</td>
<td>0.0</td>
<td>24</td>
<td>79.39</td>
<td>79.39</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.8</td>
<td>40</td>
<td>79.52</td>
<td>79.52</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.7</td>
<td>51</td>
<td>79.78</td>
<td>79.74</td>
<td><strong>0.04</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.7</td>
<td>10</td>
<td>79.82</td>
<td>79.82</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.5</td>
<td>20</td>
<td>79.86</td>
<td>79.86</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>121.54</td>
<td>126.74</td>
<td>0.0</td>
<td>24</td>
<td>121.54</td>
<td>121.54</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.7</td>
<td>2</td>
<td>121.54</td>
<td>121.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.8</td>
<td>10</td>
<td>121.56</td>
<td>121.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.8</td>
<td>30</td>
<td>121.67</td>
<td>121.73</td>
<td><strong>-0.06</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.6</td>
<td>40</td>
<td>121.85</td>
<td>121.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5.7</td>
<td>52</td>
<td>122.28</td>
<td>122.31</td>
<td><strong>-0.03</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6.8</td>
<td>61</td>
<td>122.97</td>
<td>122.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.8</td>
<td>71</td>
<td>124.12</td>
<td>124.20</td>
<td><strong>-0.08</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9.4</td>
<td>81</td>
<td>126.74</td>
<td>126.74</td>
<td>0.00</td>
</tr>
</tbody>
</table>
3.7 Uncertainty Analysis

Uncertainty analysis was performed on the final data set of measurements obtained after the data refinement procedure outlined in Section 3.6. The methodology of uncertainty analysis was adopted was adopted from guidelines recommended by the Bureau of International Weights and Measurements [59] as well as books written by Patience [60] and Beckwith et al. [23].

3.7.1 Surface Tension

Since surface tension was measured directly, the contribution to uncertainty in surface tension arising from temperature and salinity variation is already captured by the measurements of surface tension. Thus, there are only two contributions to uncertainty of an average surface tension measurements for a particular test temperature and salinity:

1. Uncertainty in each surface tension measurement ($\sigma_{\gamma_i}$)

2. Standard error of the sample of surface tension measurements at a particular temperature and salinity ($se_{\gamma}$)

As mentioned in Section 3.1.1, the uncertainty in each surface tension measurement is known at the time of each measurement of surface tension.

The standard error of the sample is obtained from the sample standard deviation:

$$s_{\gamma} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (\gamma_i - \bar{\gamma})^2}$$  \hspace{1cm} (3.12)

$$se_{\gamma} = \frac{s_{\gamma}}{\sqrt{n}}$$  \hspace{1cm} (3.13)

A combined uncertainty for each surface tension measurement is then obtained by taking a root mean square sum of the both uncertainty contributions:

$$u_{\gamma} = \sqrt{se_{\gamma}^2 + \frac{\sum_{i=1}^{n} \sigma_{\gamma_i}^2}{n}}$$  \hspace{1cm} (3.14)
The expanded uncertainty is then obtained by multiplying the combined uncertainty $(u_{\bar{q}})$ with a coverage factor ‘$k$’, obtained from the $t$-value for the desired confidence interval ($\alpha$) and number of final measurements ($n$).

\[ U_{\bar{q}} = k u_{\bar{q}} \quad (3.15) \]

\[ k = t(1 - \alpha, n - 1) \quad (3.16) \]

A 95% confidence interval was used for calculating the expanded uncertainty. For $m = 5$, this resulted in a ‘$k$’ value of 2.777.

### 3.7.2 Temperature

The expanded uncertainty in the average bulk temperature ($U_{\bar{q_b}}$) is obtained using an approach similar to that of surface tension. Most of the uncertainty was caused by temperature fluctuations in the test solution due to heat loss to the environment during surface tension measurements. A 95% confidence interval resulted in an average uncertainty of 0.11°C and a maximum uncertainty of 0.54°C. The maximum uncertainty occurred during the testing of aqueous sodium chloride at $T = 87.92$°C and $S = 123.41$ g/kg.

The results and correlations discussed in Chapter 4 use the bulk average temperatures. Static temperature measurements were taken to estimate the thermal gradient within the test solution sample. The difference between static and bulk temperatures varied from 0.05 to 0.5°C. However, this did not contribute to the uncertainty in measuring the average bulk temperature.

### 3.7.3 Salinity

There are 5 sources of uncertainty that contribute to the combined uncertainty in average salinity ($u_{\bar{s}}$). These are:

1. Uncertainty in salinity of the original solution ($u_{\bar{s},\text{orig}}$):
This was 0.01 g/kg for aqueous sodium chloride, 0.02 g/kg for ASTM seawater and 0.07 g/kg for ASCS seawater.

2. Uncertainty in salinity arising from test solution preparation ($u_\bar{S}_{\text{prep}}$):
   This was 0.01 g/kg for all test solutions except for ASTM seawater of salinity $S = 121.54$ g/kg where the uncertainty in preparation was 0.05 g/kg.

3. Uncertainty in salinity arising from mass measurements of the test solution sample ($u_\bar{S}_{\text{test}}$):
   The accuracy of the mass balance (0.01 g) used for weighing the test solution sample contributed to an uncertainty in salinity of 0.01 g/kg.

4. Uncertainty in salinity due to evaporation of the test solution sample during surface tension measurements ($u_\bar{S}_{\text{evap}}$):
   The model described in Section 3.6.3 allowed the calculation of salinities corresponding to the ‘$n$’ final surface tension measurements. The standard error ($se_\bar{S}$) in salinity was then calculated from the sample standard deviation in salinity ($s_\bar{S}$). A 95% confidence interval was subsequently used to obtain the uncertainty arising from evaporation.

   $se_\bar{S} = \frac{s_\bar{S}}{\sqrt{n}}$  \hspace{1cm} (3.17)

   $u_\bar{S}_{\text{evap}} = t(0.05, n - 1)se_\bar{S}$  \hspace{1cm} (3.18)

5. Uncertainty in salinity arising from the model ($u_\bar{S}_{\text{model}}$):
   As mentioned in Section 3.6.3, the maximum deviation of 0.09 g/kg between measured and calculated salinities was used as a conservative estimate of the uncertainty in salinity arising from the model.

The root mean square of individual contributions yielded the combined uncertainty in average salinity:

   $u_{\bar{S}} = \sqrt{u_{\bar{S},\text{orig}}^2 + u_{\bar{S},\text{prep}}^2 + u_{\bar{S},\text{test}}^2 + u_{\bar{S},\text{evap}}^2 + u_{\bar{S},\text{model}}^2}$  \hspace{1cm} (3.19)
An average uncertainty in salinity of 0.17 g/kg and a maximum uncertainty in salinity of 0.82 g/kg was obtained using this approach. The maximum uncertainty in salinity occurred during the testing of ASTM seawater at $T = 87.40^\circ C$ and $S = 130.96$ g/kg.
Chapter 4

Results and Discussion

Surface tension experiments were carried out on test solutions of ACS reagent grade water, aqueous sodium chloride solution, ASTM seawater and ASCS seawater at atmospheric pressure, across a temperature range of $T = 0 - 90^\circ$C and salinity range of $S = 0 - 120$ g/kg. Temperature was varied in intervals of 10°C while salinity was generally varied in intervals of 40 g/kg. At each temperature and salinity point, at least five measurements of surface tension and bulk temperature were made. Subsequently, data analysis as described in Section 3.6 was conducted on the complete set of measurements to filter out erroneous measurements and for obtaining average values for surface tension, bulk temperature and salinity. The results presented in this section are thus final averaged measurements.

4.1 Validation

To validate the accuracy of the experimental procedure described in Chapter 3, surface tension experiments were conducted on ACS water and aqueous sodium chloride solutions at atmospheric pressure for salinities $S = (0, 39.99, 80.19, 120.01)$ g/kg across a temperature range of $T = 0 - 90^\circ$C. The experimental results were then compared with correlations from literature. For ACS water, the results were compared with the IAPWS correlation for the surface tension of water given by Eq. 2.11 and for aqueous sodium chloride the results were compared with the correlation developed by
Dutcher et al. given by Eq. 2.4. The results of these are showed in Fig. 4-1.

Figure 4-1: Comparison of present measurements of surface tension of pure water and aqueous sodium chloride solutions to values from literature correlations

The points represent average surface tension measurements obtained at each temperature and salinity. The vertical error bars represent the expanded uncertainty in the surface tension measurements. The uncertainty in temperature was too small to be depicted. Figure labels represent aqueous sodium chloride measurements in salinity intervals of 40 g/kg for simplifying the figure. The actual salinity of the test solution did drift from the initial values during measurement due to evaporation however this was captured by the model described in Section 3.6.3. The maximum drift observed was an increase in salinity of 6.08 g/kg for tests conducted at $T = (70, 80$ and $90)^\circ C$ for a test sample of initial salinity $S = 120.01$ g/kg. The straight lines represent surface tension calculated from the literature correlations for the temperatures and salinities corresponding to the points measured. The colored band across the lines represents the average absolute error between the measured and calculated values in Dutcher’s correlation for aqueous sodium chloride. For pure water, the band...
represents the actual uncertainty. The results showed that the measurements made were within the accepted uncertainties of the correlation except at high temperatures and salinities.

The expanded uncertainty in surface tension measurements for ACS water and aqueous sodium chloride is depicted in Fig. 4-2. The maximum observed uncertainty in surface tension measurements was 0.49 mN/m at $T = 89.80^\circ C$ and $S = 41.37$ g/kg, while the average uncertainty across the whole test range was 0.12 mN/m. The average uncertainty was however much lower at 0.07 mN/m for $T \leq 50^\circ C$ while it was 0.18 mN/m for $T > 50^\circ C$.

![Figure 4-2: Expanded uncertainty in surface tension measurements for ACS water and aqueous sodium chloride solutions](image)

The deviation between surface tension measurements and values calculated from the literature correlations is depicted in Fig. 4-3. The maximum deviation between surface tension measurements for ACS water and the corresponding IAPWS correlation values was 0.45% at $T = 91.75^\circ C$. This was within the 0.5% uncertainty band of the IAPWS correlation. The maximum deviation between surface tension mea-
measurements for aqueous sodium chloride and the correlation developed by Dutcher et al. was 0.89% at $T = 60.60^\circ C$ and $S = 123.41$ g/kg. However, it must be noted here that Dutcher’s correlation quoted only an average absolute error of 0.72%. To verify the actual error in Dutcher’s correlation at salinities near 120 g/kg salinity, the results from Dutcher’s correlation was compared to the high salinity raw data from Abramzon et al. [61] that Dutcher had used. The comparison showed a deviation of 1.71% for aqueous sodium chloride at $S = 100$ g/kg and $T = 60^\circ C$. Thus a 0.89% deviation observed in this experiment still falls within the actual uncertainty of Dutcher’s correlation.

The average absolute deviation between surface tension measurements and the literature correlations was 0.33%. For $T \leq 50^\circ C$, the average absolute deviation was 0.31% while for $T > 50^\circ C$, the average absolute deviation was 0.36%.

From the above discussion, it can be concluded that the experimental procedure was both valid and accurate.

![Figure 4-3: Deviation of surface tension measurements of ACS water and aqueous sodium chloride from the their corresponding literature correlations given by Eq. 2.11 and Eq. 2.4](image-url)
4.2 Surface Tension of ASTM Seawater

The surface tension of ASTM seawater was characterized as a function of temperature and salinity at atmospheric pressure. Surface tension experiments were performed on seawater of absolute salinities $S = (20.01, 35.18, 40.49, 79.39, 121.54)$ g/kg across a temperature range of 0 to 90°C in intervals of 10°C. The resulting set of 50 average measurements of surface tension, bulk temperature, and salinity is listed in Appendix A. The measurements are also plotted in Fig. 4-4.

![Surface Tension Graph](image)

Figure 4-4: Complete set of measurements for surface tension of ASTM seawater

The uncertainty in the average surface tension measurements is depicted in Fig. 4-5. The maximum uncertainty was 0.33 mN/m at a $T = 87.40°C$ and $S = 131.96$ g/kg while the minimum uncertainty was 0.04 mN/m at $T = 2.29°C$ and $S = 121.54$ g/kg. The average uncertainty for all measurement was 0.12 mN/m. For $T \leq 50°C$, the average uncertainty was 0.11 mN/m while for $T > 50°C$, the average uncertainty was 0.15 mN/m.
The final average measurements of surface tension, bulk temperature and salinity was fit to obtain the following best fit correlation:

$$\gamma_{sw} = \gamma_w \left[ 1 + 3.766 \times 10^{-4} S + 2.347 \times 10^{-6} S \right]$$

where, $\gamma_{sw}$ is surface tension of seawater in mN/m, $\gamma_w$ is the surface tension of pure water in mN/m as calculated from the IAPWS correlation given by Eq. 2.11, $S$ is absolute salinity in g/kg, and $T$ is temperature in Celsius in the current ITS-90 temperature scale.

The fit had a coefficient of determination ($R^2$) value of was 0.999. The average absolute deviation of data from the fit was found to be 0.19% while the maximum deviation was +0.60% at $T = 51.48^\circ C$ and $S = 122.20$ g/kg. The deviation between measured and calculated values is depicted in Fig. 4-6.

The form of the fit was similar to that used by Chen et al. in Eq. 2.10 and is a simple function generally used to describe the variation of surface tension of...
aqueous electrolytes at low salt concentrations [31] where the ions are solvated by water molecules rather than water molecules being solvated by ions.

Figure 4-6: Deviation of surface tension measurements of ASTM seawater from surface tension calculated by Eq. 4.1

The correlation shown in Eq. 4.1 was compared with the most recent seawater surface tension data from Chen et al. [1] (S = 5 - 35 g/kg and T = 10 - 40°C) and the deviation between them was plotted in Fig. 4-7. The average absolute deviation between Eq. 4.1 and Chen's data was found to be 0.20% while the maximum deviation was -0.47% at T = 14.778°C and S = 34.486 g/kg. This was within the maximum deviation of 0.60% observed in the correlation developed in this work.
Figure 4-7: Deviation of seawater surface tension data of Chen et al. [1] from surface tension calculated using Eq. 4.1

4.3 Comparison of Surface Tension of ASTM Seawater with Aqueous Sodium Chloride

The surface tension measurements for ASTM seawater of salinities $S = (20.01, 35.18, 40.49, 79.39, 121.54)$ g/kg was also compared with the correlation developed by Dutcher et al. for aqueous sodium chloride, given by Eq. 2.4. Figure 4-8 depicts this comparison for initial salinities $S = (40.49, 79.39, 121.54)$ g/kg. The figure also depicts the IAPWS correlation for the surface tension of water, Eq. 2.11, for reference. The points depicted represent the average surface tension measurements carried out at each temperature and salinity. The lines represent surface tension calculated from the literature correlations for pure water and aqueous sodium chloride. The band corresponding to aqueous sodium chloride represents the average absolute deviation between the measured and calculated values in Dutcher’s correlation for aqueous sodium chloride. For pure water, the band represents the actual uncertainty. The vertical error bars represent the expanded uncertainty in the surface tension measure-
ments. It can be seen from the results that the seawater surface tension measurements were within the error band of the correlation except at $T \geq 50^\circ C$ for ASTM seawater of salinity $S = 121.54$ g/kg.

![Figure 4-8: Surface tension of ASTM seawater compared with Dutcher's correlation for aqueous sodium chloride](image)

The deviation of surface tension measurements for ASTM seawater from the surface tension of aqueous sodium chloride calculated using Dutcher's correlation is illustrated in Fig. 4-9. While measurements generally fit within the 0.72% average absolute error of Dutcher's correlation, the deviation was found to be higher at around 1.20% for ASTM seawater of initial salinity $S = 121.54$ g/kg at $T \geq 50^\circ C$. The average absolute deviation was 0.33% while the maximum deviation was 1.37% at $T = 87.40^\circ C$ and $S = 130.96$ g/kg. From a practical point of view, since the maximum deviation was only 1.37%, the approximation of seawater surface tension by aqueous sodium chloride may still be considered to be valid within the thermal desalination operating range ($T = 40 - 100^\circ C$ and $S = 40 - 120$ g/kg). However, for greater accuracy especially at high salinities and high temperatures, it is recommended to use
the correlation developed in this work for seawater surface tension, given by Eq. 4.1.

Figure 4-9: Deviation of surface tension measurements of ASTM seawater from surface tension of aqueous sodium chloride calculated using Dutcher's correlation, Eq. 2.4

4.4 Comparison of ASTM and ASCS Seawater

To ascertain whether the results obtained for ASTM seawater could be extended to properly treated natural seawater, experiments were conducted on ASCS seawater ($S = 35.16$ g/kg) across a temperature range of 0 to 90°C in intervals of 10°C. As mentioned in Section 3.2, seawater from the surface of the Atlantic ocean is microfiltered and treated with ultraviolet radiation by the commercial supplier to obtain ASCS seawater. The exact organic content of ASCS seawater is not known, but it is expected that there are still trace amounts of organic contaminants since the supplier has mentioned that ASCS seawater is not sterile and has a shelf life of only 12 months. Additionally, ASCS seawater also contains several heavy metals not present in ASTM seawater.
Figure 4-10: Surface tension measurements of 35.16 g/kg ASCS seawater compared with the results of the best fit correlation for ASTM seawater given in Eq. 4.1 along with a deviation band of 0.60%.

Figure 4-10 depicts the results of these experiments. The points represent average surface tension measurements for ASCS seawater. The line represents the surface tension of ASTM seawater calculated from the correlation developed in Eq. 4.1. The band represents the maximum deviation of the correlation which was 0.60%. The vertical error bars represent the uncertainty in measurement. The maximum deviation between surface tension measurements for ASCS seawater and the best fit correlation for ASTM seawater was -0.53% at $T = 70.66^\circ C$. This was within the uncertainty of the correlation. Thus the results for ASTM seawater can be extended to natural seawater, provided the natural seawater is treated properly. Trace organic content present in ASCS seawater after its treatment and the heavy metals present in ASCS seawater did not significantly affect its surface tension.

However, it must be noted that there can be a high degree of variation in the organic content in natural seawater across the world particularly near coastlines as well as inefficiencies in filtration and treatment. Thus, it is still possible for organic
surfactants to be still present post-treatment which could in turn lead to reduced surface tension. In practical engineering applications, the value for surface tension obtained from Eq. 4.1 can be used as an upper bound for the surface tension of natural seawater.

4.5 Precipitation of Sparingly Soluble Salts

During the experiments on seawater where the temperature of the test solution sample was heated to \( T > 50^\circ\text{C} \), precipitation of some of the constituent salts of seawater was observed. This was expected as beyond 50\(^\circ\text{C}\) at seawater salinity, the solubility limits of sparingly soluble salts like calcium sulphate (CaSO\(_4\)), calcium carbonate (CaCO\(_3\)), magnesium carbonate (MgCO\(_3\)) and magnesium hydroxide (Mg(OH)\(_2\)) are reached [13]. The presence of these with the exception of magnesium hydroxide was qualitatively inferred by Energy Dispersive Spectrum (EDS) analysis of precipitates obtained from a sample of 35 g/kg ASCS seawater tested at \( T = 80^\circ\text{C} \). The results of the EDS analysis is depicted in Figure 4-11.
Figure 4-11: Results of Energy Dispersive Spectrum (EDS) analysis of a sample of precipitate obtained from 35 g/kg ASCS seawater tested at $T = 80^\circ$C showing the presence of elemental carbon, oxygen, magnesium, sulphur, chlorine and calcium along with an scanning electron microscope (SEM) image of the analyzed sample.

Figure 4-12: Comparison of 35 g/kg ASTM seawater under normal conditions and after 4 hours of testing at $T = 70^\circ$C and 80$^\circ$C.
Precipitates at the surface of a 35 g/kg seawater solution after 4 hr.
at T = 70°C and 80°C

Figure 4-13: Precipitates the surface of 35 g/kg ASTM and after 4 hours of testing at $T = 70°C$ and $80°C$

Precipitation was observed to cause turbidity in the bulk of test solution sample. This is illustrated in Fig. 4-12 where a 35 g/kg ASTM seawater sample under normal conditions is compared with a sample that underwent four hours of testing at $T = 70°C$ and $80°C$. It was also observed that once precipitation occurred at $T > 50°C$, the seawater test solution sample did not return to its original clear state on cooling. Precipitates were also observed to be floating at the surface of the test solution sample as well. This is illustrated in Fig. 4-13. Despite this, precipitation was not found to affect the accuracy of surface tension measurements; in contrast permanent scale formation on the glass test beaker resulting from precipitation over time was found to significantly affect the accuracy of surface tension measurements. This is discussed in more detail in Section 4.6.

### 4.6 Effect of Scale Formation

While the precipitation of sparingly soluble salts in seawater test solution samples did not directly affect the accuracy of surface tension measurements significantly, “permanent” scale formation of the test beaker that occurred over a few hours of testing...
at high temperatures \((T > 50^\circ C)\) was observed to affect surface tension measurements drastically.

This was observed in a controlled manner when surface tension measurements were carried out on a clean beaker over a period of 14 hours. Experiments were conducted in the following order,

1. 35.16 g/kg ASCS seawater from \(T = 60 - 90^\circ C\) in 10°C intervals
2. 79.39 g/kg ASTM seawater from \(T = 60 - 90^\circ C\) in 10°C intervals
3. 121.54 g/kg ASTM seawater from \(T = 60 - 90^\circ C\) in 10°C intervals
4. 40.49 g/kg ASTM seawater from \(T = 60 - 70^\circ C\) in 10°C intervals

![Sequence of measurement:](image)

Figure 4-14: Surface tension decreasing below the surface tension of pure water after scale formation on the test beaker

The same test beaker was used for these experiments and between each experiment, the test beaker was cleaned according to protocols mentioned in Section 3.4. The results from these experiments are depicted in Fig. 4-14. While Experiments 1, 2 and 3 gave good results, the measured surface tension dropped from its expected
value in the 4th experiment on 40.49 g/kg ASTM seawater, decreasing even below the surface tension of pure water at $T = 70^\circ$C.

The only parameter that changed in Experiment 4 from the earlier experiments was the formation of a fine "permanent" layer of scale on the test beaker. While Experiments 1 and 2 had led to precipitate residue or scale forming on the beaker, the cleaning procedure of rinsing with Milli-Q deionized water, ACS water and light scrubbing with task wipes was able to remove these. However, Experiment 3 conducted on 121.54 g/kg ASTM seawater resulted in scale formation on parts of the test beaker that could not be removed even after four rinses of Milli-Q deionized water and scrubbing with task wipes.

The depression of surface tension below that of pure water was further observed when surface tension experiments on ASTM seawater were conducted using the same test beaker over a longer period of time. These results are given in Fig. 4-15. The depression of surface tension was observed after $T > 50^\circ$C and was found to increase with increasing temperature and salinity.

![Figure 4-15: Surface tension decreasing below the surface tension of pure water after scale formation on the test beaker for $T > 50^\circ$C](image-url)
The exact reason for why surface tension decreased after scale formed and why the effect increased with salinity and temperature is not known. It is plausible that contaminants from the environment may have adhered to the layer of scale on the beaker. At temperatures less than $T = 50^\circ$C, the scale layer may not have been actively interacting with the test solution sample hence contaminants did not affect the surface tension measured. However, at elevated temperatures, the scale on the beaker may have started diffusing into the solution carrying the contaminants with it which in turn reduced surface tension. However, this hypothesis was not tested.

What is clear is that scale formation led to higher uncertainty in surface tension measurements and also caused surface tension to decrease drastically at $T > 50^\circ$C.

This observation may be relevant for real life applications such as membrane distillation and heat transfer in falling film evaporators in multi-effect distillation, scale does form and grow on membranes and heat transfer surfaces respectively. Thus, it is possible that with time, contaminants could accumulate on the scale and reduce surface tension of the seawater being concentrated thus affecting the process. This is primarily a concern for membrane distillation where the sensitivity of the process to surface tension is higher. It is thus recommended that further experiments be conducted to explore this aspect in greater detail.
Chapter 5

Conclusions

An accurate experimental procedure for determining the surface tension of electrolyte solutions at atmospheric pressure across a temperature range of $T = 0 - 90^\circ\text{C}$ was developed. The procedure was validated by conducting experiments on ACS reagent grade water and aqueous sodium chloride solutions.

Surface tension of ASTM seawater was measured accurately across a temperature range of $T = 0 - 90^\circ\text{C}$ and a salinity range of $S = 0 - 120 \text{ g/kg}$. The uncertainty in measurements varied between 0.04 - 0.33 mN/m. The measurements were used to develop a best fit correlation for the surface tension of seawater as a function of temperature and salinity. The average absolute deviation of measurements from the correlation was 0.19% while the maximum deviation was 0.60%.

The surface tension of seawater was found to be comparable to within 1.37% of the surface tension of aqueous sodium chloride solutions of equivalent salinities.

Surface tension of ASTM D1141 standard seawater and ASCS seawater was found to be comparable suggesting that the organic content in 0.2 $\mu\text{m}$ microfiltered and ultraviolet radiation treated natural open-ocean seawater is present in too trace an amount to affect surface tension.

Scale formation by sparingly soluble salts in seawater with time was observed to cause a reduction in surface tension. The exact mechanism is unknown and is an area for future work.
Appendix A

Experimental Data

The average measurements of salinity ($\bar{S}$), bulk temperature ($\bar{T}_b$), and surface tension ($\bar{\gamma}$) for ACS water, aqueous sodium chloride, ASTM seawater and ASCS seawater are listed here. The uncertainty in measurements, the number of points used for averaging ‘$n$’, and the coverage factor ‘$k$’ used for calculating uncertainty are also listed.

Table A.1: Measurements for ACS water

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>$\bar{S}$ (g/kg)</th>
<th>$u_{cS}$ (g/kg)</th>
<th>$\bar{T}_b$ °C</th>
<th>$U_{\bar{T}_b}$ °C</th>
<th>$\bar{\gamma}$ (mN/m)</th>
<th>$U_{\bar{\gamma}}$ (mN/m)</th>
<th>$n$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>-</td>
<td>1.07</td>
<td>0.03</td>
<td>75.561</td>
<td>0.084</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>-</td>
<td>10.59</td>
<td>0.03</td>
<td>74.159</td>
<td>0.123</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>-</td>
<td>21.65</td>
<td>0.24</td>
<td>72.706</td>
<td>0.055</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>-</td>
<td>31.47</td>
<td>0.04</td>
<td>70.977</td>
<td>0.183</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>-</td>
<td>40.73</td>
<td>0.04</td>
<td>69.568</td>
<td>0.073</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>-</td>
<td>51.55</td>
<td>0.06</td>
<td>67.605</td>
<td>0.098</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>-</td>
<td>60.35</td>
<td>0.04</td>
<td>66.020</td>
<td>0.062</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
<td>-</td>
<td>71.42</td>
<td>0.03</td>
<td>64.262</td>
<td>0.064</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
<td>-</td>
<td>80.27</td>
<td>0.12</td>
<td>62.839</td>
<td>0.078</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
<td>-</td>
<td>91.75</td>
<td>0.30</td>
<td>60.761</td>
<td>0.081</td>
<td>5</td>
<td>2.776</td>
</tr>
</tbody>
</table>
Table A.2: Measurements for aqueous sodium chloride

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>$\bar{S}$ (g/kg)</th>
<th>$u_{\bar{S}}$ (g/kg)</th>
<th>$T_b$ °C</th>
<th>$U_{\bar{T}_b}$ (°C)</th>
<th>$\bar{\gamma}$ (mN/m)</th>
<th>$U_{\bar{\gamma}}$ (mN/m)</th>
<th>$n$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40.05</td>
<td>0.09</td>
<td>3.29</td>
<td>0.05</td>
<td>76.526</td>
<td>0.079</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>2</td>
<td>40.04</td>
<td>0.09</td>
<td>10.37</td>
<td>0.08</td>
<td>75.498</td>
<td>0.043</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>3</td>
<td>39.99</td>
<td>0.09</td>
<td>21.79</td>
<td>0.03</td>
<td>73.770</td>
<td>0.030</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>4</td>
<td>40.42</td>
<td>0.10</td>
<td>30.33</td>
<td>0.03</td>
<td>72.755</td>
<td>0.073</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>5</td>
<td>40.02</td>
<td>0.09</td>
<td>40.21</td>
<td>0.04</td>
<td>71.080</td>
<td>0.113</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>6</td>
<td>40.36</td>
<td>0.10</td>
<td>49.44</td>
<td>0.05</td>
<td>69.472</td>
<td>0.037</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>7</td>
<td>40.87</td>
<td>0.17</td>
<td>59.73</td>
<td>0.03</td>
<td>67.300</td>
<td>0.155</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>8</td>
<td>41.45</td>
<td>0.19</td>
<td>69.82</td>
<td>0.08</td>
<td>65.840</td>
<td>0.136</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>9</td>
<td>43.68</td>
<td>0.33</td>
<td>79.22</td>
<td>0.07</td>
<td>63.584</td>
<td>0.329</td>
<td>7</td>
<td>2.447</td>
</tr>
<tr>
<td>10</td>
<td>41.37</td>
<td>0.35</td>
<td>89.80</td>
<td>0.16</td>
<td>61.972</td>
<td>0.495</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>11</td>
<td>80.17</td>
<td>0.09</td>
<td>1.05</td>
<td>0.04</td>
<td>77.872</td>
<td>0.063</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>12</td>
<td>80.28</td>
<td>0.09</td>
<td>10.17</td>
<td>0.03</td>
<td>76.695</td>
<td>0.018</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>13</td>
<td>80.67</td>
<td>0.11</td>
<td>20.04</td>
<td>0.03</td>
<td>75.358</td>
<td>0.029</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>14</td>
<td>81.38</td>
<td>0.19</td>
<td>30.00</td>
<td>0.03</td>
<td>73.901</td>
<td>0.085</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>15</td>
<td>80.43</td>
<td>0.10</td>
<td>40.27</td>
<td>0.05</td>
<td>72.306</td>
<td>0.028</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>16</td>
<td>80.72</td>
<td>0.10</td>
<td>49.84</td>
<td>0.06</td>
<td>70.854</td>
<td>0.128</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>17</td>
<td>80.87</td>
<td>0.23</td>
<td>59.90</td>
<td>0.05</td>
<td>68.762</td>
<td>0.206</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>18</td>
<td>81.54</td>
<td>0.16</td>
<td>70.40</td>
<td>0.07</td>
<td>67.208</td>
<td>0.081</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>19</td>
<td>82.44</td>
<td>0.37</td>
<td>80.32</td>
<td>0.08</td>
<td>64.793</td>
<td>0.374</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>20</td>
<td>84.92</td>
<td>0.51</td>
<td>90.95</td>
<td>0.16</td>
<td>63.138</td>
<td>0.359</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>21</td>
<td>120.00</td>
<td>0.09</td>
<td>1.12</td>
<td>0.08</td>
<td>79.140</td>
<td>0.044</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>22</td>
<td>120.03</td>
<td>0.09</td>
<td>10.27</td>
<td>0.05</td>
<td>78.030</td>
<td>0.031</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>23</td>
<td>120.04</td>
<td>0.10</td>
<td>19.99</td>
<td>0.04</td>
<td>76.644</td>
<td>0.057</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>24</td>
<td>120.21</td>
<td>0.10</td>
<td>30.15</td>
<td>0.30</td>
<td>75.270</td>
<td>0.052</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>25</td>
<td>120.52</td>
<td>0.10</td>
<td>40.09</td>
<td>0.04</td>
<td>73.717</td>
<td>0.083</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>26</td>
<td>120.92</td>
<td>0.13</td>
<td>50.05</td>
<td>0.05</td>
<td>72.184</td>
<td>0.107</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>27</td>
<td>123.41</td>
<td>0.54</td>
<td>60.60</td>
<td>0.54</td>
<td>70.482</td>
<td>0.150</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>28</td>
<td>121.22</td>
<td>0.19</td>
<td>71.60</td>
<td>0.50</td>
<td>68.127</td>
<td>0.101</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>29</td>
<td>122.63</td>
<td>0.31</td>
<td>80.76</td>
<td>0.17</td>
<td>66.521</td>
<td>0.099</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>30</td>
<td>124.61</td>
<td>0.50</td>
<td>91.11</td>
<td>0.12</td>
<td>64.515</td>
<td>0.116</td>
<td>6</td>
<td>2.571</td>
</tr>
</tbody>
</table>
Table A.3: Measurements for ASTM seawater

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>$S$ (g/kg)</th>
<th>$u_{cS}$ (g/kg)</th>
<th>$T_b$ °C</th>
<th>$U_{T_b}$ (mN/m)</th>
<th>$\bar{\gamma}$ (mN/m)</th>
<th>$U_\bar{\gamma}$ (mN/m)</th>
<th>$n$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.19</td>
<td>0.09</td>
<td>0.78</td>
<td>0.28</td>
<td>76.098</td>
<td>0.087</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>2</td>
<td>20.17</td>
<td>0.10</td>
<td>9.92</td>
<td>0.19</td>
<td>74.802</td>
<td>0.061</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>3</td>
<td>20.01</td>
<td>0.09</td>
<td>19.90</td>
<td>0.09</td>
<td>73.389</td>
<td>0.102</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>4</td>
<td>20.04</td>
<td>0.09</td>
<td>30.00</td>
<td>0.09</td>
<td>71.805</td>
<td>0.087</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>5</td>
<td>20.10</td>
<td>0.09</td>
<td>40.17</td>
<td>0.20</td>
<td>70.195</td>
<td>0.178</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>6</td>
<td>20.23</td>
<td>0.10</td>
<td>50.45</td>
<td>0.16</td>
<td>68.555</td>
<td>0.148</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>7</td>
<td>20.41</td>
<td>0.10</td>
<td>60.45</td>
<td>0.05</td>
<td>66.807</td>
<td>0.081</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>8</td>
<td>20.26</td>
<td>0.10</td>
<td>70.89</td>
<td>0.15</td>
<td>64.932</td>
<td>0.077</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>9</td>
<td>20.57</td>
<td>0.11</td>
<td>80.43</td>
<td>0.25</td>
<td>63.121</td>
<td>0.170</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>10</td>
<td>21.20</td>
<td>0.13</td>
<td>90.51</td>
<td>0.08</td>
<td>61.344</td>
<td>0.177</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>11</td>
<td>35.47</td>
<td>0.09</td>
<td>1.23</td>
<td>0.13</td>
<td>76.389</td>
<td>0.120</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>12</td>
<td>35.47</td>
<td>0.09</td>
<td>10.05</td>
<td>0.04</td>
<td>75.033</td>
<td>0.174</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>13</td>
<td>35.28</td>
<td>0.11</td>
<td>20.92</td>
<td>0.03</td>
<td>73.477</td>
<td>0.140</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>14</td>
<td>35.20</td>
<td>0.09</td>
<td>30.03</td>
<td>0.03</td>
<td>72.257</td>
<td>0.094</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>15</td>
<td>35.38</td>
<td>0.10</td>
<td>39.85</td>
<td>0.03</td>
<td>70.562</td>
<td>0.202</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>16</td>
<td>35.54</td>
<td>0.21</td>
<td>49.73</td>
<td>0.04</td>
<td>69.091</td>
<td>0.159</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>17</td>
<td>35.85</td>
<td>0.11</td>
<td>59.46</td>
<td>0.08</td>
<td>67.592</td>
<td>0.112</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>18</td>
<td>35.48</td>
<td>0.10</td>
<td>72.36</td>
<td>0.22</td>
<td>65.170</td>
<td>0.076</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>19</td>
<td>36.36</td>
<td>0.15</td>
<td>79.50</td>
<td>0.03</td>
<td>63.717</td>
<td>0.117</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>20</td>
<td>37.64</td>
<td>0.27</td>
<td>90.02</td>
<td>0.19</td>
<td>61.889</td>
<td>0.196</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>21</td>
<td>40.79</td>
<td>0.09</td>
<td>2.88</td>
<td>0.12</td>
<td>76.425</td>
<td>0.094</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>22</td>
<td>40.78</td>
<td>0.09</td>
<td>10.37</td>
<td>0.03</td>
<td>75.361</td>
<td>0.167</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>23</td>
<td>40.53</td>
<td>0.10</td>
<td>19.99</td>
<td>0.08</td>
<td>73.871</td>
<td>0.051</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>24</td>
<td>40.52</td>
<td>0.09</td>
<td>29.98</td>
<td>0.06</td>
<td>72.516</td>
<td>0.094</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>25</td>
<td>40.61</td>
<td>0.09</td>
<td>40.37</td>
<td>0.08</td>
<td>70.952</td>
<td>0.119</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>26</td>
<td>40.76</td>
<td>0.10</td>
<td>50.58</td>
<td>0.09</td>
<td>69.351</td>
<td>0.083</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>27</td>
<td>40.82</td>
<td>0.11</td>
<td>60.48</td>
<td>0.06</td>
<td>67.383</td>
<td>0.157</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>28</td>
<td>41.16</td>
<td>0.12</td>
<td>70.29</td>
<td>0.22</td>
<td>65.831</td>
<td>0.103</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>29</td>
<td>41.64</td>
<td>0.17</td>
<td>79.96</td>
<td>0.07</td>
<td>64.218</td>
<td>0.103</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>30</td>
<td>42.80</td>
<td>0.26</td>
<td>92.07</td>
<td>0.22</td>
<td>62.106</td>
<td>0.243</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>31</td>
<td>79.90</td>
<td>0.09</td>
<td>2.28</td>
<td>0.11</td>
<td>77.580</td>
<td>0.148</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>32</td>
<td>79.82</td>
<td>0.09</td>
<td>10.07</td>
<td>0.19</td>
<td>76.496</td>
<td>0.053</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>33</td>
<td>79.85</td>
<td>0.09</td>
<td>19.58</td>
<td>0.11</td>
<td>75.229</td>
<td>0.067</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>34</td>
<td>79.86</td>
<td>0.11</td>
<td>29.98</td>
<td>0.03</td>
<td>73.715</td>
<td>0.105</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>35</td>
<td>79.49</td>
<td>0.10</td>
<td>40.16</td>
<td>0.25</td>
<td>71.999</td>
<td>0.155</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>36</td>
<td>79.73</td>
<td>0.11</td>
<td>50.85</td>
<td>0.29</td>
<td>70.193</td>
<td>0.106</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>37</td>
<td>79.94</td>
<td>0.24</td>
<td>60.80</td>
<td>0.03</td>
<td>68.536</td>
<td>0.302</td>
<td>3</td>
<td>4.303</td>
</tr>
<tr>
<td>38</td>
<td>80.64</td>
<td>0.23</td>
<td>70.65</td>
<td>0.06</td>
<td>66.978</td>
<td>0.093</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>39</td>
<td>81.74</td>
<td>0.26</td>
<td>80.09</td>
<td>0.16</td>
<td>65.191</td>
<td>0.091</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>40</td>
<td>83.71</td>
<td>0.64</td>
<td>90.53</td>
<td>0.04</td>
<td>63.507</td>
<td>0.191</td>
<td>4</td>
<td>3.182</td>
</tr>
</tbody>
</table>
Table A.3: Measurements for ASTM seawater (continued)

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>$S$ (g/kg)</th>
<th>$u_{cS}$ (g/kg)</th>
<th>$T_b$ °C</th>
<th>$U_{T_b}$ °C</th>
<th>$\bar{\gamma}$ (mN/m)</th>
<th>$U_{\bar{\gamma}}$ (mN/m)</th>
<th>$n$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>121.54</td>
<td>0.11</td>
<td>2.29</td>
<td>0.05</td>
<td>78.754</td>
<td>0.040</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>42</td>
<td>121.56</td>
<td>0.11</td>
<td>9.82</td>
<td>0.06</td>
<td>77.901</td>
<td>0.066</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>43</td>
<td>122.17</td>
<td>0.11</td>
<td>19.92</td>
<td>0.04</td>
<td>76.669</td>
<td>0.059</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>44</td>
<td>121.65</td>
<td>0.11</td>
<td>30.01</td>
<td>0.03</td>
<td>75.189</td>
<td>0.072</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>45</td>
<td>121.82</td>
<td>0.11</td>
<td>40.22</td>
<td>0.13</td>
<td>73.767</td>
<td>0.101</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>46</td>
<td>122.20</td>
<td>0.14</td>
<td>51.48</td>
<td>0.09</td>
<td>72.241</td>
<td>0.070</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>47</td>
<td>122.86</td>
<td>0.15</td>
<td>60.86</td>
<td>0.04</td>
<td>70.493</td>
<td>0.073</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>48</td>
<td>123.89</td>
<td>0.18</td>
<td>71.21</td>
<td>0.05</td>
<td>68.896</td>
<td>0.134</td>
<td>7</td>
<td>2.447</td>
</tr>
<tr>
<td>49</td>
<td>126.49</td>
<td>0.25</td>
<td>80.68</td>
<td>0.06</td>
<td>67.130</td>
<td>0.102</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>50</td>
<td>130.96</td>
<td>0.82</td>
<td>87.40</td>
<td>0.48</td>
<td>66.109</td>
<td>0.329</td>
<td>4</td>
<td>3.182</td>
</tr>
</tbody>
</table>

Table A.4: Measurements for ASCS seawater

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>$S$ (g/kg)</th>
<th>$u_{cS}$ (g/kg)</th>
<th>$T_b$ °C</th>
<th>$U_{T_b}$ °C</th>
<th>$\bar{\gamma}$ (mN/m)</th>
<th>$U_{\bar{\gamma}}$ (mN/m)</th>
<th>$n$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35.20</td>
<td>0.11</td>
<td>1.11</td>
<td>0.05</td>
<td>76.307</td>
<td>0.078</td>
<td>6</td>
<td>2.571</td>
</tr>
<tr>
<td>2</td>
<td>35.20</td>
<td>0.11</td>
<td>9.67</td>
<td>0.03</td>
<td>74.977</td>
<td>0.061</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>3</td>
<td>35.18</td>
<td>0.11</td>
<td>19.55</td>
<td>0.03</td>
<td>73.695</td>
<td>0.414</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>4</td>
<td>35.17</td>
<td>0.11</td>
<td>29.80</td>
<td>0.05</td>
<td>72.367</td>
<td>0.160</td>
<td>3</td>
<td>4.303</td>
</tr>
<tr>
<td>5</td>
<td>35.22</td>
<td>0.11</td>
<td>40.17</td>
<td>0.11</td>
<td>70.801</td>
<td>0.052</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>6</td>
<td>35.27</td>
<td>0.12</td>
<td>50.83</td>
<td>0.34</td>
<td>69.075</td>
<td>0.087</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>7</td>
<td>37.70</td>
<td>0.14</td>
<td>60.81</td>
<td>0.27</td>
<td>67.147</td>
<td>0.121</td>
<td>4</td>
<td>3.182</td>
</tr>
<tr>
<td>8</td>
<td>38.07</td>
<td>0.15</td>
<td>70.66</td>
<td>0.22</td>
<td>65.348</td>
<td>0.122</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>9</td>
<td>38.72</td>
<td>0.18</td>
<td>80.40</td>
<td>0.09</td>
<td>63.945</td>
<td>0.126</td>
<td>5</td>
<td>2.776</td>
</tr>
<tr>
<td>10</td>
<td>36.00</td>
<td>0.39</td>
<td>90.53</td>
<td>0.19</td>
<td>61.719</td>
<td>0.252</td>
<td>6</td>
<td>2.571</td>
</tr>
</tbody>
</table>
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