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Abstract

The thesis applies optimization theory to three problems in operations management.
In the first part of the thesis, we investigate the impact of inventory control on

the availability of drugs to patients at public health facilities in Zambia. We present
consistent empirical data and simulation results showing that, because of its failure to
properly anticipate seasonal variations in demand and supply lead-times, this system
leads to predictable patient-level stock-outs even when there is ample inventory avail-
able in the central warehouse. Secondly, we propose an alternative inventory control
system relying on mobile devices and mathematical optimization, and present results
from a validated simulation model suggesting that its implementation would lead to a
substantial improvement of patient access to drugs relative to the current system.

In the second part of the thesis, we investigate the impact of returning customers on
pricing for fashion Internet retailers. Our analysis of clickstream data from an online
fashion retailer shows that a significant proportion of sales is due to returning customers,
i.e. customers who first visit an item at a particular price, but purchase the item in
a later visit at a lower price. We propose a markdown pricing model that explicitly
incorporates returning customers. We propose a model for quantifying the value of the
returning pricing model relative to a pricing model that does not distinguish between
first-time and returning customers, and determine the value of returning pricing both
exactly and through developing bounds. Based on real data from a fashion Internet
retailer, we estimate the parameters of the returning demand model and determine the
value of the returning pricing model.

Lastly, we study the promotion optimization problem faced by grocery retailers, i.e.
deciding which items to promote and at what price. Our formulation includes several
business rules that arise in practice. We build demand models from data in order to
capture the stockpiling behavior through dependence on past prices. This gives rise to
a hard problem. For general additive and multiplicative demand structures, we propose
efficient LP based methods, show theoretical performance guarantees and validate our
results using real data.
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Chapter 1

Introduction

Operations research emerged as a formal discipline during World War II, due to the

efforts of military planners to use analytical methods to make better decisions in their

military operations. The early pioneers of operations research applied techniques in-

cluding mathematical modeling, statistical analysis and mathematical optimization to

a diverse range of practical problems, including optimizing the size of warship convoys

to protect merchant ships against attacks by German U-boats, and determining which

color was best to camouflage anti-submarine aircraft. The author's aspiration is that

this thesis embodies the creative and enterprising spirit of the forefathers of operations

research.

In this thesis, we apply operations research techniques to address three interesting

and important practical operational problems.

In Chapter 2, we investigate the impact of the inventory control policies on the

availability of essential medical drugs to patients at public health facilities in Zambia.

We build a validated simulation model of the Zambia supply chain and propose an

optimization-based inventory control policy that achieves a higher level of availability

of drugs at health facilities compared to the existing inventory control policy.

In Chapter 3, we formulate a price optimization model for fashion Internet retailers.

Our model leverages returning behavior of customers which the retailer can observe via
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clickstream data in order to make better pricing decisions, relative to a myopic pricing

model that is based on aggregate sales data and ignores customers' returning behavior.

Our numerical experiments based on real data suggest that our model would increase

the retailer's revenue relative to the myopic pricing model.

In Chapter 4, we formulate an promotion optimization model for grocery retailers.

Our model incorporates features that are important in practice: namely, business rules

that constrain the promotion schedule, as well as demand functions with promotion

fatigue effects. Because the promotion optimization problem is nonconvex, we propose

an efficient LP-based approximation for which we derive theoretical guarantees. Finally,

we validate our results using real data.

Finally, I present my concluding remarks in Chapter 5.
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Chapter 2

Inventory Management for Essential

Drugs in Sub-Saharan Africa

The following chapter was written in collaboration with J&r6mie Gallien and Prashant

Yadav.

2.1 Introduction

Well functioning health systems rely on the uninterrupted and continuous availability of

medicines, vaccines, diagnostics and other medical supplies [Management Sciences for

Health, 1997J. Unfortunately, the average service level of drugs at public health facilities

in sampled low income countries has recently been found lower than 25% [Cameron

et al., 2009 with the availability of malaria drugs being a specific concern [Zurovac

et al., 2007, 2008J. Drug stockouts have negative impacts on public health, including

widespread treatment discontinuation possibly leading to death and risk of increased

resistance to drug in the overall population [World Health Organization, 2004, Levine

et al., 2008, Pasquet et al., 2010. The reasons for drug stockouts in resource-limited

countries are varied and interconnected, including for example funding shortages, errors

in estimation of drug procurement needs and limited available information for inventory

management [Kangwana et al., 2009.
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Zambia is fairly representative of the disease burden, pharmaceutical distribution

and drug stockout situation in sub-Saharan Africa: its under five infant mortality rate is

141 compared to the sub-Saharan average of 129 (World Bank statistics), with malaria

acting as a key driver of child mortality; drugs are received and stored in a central

warehouse and supplied first to 72 district medical stores then to health facilities in the

face of substantial transportation, staffing and infrastructure challenges [Yadav et al.,

2011, 20121; assessments conducted in recent years reported high rates of drug stockouts

at the health facility level [Picazo and Zhao, 2009, Friedman et al., 2011}. However, the

Zambian Ministry of Health (MoH) and its partners have invested significant resources

in the public sector supply chain for essential medicines in recent years, resulting in

fewer procurement delays and better distribution at the first tier of the distribution

system [Yadav et al., 2012]. In addition, the MoH and several key partners conducted

in 2009 a landmark randomized pilot experiment to help determine the appropriate

number of inventory holding tiers and loci of order quantity decisions [Friedman et al.,

2011].

Leveraging data collected during this pilot, the present paper specifically focuses on

inventory control, i.e. the set of rules and processes used to determine the quantity

of each drug to be sent to each facility at each point in time, i.e., the supply chain's

nervous system. In particular, it shows that a significant improvement of patient access

to drugs can be achieved through changes in the inventory control policy currently im-

plemented in Zambia which is similar to the policies and guidelines used in many low

income country medicine supply chains. (For an example of such guidelines see USAID

I DELIVER [2011aJ.) After a literature review (in 2.1) and further background on

Zambia's pharmaceutical distribution system (in 2.2), it first offers (in 2.5) an origi-

nal performance analysis of Zambia's existing inventory control system relying on a new

dataset constructed by digitizing stock reporting cards in rural health clinics of several

districts. Secondly, this paper develops (in 2.4) a detailed proposal for an alternative

inventory control system relying on (i) inventory information from the point of con-

'The World Bank, USAID/Deliver Project, John Snow, Inc., Crown Agents and DFID
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sumption using mobile devices; and (ii) mathematical optimization to determine the

optimal quantity of drugs to ship to each health facility during each time period. This

proposal is evaluated in 2.5 with a discrete-event simulation model that is validated

with actual field observations obtained during the 2009 pilot experiment. Our results

suggest that implementing our proposed alternative inventory control system would

lead to substantial improvements in the availability of drugs at health facilities in Zam-

bia. This work constitutes the primary motivation for a large-scale controlled field pilot

of our proposed inventory system led by the MoH and supported by the World Bank,

IBM and other partners which is planned to begin in three Zambian districts before

the end of 2012. Further discussion of this upcoming pilot and concluding remarks are

provided in 2.6.

ectionLiterature Review and Contributions

This paper studies an inventory policy for a system that supplies essential medicines

to public sector health facilities in a resource poor environment. We review accordingly

the literature in public health and operations management focusing on distribution of

essential medicines in low income countries; impact of stock outs on health systems and

health outcomes; and inventory distribution policies in multi-echelon systems.

Patel [1983], Yudkin [1978], Lall and Bibile [19781 highlight the problems with phar-

maceutical access and affordability in low income countries and argue for a stronger

public sector role in the provision of pharmaceuticals. Mamdani and Walker [1986]

highlight problems in stock management, inventory record keeping, and supply order-

ing rendering the public distribution system for medicines ineffective in many developing

countries. Quick [1982] highlights frequent shortages of medicines as a chronic problem

impacting healthcare delivery in low income countries and study the impact of varying

procurement frequency in public sector procurement. It shows how management science

techniques can be best applied to improve availability of essential drugs. Sieter 120101

in his assessment of the design of better pharmaceutical policy for developing coun-

tries describes the results of a "dysfunctional" medicines supply chain. Many authors

have highlighted the inefficiencies that result in the public sector medicine distribution
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system for HIV/AIDS medicines due poor information flows and poor system design

[Windisch et al., 2011, Harries et al., 2007, Sued et al., 2011, Schouten et al., 2011}.

Similarly multiple studies have been reported stockouts of malaria medicines in public

health facilities [PLoS Medicine Editors, 2009, Zurovac et al., 2007, 2008, Kangwana

et al., 2009].

Turning to the impact of supply chains, Kraiselburd and Yadav [2012 state that

ineffective and poorly designed systems for purchasing and distributing medicines are

one of the most important barriers to increasing access to medicines in low income

countries. They attribute the ineffectiveness of the global health supply chain to coor-

dination problems across multiple stakeholders with widely divergent objectives, poor

supply chain design, and poorly designed myopic operational objectives. Roberts et al.

[2004] present tools for diagnosing the performance of a pharmaceutical system and il-

lustrate the role of structures, incentives and governance. Frost and Reich [2008] study

the stakeholders and functions involved in making medicines, vaccines and other health

technologies reach the populations they are intended for. WHO Maximizing Positive

Synergies Collaborative Group [20091 highlighted the importance of supply systems in

ensuring the overall success of new global health initiatives. They argue that while

new global health initiatives have increased funding for the procurement of medicines,

vaccines and other health technologies, the increase has not been matched by increase

in the distribution of these supplies.

There are few studies to date that study supply chain redesign and measure its

impact on availability or overall health system improvements. Sieter [2010] provides

a review of various procurement and financing related interventions that help improve

the pharmaceutical supply system in developing countries. Matowe et al. (2008) study

the impact of training pharmacists in supply chain management on pharmaceutical

availability in public sector drug supply chains. They do not find strong evidence that

training achieves greater availability of drugs at the health facility level. Conn et al.

(1996) describe the impact of a project to strengthen the basic management skills of

district-level health teams in two out of the three health regions of the Gambia and
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find that it only leads to moderate improvements in health services delivery. Raja et

al. (2008) use a simulation based optimization approach to redesign the public health

distribution network in Kenya. Barrington et al. [20101 argue that lack of visibility of

stock levels of malaria medicines at the health facility level is an important contribu-

tor to medicine stock-outs. They present results from a pilot SMS based system for

providing visibility of health facility level stock of malaria medicines and show that it

leads to fewer stock outs. Friedman et al. [2011] conducted a quasi-randomized ex-

periment which compare two different supply chain structures against a control group

and show that the supply chain with fewer tiers results in reduced stock outs at the

health facility level. Bossert et al (2007) examine the impact of decentralization of spe-

cific functions within the medicines supply chain (e.g. needs quantification, inventory

control, transportation, procurement and logistics management information systems

(LMIS)) on multiple logistics system performance indicators. They show that decen-

tralizing inventory control and LMIS to local authorities leads to poorer performance

in these functions. In-depth assessment of the public medicines supply chain of six sub-

Saharan African countries [WHO Maximizing Positive Synergies Collaborative Group,

2009, Yadav et al., 2011] shows that most of the countries record stock and consumption

data at the district and health facility level on store ledgers, stock control cards and

requisition forms. However, reporting such data to the higher levels of the distribution

system for better supply planning is often difficult [Yadav et al., 2011]

Zipkin [2000}, Porteus [2002] contain a review of the large stream of literature on

inventory policy in multi-echelon systems, and Axsfiter et al. 120021 contains a good

discussion of the subset of these studies that focus on distribution systems. Within

this literature, the problem we consider is distinguished by the assumption of lost (as

opposed to backordered) unsatisfied demand, which seems required in a context where

life-saving medicines are often distributed to patients who need to walk for several

hours to reach care delivery facilities. Remarkably, the optimal replenishment policy

is not even known for the single stage version of this problem with stationary demand

and constant lead-times [Zipkin, 2008]. Our context however is further characterized
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by heterogeneous, non-stationary and stochastic demand and replenishment lead-times

in a distribution system comprising a large number of facilities, and limited inventory

available at the central warehouse that supplies them. We are not aware of any heuristic

(let alone optimal policy) described in the literature for this problem. Among the stream

of literature reporting heuristic policies adapted to realistic supply chain problems, Caro

and Gallien [20101 is particularly relevant as it considers the determination of shipment

quantities from a central store with limited stock to multiple retail locations in order

to maximize overall sales. The present paper differs however from Caro et al. [2010] in

the context and details of the distribution system considered, and consequently in the

solution approach and approximations it uses.

In summary, the present paper makes the following contributions to the research

literature on public health and operations management: (i) it identifies and quanti-

fies the specific impact of a prevalent inventory control policy on patient-level drug

stockouts in Zambia and several other countries in sub-Saharan Africa; (ii) it develops

a detailed proposal for an alternative practical inventory control system and heuristic

that are predicted to substantially improve patient access to drugs and other distri-

bution performance metrics using a validated simulation model; and (iii) it provides a

detailed description of a benchmark inventory problem and associated dataset arising

in an important context that may motivate other researchers to conduct further related

work.

2.2 Background on Zambia's Pharmaceutical Distri-

bution System

2.2.1 Physical Flows

While essential medical drugs and supplies are sorely needed in Zambia, their mass dis-

tribution presents substantial difficulties due to low population density, poor road and

communication infrastructure, and flood-related access cutoffs during the rainy season.
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The three distribution channels for drugs in Zambia include the private sector, faith-

based/mission organizations and the public distribution system [Yadav, 2007]. In part

because of the limited spending power of Zambia's population (GDP per capita approx-

imately $1000) however, the public distribution system has a predominant impact on

public health. In that system, medicines are initially procured by the government with

financial and technical assistance from external donors. Once received at the central

warehouse in Lusaka, drugs and medical supplies are shipped to approximately 90 dis-

trict stores and hospitals (primary distribution) by a para-statal agency called Medical

Stores Limited (MSL). It relies on a monthly shipment cycle to satisfy replenishment

orders which are determined by various stakeholders depending on the type of product.

Upon receiving these orders, MSL carries out order picking and drugs are then shipped

to the districts according to a pre-determined schedule of fixed truck routes.

Next drugs are distributed from the 72 district stores to Zambia's 1500 or so health

centers, where both medicines and care are provided to patients for free. This sec-

ondary distribution is managed by the health ministry's District Health Offices (DHO)

in partnership with health center workers. Depending on the district, some drugs may

distributed by the DHO on a cross-docking basis, whereby it receives from MSL a pack-

age already prepared for its final health center destination that is just passed along for

secondary distribution. Elsewhere and for other drugs, districts operate as intermedi-

ate stocking points that maintain their own dedicated inventory and prepare shipments

for secondary distribution themselves. While the delivery of health center shipments

may be performed in some districts according to a pre-determined schedule, most often

secondary distribution rather works in an ad-hoc manner: in some instances the health

center staff visits the district to pick up stock and in others the district team delivers

the drugs to the health centers using its transportation capacity. Overall, secondary

distribution is plagued by chronic shortages of both transportation resources and health

center staff.
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2.2.2 Information System and Inventory Control

The information and inventory control systems currently used in Zambia for the public

distribution of medicines adhere to basic guidelines for logistics management designed

and implemented by the USAID-funded DELIVER project [USAID I DELIVER, 2011a].

Zambia's logistics information system in most facilities is essentially paper-based. Its

first key component is the MSL annual catalogue, which contains the list of all drugs

and supplies available for order in various packaging formats from MSL. Its second key

component is the monthly communication by fax, mail or hand delivery of replenishment

order forms called requests and requisitions forms, or R&Rs for short (see Figure 2-1

for illustration).

REMTAND REQUMS1M MOR WSN4TIALDmU c

- 4 _ _ _

ft m

F~m,___ ___-~ - Uh"

% -
P.. -

A* %.-"M-

U- rat. -

VW

Figure 2-1: Request and Requisition Form (R&R), 2010 Version.

The communication of these forms goes in the opposite direction to the flow of goods:

in districts operating under cross-docking, each health center submits its monthly R&R

form directly to MSL. Elsewhere, each health center and hospital thus sends a R&R to

its district pharmacy (DHO) monthly, and each DHO sends in turn a R&R monthly to

MSL. In order to coordinate the transmission of this information, each echelon faces a

monthly deadline for transmitting its R&R upstream, which is based on the set schedule

of deliveries from MSL to the districts.

As seen in Figure 2-1, these order forms prompt users to provide a number of
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information variables (indexed from A to K and listed in columns) for each one of the

drugs carried by the corresponding facility (listed in rows). These variables fill two

purposes: (i) they document the aggregate impact of inventory transactions (receipt,

deliveries, counting adjustments) on local stock (i.e., the various components of the

stock balance equation); and (ii) they support the calculation of the replenishment

order from the facility filling the R&R form to the one receiving it, which appears in

the last column of the form (variable K). That is, the R&R is an order form designed

to provide partial downstream inventory visibility, and help enforce local compliance

to the following ordering rule (so-called min/max rule) whereby regular monthly order

quantities are given by

Order Qty = (M x Avge Monthly Issues ) - Stock on Hand - Undelivered Past Order Qty,

(2.1)

where:

* M is the so-called maximum stock leve, representing the number of months of

recent past consumption to which inventory should be replenished. While the

value of M is shown as 4 months in Figure 2-1, it more generally ranges from 2

to 5 months depending on the type of facility;

e Avge Monthly Issues (noted AMI in column I of Figure 2-1) is the average

of monthly quantity issued for that drug at this location, calculated over the

previous three months. As a result, the first term M x Avge Monthly Issues

(column J in Figure 2-1) in the r.h.s. of (2.1) effectively corresponds to the base

stock level used by that policy;

* Stock on Hand (column G in Figure 2-1) is the physical count of stock of that

drug that is physically present in the facility's storage room at the time when the

order is calculated. Note that this does not include any stock present in the care

delivery area of that facility, if applicable;
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* Undelivered Past Order Qty (column H in Figure 2-1), when applicable, is

the total quantity of that drug previously ordered by that facility but not yet

delivered. Note however that some districts do not include this quantity in their

calculations, depending on the version of the R&R form that they use.

In summary, inventory control in Zambia relies on a monthly review base stock

policy supported by a paper-based information system. Finally, a first-come-first-serve

(FCFS) allocation rule is most often followed in situations where not enough inventory

is available to satisfy all replenishment orders received at a given location (either a

district or MSL). That is, individual shipment requests are filled in the sequence they

arrive until no more inventory is available, at which point the current replenishment

order being considered may be filled only partially and the subsequent ones not at all.

2.2.3 Public Sector Pilot

In order to reduce the stockouts of essential drugs in its public health facilities (see

2.1), the government of Zambia together with the World Bank, USAID and other

partners conducted, between April 2009 and April 2010 a landmark randomized pilot

experiment comparing two possible alternative distribution models against the current

one [Friedman et al., 2011]. Specifically, this experiment was designed to evaluate

the impact of two different supply chain structures (intermediate stocking and cross

docking) complemented by a new employee position (commodity planner) dedicated to

inventory management at the district level. These two distribution models were each

implemented in 8 randomly selected rural and semi-rural districts, and an additional

eight districts were selected for observation as a control group. As discussed in Friedman

et al. [2011], the first of these interventions (cross-docking) resulted in a substantial and

statistically significant improvement of the availability of drugs to patients during the

fourth quarter of 2009 (the evaluation period considered in that study) as compared

to the same period in the previous year and the control districts. On the basis of

these results, the government of Zambia decided in late 2010 to initiate a progressive
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deployment of cross-docking to the rest of the country.

Beyond the supply chain modifications considered as part of these interventions,

this pilot experiment also provides an opportunity to better understand the specific

performance of the inventory control method (2.1) used throughout. This is because

the commodity planners employed in the intervention districts ensured a high level of

adherence to that ordering rule. The following section describes our works towards that

goal.

2.3 Performance of Existing Inventory Control Sys-

tem

We restrict our performance analysis to the cross-docking intervention, which was shown

to be superior by the pilot experiment and is currently being deployed more widely

in Zambia. We also focus on the anti-malarial medicine Artemether/Lumefantrine

(brand name Coartem). Firstly, Artemether/Lumefantrine (AL) is important to global

public health as the recommended first-line treatment for malaria in many countries

including Zambia2. Second, the demand for AL is seasonal because malaria incidence is

highly correlated with rainfall patterns and Zambia experiences a marked rainy season

between December and March. Third, AL is distributed to all care delivery facilities

in Zambia. AL is thus an important product in itself but is also representative of the

health commodities that are most challenging from an inventory control standpoint.

2.3.1 Methods

To more accurately evaluate the performance of the existing inventory control system,

we supplemented the survey data pertaining to Q4 2009 that was collected during the

2 There were approximately 225 million cases of malaria and 781,000 related deaths worldwide in
2009. The burden of malaria falls primarily on countries in sub-Saharan Africa, with the majority of
deaths being young children. Malaria is also a major hindrance to the economic development of these
countries [World Health Organization, 20111.
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pilot with data from the stock control cards (henceforth stock cards) located in the drug

storage area of each health center. Stock cards provide a complete record for each drug

in the pharmacy of the inventory level, receipts from the DHO, and issuances to the

HC dispensary over time (see Figure 2-2).

Figure 2-2: Example of a Stock Control Card

Note. A stock control card for the drug amoxycillin, taken from the Jimbe health
facility in the Mwinilunga district.

AL comes in four different pack sizes (6, 12, 18 and 24), with the numbers indicating

the quantity of pills included in a tablet constituting a single dose for a patient. The

dosage for a patient is dependent on his/her body weight, with the pack size of 24 for

adults and smaller ones for children with smaller body weights. Any box of AL contains

30 individual doses regardless of pack size.

1649 digital photographs of their stock cards in 121 clinics (25 in intermediate stock-

ing districts, 96 in cross-docking districts) were taken by commodity planners during

their regular district tours between May 2009 and June 2010. Database transcription

was performed by specialized data entry firm DDD using a double-key process. Con-

sistency of database with inventory balance equation was verified.

A subset of 12 clinics located in 4 cross-docking districts with complete time cov-

erage of one year or more in the dataset was selected for demand estimation purposes.

In each of these clinics, raw demand rate on any day with at least one box in recorded

inventory was computed for every product as the quantity of tablets in a box divided
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by the number of days between the last and next issues of a box. To smooth the re-

sulting discontinuities and estimate censored demand, a triple centered moving average

operator with successive half-widths 40, 30 and 20 days of non-censored data was ap-

plied [Makridakis et al., 1998]. Final total demand estimate for AL in each clinic was

obtained as the sum of the smoothed uncensored demand estimates for individual AL

products.

2.3.2 Results and Discussion

Figure 2-6 provides an example of the detailed historical data of issues, demand and

inventory that we were able to obtain for 12 HCs located in cross-docking districts

throughout Zambia. Because these data series were obtained by aggregating all four

AL pack sizes, any period without inventory seen in the graph corresponds to an actual

stockout at the HC pharmacy of all AL pack sizes simultaneously. Figure 2-3 shows

stockout and inventory data aggregated over these 12 HCs. We observe the following: as

independently found as part of the pilot evaluation, cross-docking HCs experience very

few stockouts during the fourth quarter of 2009. This is however not representative of

the service level during other times of the year, and in particular a substantially higher

stockout rate is observed between mid-February to mid-April 2010. Consistently, the

median HC inventory level drops to almost zero during this latter period, even though

it reaches 6 months of future demand at the beginning of the pilot in July 2009 (most

likely due to special shipments made as part of the pilot set-up activities).

Further highlighting the effect of non-stationary demand, Figure 2-4 shows a re-

scaled version of the data seen in Figure 2-3 where the origin of the time series corre-

sponding to every individual health center has been set independently to the estimated

demand peak date for that location before aggregation statistics are computed. This

re-scaling effectively removes the effect of demand pattern heterogeneity across health

centers when interpreting stock-out dynamics. We observe the following: (i) While

service levels are quite good in the months before peak demand, a high rate (15-20%)
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Figure 2-3: Health Facility Stock-Outs and Inventory Levels

Note. Stockouts and inventory levels, aggregated over twelve health facilities from
cross-docking districts.
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of health centers stock out in the following three months; and (ii) inventory levels are

fairly stable during the period of two to six months before peak demand, but quickly

fall during the two months preceding peak demand and remain quite low during the

three following months.

Days Relative to Peak Demand

- 1ztQurtie - Medann - 3rdQurtile

Figure 2-4: Health Facility Stock-Outs and Inventory Levels (Rescaled)

Note. Stockouts and inventory levels, aggregated over twelve health facilities from cross-
docking districts and re-scaled in time. The time re-scaling is based on the assumption
that demand at a health facility has yearly seasonality; therefore we can shift the
time axis at each health facility cyclically, so that day zero is the day of estimated
peak demand. Following this, we aggregated the results over the HCs to obtain these
graphs.

A striking aspect of these drug stockouts is that they occured even though (i) the

concurrent employment commodity planners and central monitoring staff guaranteed

a high level of adherence to the recommended inventory control policy (2.1); and (ii)

-sML2vetryrerd -152 -121-er 0 30 61 s1 1f 1ha 1t

as MSL inventory records show, there was ample stock of that drug in the central
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warehouse during the entire relevant time period (Q4 2009, Q1 and Q2 2010).

These observations are fully explained by a relatively straightforward analysis of

equation (2.1): the replenishment target Mx Avge Monthly Issues, which determines

shipments meant to cover future demand, is based on the average past consumption

rate over the previous three months. As a result, these shipments systematically fail

to anticipate predictable upcoming demand changes in either direction, as well as any

upcoming changes in delivery lead-times. When demand starts to substantially increase

in the couple of months preceding a demand peak, the quantities ordered reflect previous

lower consumption rates and are therefore insufficient to cover the upcoming demand

surge. The safety stock resulting from the multiple M takes some time to deplete

however, so that the first stockouts only appear in the second half of the peak demand

period, as seen in Figure 2-4. As further discussed in 2.5.1, we were able to reproduce

these same periodic stockout dynamics at the HC level using a discrete-event simulation

model capturing the replenishment policy (2.1) under the assumption of unlimited

inventory availability at MSL. This lends even greater support to the interpretation

provided above and to the specific impact on stockouts of the basic min/max inventory

control policy (2.1) that we highlight and quantity in this paper.

2.4 Alternative Inventory Distribution System

2.4.1 Qualitative Considerations

As discussed in 2.3.2, a key reason for the relatively poor performance of the current

system is the use of average monthly consumption over the past three months as a

predictor of the demand over the next replenishment period. This implicitly amounts

to the untenable assumptions that there are no stock-outs and that both demand and

lead-times are stationary. Therefore, a key step towards better inventory control is to

generate forecasts for patient demand and supply lead-times reflecting the substantial

seasonality of these quantities. Because of staffing and infrastructure limitations affect-
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ing public health workers in Zambia however, it does not seem practical in the short

term for these forecasts to be generated at the health center nor even the district level.

That observation dictates in turn a vendor-managed inventory (VMI) design whereby

the primary contribution of local health workers to inventory control is to facilitate

continuous and accurate visibility of their stock levels by the national warehouse (and

perhaps transmit ad-hoc local information about future demand and accessibility con-

ditions), while shipments to each facilities are determined at the central level using

forecasts constructed from that information.

In such system, the central problem of frequently computing appropriate shipment

quantities for a large network, when overall supply is occasionally limited and both

demand and supply lead-times are seasonal and heterogeneous across facilities, is quite

complex. That problem is also sensitive, because in situations of scarce inventory

its solution may have an impact on public health, and that impact may differ across

districts. Both considerations suggest the use of an optimization model for calculating

shipments, because that methodology has a proven track record for solving similarly

complex industrial distribution problems (Caro et al. [2010J, Foreman et al. [20101), and

because it provides an objective justification for the generated solutions. As discussed

in 2.1 however, we are not aware of any heuristic described in the literature for the

specific inventory distribution problem with non-stationary demand and lead-times that

is relevant in this context, and thus describe next such a heuristic in 2.4.2 that we then

proceed to evaluate through simulation in 2.5.

Finally, the amount of information required to centrally determine appropriate ship-

ment quantities (quantities issued and updated stock levels at the delivery points for

many drugs, dates of shipment receipts) and the staffing challenges encountered at the

health centers justify the consideration of a digital data transmission system between

the clinics and the central warehouse that would minimize labor requirements associ-

ated with data entry and communication. Given the current limitations of power and

communications infrastructures in rural Zambia however, the only viable option for such

system in the foreseeable future appears to be a smart phone with a client application
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for ergonomic data entry (possibly supplemented by a bar code scanner) and access to

the cellular phone network for transmission purposes. While SMS-based solutions have

been tested in similar environments for a limited number of drugs [Barrington et al.,

2010], because of ergonomic considerations they seem inappropriate for handling the

range of essential drugs carried in Zambia's public health centers.

2.4.2 Shipment Optimization Heuristic

We focus here on a possible optimization model formulation for the central shipment

calculation problem discussed in 2.4.1, and provide later in 2.5 a numerical study of

its likely performance in Zambia when used as part of the proposed inventory distri-

bution system just presented. That optimization model is an inventory planning linear

program (LP) that is independently instantiated and solved on a rolling horizon basis

for every drug to be distributed, similar in spirit to the model described in Foreman

et al. [20101. Its primary decision variables are the quantities of the drug considered

to be sent to each health center as part of each monthly shipment scheduled over the

planning horizon; its objective is to minimiza weighted combination of expected lost

demand and inventory holding costs calculated over the entire planning horizon and

geographic region considered. A planning horizon of six months to a year is appro-

priate in light of the seasonality patterns of demand and delivery lead-times in this

environment, and a planning period of one week appears suited to the monthly delivery

cycle used by MSL and likely input data accuracy. While future periods in the horizon

are considered to prevent any myopic behavior, upon any model run only shipment

variables corresponding to the next scheduled delivery are meant to be implemented.

Finally, this model considers the deliveries to the central warehouse as exogenous input

data, because the upstream procurement process is handled by a different organization,

the relevant considerations (contractual agreements, production capacity constraints,

multiple suppliers) are quite different, and the corresponding necessary data is harder

to acquire in practice. An exact model definition follows.
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Sets and indices:

W K set of final shipment destinations (health centers) considered. The central

stocking point (MSL warehouse) is denoted M.

I T = {To,..., T1} set of consecutive discrete periods (weeks) in the planning

horizon, where To and T are the first and last periods in the horizon, re-

spectively;

0 K set of approximating tangents for the lost demand function of health

center h E W in period t E T.

Input data:

& Dh,, expected demand at health center h during week t estimated in week

To. Based on a maximum likelihood estimation of demand distributions from

the stock card data discussed in 2.3.1, it is assumed that the distributional

forecast Dh,, of demand in week t available in week To is lognormal with

mean Dh and generated according to the multiplicative martingale model of

forecast evolution (MMFE. More details on demand estimation and forecast

generation are provided in 2.5.1 and 2.5.1, respectively.

& Lh[EJ} #-conservative deterministic lead time from MSL to health center h

for a shipment initiated in week t, where fl is a parameter in (0,1). The

fl-conservative lead time sets the first shipment at or after t from MSL to

health center h and any shipments currently in the pipeline to the minimum

possible lead time, while setting any subsequent shipments from MSL to

health center h equal to the fl-fractile of the lead time distribution. The

intuition behind using #-conservative lead times is the following: By making

the first shipment and pipeline shipments arrive as soon as possible, and the

subsequent shipments arrive late, the first shipment quantity has to tide the

health center until the second shipment arrives, so this tends to make the

first shipment larger than using deterministic lead times equal to the mean.
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& I, Im initial inventory levels at health center h and MSL, respectively;

& X* current pipeline shipment quantity from MSL to health center h which

has already been received by the district;

X current pipeline shipment quantity from MSL to health center h which

has not been received by the district yet;

* XtM quantity planned to be delivered at MSL by suppliers in week t;

& AW, Btk slope and intercept of approximating tangent k E t for the lost

demand function of health center h during week t estimated as of week To.

Since that lost demand E[( Oi)+] is a convex function of the starting

inventory level il (see variable definition below), it can be approximated

arbitrarily closely by the upper enveloppe of a discrete set K of its tangents.

Their slopes and intercept are calculated using the closed form expressions

for the lost demand function and its derivative that are available under the

distributional assumptions for DT (see 2.5.1);

* C penalty cost for one unit of lost demand relative to the cost of holding one

unit of inventory for one period at a health center.

Decision variables:

0 Xh quantity to be shipped from MSL to health center h during week t.

These variables are only defined where appropriate, i.e. according to the

pre-determined schedule of truck routes for primary distribution whereby

each district only has a single monthly shipment opportunity (see 2.2.1);

l ih im approximate expected inventory level at the beginning of week t in

health center h and MSL, respectively;

* sh approximate expected shortages (lost demand) at health center h during

week t
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Formulation:

min E (Cx s+ih) (2.2)
hER t=To

subject to : = (2.3)
TO..i M XA Ve (2.4)

+1 =t + X - t E r (2.4)

0 = I h h E - T (2.5)

+1 = ih - D t + sh + Yu h E W) t E T\{'136)
UEfTb-2,...,t:u+LhJpl=t}

St <;t D h E i, tE (2.7)

s Aki +B V4 E W7,t E T,k E K (2.8)

Xh =Xt VhE ,tE{T0o-2,T-1} (2.9)

Sxif, i, 7s h> 0 Yh E i~t E T (2.10)

The objective (2.2) captures the sum of lost demand and inventory holding costs over

the planning horizon and the set of health centers considered; constraints (2.3)-(2.6)

and (2.5)-(2.6) are the inventory balance equations for MSL and every individual health

center, respectively; constraints (2.7)-(2.8) implement the linear piecewise approxima-

tion of the lost demand function; constraint (2.9) ensures that shipment decisions that

have been made in the past are correctly taken into account; and constraint (2.10)

ensures that all decision variables are non-negative, which together which (2.4) implies

that total shipments in any period do not exceed the inventory available at MSL then.

2.5 Performance Evaluation

Our performance evaluation study is designed to answer the following questions: (i)

What is the performance of the proposed inventory distribution policy described in

2.4, both in absolute terms and relative to the inventory control policies currently

used in Zambia (see 2.2). In particular, what would be the likely impact observed if
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our proposed policy were implemented in that country? (ii) What is the explanation

for any potential performance differential observed? In particular, what is the specific

performance impact of environment features such as inventory scarcity, forecast qual-

ity and communication delays, and policy parameters such as the maximum stocking

level(s) (cross-docking and intermediate stocking flows relying on min/max policies)

and lost demand penalty / lead time fractile (for the proposed policy)?

The specific metrics we use to evaluate the performance of all distribution policies

considered over any time period are the following:

Mean service level: The proportion of patient demand satisfied from available in-

ventory at all the HCs in the network considered.

Mean inventory level: The average on-hand inventory level at the HCs in the net-

work considered, expressed in weeks of average demand. This is relevant to assess

the trade-off achieved between service level and inventory (for drugs with lim-

ited shelf lives holding costs possibly include waste due to expiration), but also

because storage at the health centers may be poor or limited.

Standard deviation of service level: The standard deviation of service levels cal-

culated independently for each HC across all sites in the network considered,

reflecting distribution fairness or the degree to which access to drugs may differ

for patients depending on their home location.

2.5.1 Methodology

Simulation Model Structure and Scope

We use a discrete-event simulation model with a weekly time period predicting on-hand

inventory dynamics of all combined AL products in a network comprising the central

warehouse, 12 DHOs and 212 HCs. This geographic coverage amounts to approximately

17% of Zambia's facilities and corresponds to the districts for which demand and lead

time data could be collected or estimated by leveraging the presence of a commodity
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planner during the public sector pilot (see 2.2.3). We note that these districts were

carefully selected as a subset that is representative of the entirety of Zambia as part of

the experimental design of this pilot [Friedman et al., 2011]. The sequence of events

simulated by this model in each period is the following:

1. Planned receipts for this period are credited to the on-hand inventory of each

location;

2. Demand in each health center is generated according to the stochastic demand

model described in 2.5.1 and debited from the local on-hand inventory. Lost

demand is recorded in case demand exceeds available inventory;

3. Shipments from the central warehouse to the set of facilities on the shipment

schedule that week are computed according to the inventory policy being simu-

lated (see 2.5.1) and debited from the central warehouse inventory (or district

office inventory if appropriate). Reflecting the actual pre-determined monthly pri-

mary distribution schedule of fixed truck routes covering each a subset of districts

(see 2.2.1), the simulated districts are evenly partitioned into subsets associated

with single monthly shipment opportunities that are regularly spread through the

month. Lead times for these shipments are generated according to the stochastic

lead time model described in 2.5.1 and the corresponding planned receipts are

added to the list of future events;

In particular, this simulation model captures key features of Zambia's distribution

system including the predictable and unpredictable variability associated with both de-

mand and shipment lead times, the monthly order and shipment schedule at MSL, the

scarcity of central inventory and potential communication delays from the DHOs and

HCs. Among key assumptions, it considers the receipts of inventory by MSL as ex-

ogenous input data (see 2.4.2 for discussion) and assumes that demand and inventory

for the various pack sizes of AL are fully substitutable, consistent with our personal
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communications with warehouse managers and field observations3 . Crucially, we were

able to validate the predictive accuracy of this model by comparing its output with em-

pirical stock out measurements observed under known operating conditions, as further

discussed in 2.5.1.

Demand Model

A key input of our simulation model is the probability distribution of demand for all AL

products at each one of 212 HCs every week of the year. We constructed this demand

model in two steps.

First, we constructed estimates of expected weekly demand through an entire year

at 18 HCs for which we had been able to collect sufficient stock card data through digital

photographs4 , using the methodology described in 2.3.1. By normalizing these curves

so that the mean weekly demand equals one, we thus obtained 18 different seasonality

patterns associated with these specific locations spread throughout Zambia (see Figure

2-5).
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Figure 2-5: Estimated Demand Seasonality for AL

Note. (Left) Demand seasonality at 18 HCs, with the mean daily demand at each HC
scaled to 1. (Right) Estimated seasonality of total demand (summed over all HCs in
the twelve districts).

We also fitted various parametric distributions to the differences between the mean of

3The different pack sizes of AL are characterized by different numbers of pills on each tablet (which
constitutes a dose), however individuals pills from different pack sizes are identical. Two tablets of 6
pills each are therefore rigorously equivalent to one tablet of 12, etc.

4 These 18 facilities include the 12 HCs from the cross-docking districts for which data is presented
in 2.3.2, and another 6 HCs from the intermediate stocking districts (see 2.2.3).
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weekly demand thus estimated and the observation of actual consumption during weeks

with no stockouts. Using maximum likelihood, we found that the negative binomial and

lognormal distributions with a constant coefficient of variation of 0.5 fitted our dataset

best (because of its theoretical connection with the multiplicative martingale model of

forecast evolution, we selected the lognormal). Because the distances between pairs

of locations selected from this subset spanned a wide range of values, we could also

perform a statistical test to estimate the distance threshold below which any two pairs

of locations were more likely to have identically distributed peak demand weeks than

not (about 100km in this dataset). Finally, we also performed a linear regression of

the total yearly demand for AL (expressed in equivalent adult doses) thus calculated at

each of these HCs against the independent variables of catchment population and local

malaria incidence obtained from an existing 2006 epidemiological survey of Zambia's

health centers obtained from the Ministry of Health, and average patient visits per

day which was collected as part of a survey of local health personnel conducted by

all commodity planners in their respective districts in the Fall of 2009. Despite the

seemingly coarse and subjective nature of the last independent variable, this regression

model yielded a relatively high fit (R2 = 0.74) over the restricted set of 18 locations.

Estimate Standard Error t-value p-value

Intercept -2.745e3 7.91e2 -3.444 0.003955
Catchment 1.951e-1 4.053e-2 4.813 0.0000276
Patients x Incidence 9.625e-2 3.513e-2 2.740 0.015944
Incidence 2.539 1.146 2.215 0.043816

Table 2.1: Estimation Metrics for Annual AL Demand

As a second step, we leveraged the various estimates obtained from the detailed

study of these 18 HCs in order to construct weekly demand distributions for the re-

maining 194 HCs covered by our simulation model: (i) we assigned to each HC one

of the 18 estimated demand seasonality patterns probabilistically, using assignment

probabilities decreasing with distance and reflecting the 100km similarity threshold
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mentioned above; (ii) we computed the prediction of total yearly demand for AL prod-

ucts provided by the regression model just mentioned by substituting the specific values

of the independent variables for that HO; (iii) we multiplied each one of the normalized

seasonality factor obtained in (i) by the weekly demand average resulting from (ii); (iv)

we assumed a log-normal distribution of weekly demand with a mean given by (iii) and

a coefficient of variation equal to 0.5.

Lead Time Model

A second key input of our simulation is the probability distribution of shipment lead

times from the central warehouse to each DHO (primary distribution) and from each

DHO to each HC (secondary distribution). Because primary distribution relies on an

appropriately sized fleet of modern and well-maintained trucks traveling on tar roads

and many personal communications suggested it was quite reliable, we assumed for

that part a deterministic lead-time equal to two weeks (spanning shipment computa-

tion, picking, packing and loading operations at MSL, transportation, and receiving

operations at the DHO).

For several reasons including insufficient transportation capacity in the districts

and occasional lack of planning, secondary distribution lead times were reported to be

much longer and variable. In addition, lead times to some specific HCs were strongly

affected by seasonal accessibility problems due to road cut offs during part or all of

the rainy season. Our approach was to first construct DHO-specific stationary lead

time distributions for the times of the year and HCs without accessibility problems,

and then convolute these base distributions when and where appropriate with a second

HC-specific and non-stationary distribution specifically capturing the impact of local

seasonal accessibility problems.

The two pieces of data available to us for estimation purposes were (i) reports

submitted monthly by all commodity planners to MSL between June 2009 and June

2010 including the dates when HC orders were received by the DHO and the DHO made

a delivery to each HC; and (ii) a survey of all HC workers conducted by commodity
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planners in their respective districts and included their estimates of the probability that

the road from the DHO to a HC would be inaccessible in any week of a given month.

We used (i) to construct for each district a dataset of lead times for all HCs and

time periods which were not affected by accessibility issues according to (ii). Each

DHO-specific stationary distribution was then obtained as the empirical distribution of

lead times over this dataset. To construct the HC-specific non-stationary distribution

capturing accessibility-related delays, we interpreted the probability estimates ah from

(ii) associated with each HC h in week t as the probabilities of successive independent

Bernoulli draws that any delivery normally attempted that week would be delayed

by at least one more week. That is, whenever the realization of the DHO-specific

stationary lead time suggests a delivery received at HC h in week t, then the conditional

probability that the shipment will actually be received in week r > t given local seasonal

accessibility problems is given by

--

(1-ah) ay
h=t

where the product operator over an empty/undefined set is equal to 1.

Policies and Scenarios

The three families of inventory distribution policies we evaluate are denoted IM (inter-

mediate stocking at the district with min/max inventory control at the DHOs and HCs),

XM (cross-docking at the district with min/max inventory control at the HCs) and

XO (cross-docking at the district with proposed optimization-based inventory control).

Within each family, a given policy is characterized by family-specific inventory control

parameters such as the maximum stock level (min/max policies) or the lost demand

penalty / lead time fractile (proposed policy), and the following two infrastructure

variables:

delay: This variable represents the communication time delay expressed in weeks for
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any information (order and/or inventory position) from a downstream level of

the supply chain to be received by the next upstream level. In particular, the

current system involving paper-based information transmission from the HCs to

the DHOs and the DHOs to MSL is represented reasonably well by the value

delay = 1. A system involving the ongoing transmission of inventory receipts and

issues by HCs using mobile phones as described in 2.4.1 would in. contrast be

characterized by delay =0.

forecast: This variable represents the method available to forecast demand at any

location when computing inventory replenishment quantities. The method im-

plicitly underlying the basic min/max policies currently used, which consists of

forecasting the average monthly demand over the next few months with the av-

erage of monthly issues over the previous three (see 2.2.2), will be referred to

with forecast = ami. In order to capture more common and advanced forecast-

ing methods in environments with seasonality, we use the standard multiplicative

form of the martingale model of forecast evolution (MMFE) described in Heath

and Jackson [19941, which seems adapted to our environment where demand can

be modeled reasonably well by lognormal distributions with a constant coefficient

of variation (see 2.5.1). Specifically, distributional forecasts available in period s

for the demand in period t > s are generated by the process

DS1~ Dt eXp(ft,t + ft...,t ... E,) exp(e._i,t +. t..j,) (21.11)

where Dt is the demand mean obtained from the estimation procedure described in

2.5.1, H is the length of the forecast horizon, and Et are normal random variables

representing the uncertainty that is revealed in period t - u concerning demand

during period t (bold characters are used to differentiate yet unknown random

quantities from their known realizations)5 . Consistent with (2.11), the simulated

sIf eut N(pA, a), then parameters p and a. are constrained by pu = - al/2 so that
E[exp(e,,t)} = 1. Others constraints stem from the specified moments of demand Dtt and sched-
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realization of demand in period t is generated as Dtexp(Z.-.+l cut), which is

indeed lognormal. We consider two cases of forecast quality within this model,

which arguably constitute optimistic and pessimistic scenarios for the predictive

accuracy that could be achieved in Zambia by implementing a forecasting soft-

ware relying on standard time-series analysis. The scenario forecast = myo(pic)

corresponds to the case H = 0 where forecasts do not improve over time be-

cause no uncertainty about demand is revealed in the preceding periods; The

case forecast = ind(ustry) essentially corresponds to the best performing "sta-

tistical method" discussed in Heath and Jackson (1994) and for which necessary

parameters are provided including H = 3 months and 44%, 30%, 18% and 7% of

demand variability resolved 3, 2, 1 months before sales and during the month of

sales, respectively.

Fully specified policies can thus be referred to using the following notation:

& IM 1,,0 [delay, forecast]: The intermediate stocking policy with min/max in-

ventory control and maximum stock levels set to MHC months at the HCs and

MDHo months at the DHOs, and infrastructure variables delay and forecast

as discussed above. Consistent with observed practice, whenever the inventory

available to any supplier (MSL or DHO) for fulfilling all orders in a given week is

insufficient, it is allocated based on a fixed priority ordering of DHOs or HCs. In

addition, the replenishment schedule of DHOs corresponds to the pre-determined

monthly schedule of truck routes from MSL (see 2.2.1) and replenishment orders

for the HCs are all submitted in the first week of each month.

a XMMHC [delay, forecast}: Definition of the cross-docking policy with min/max

inventory control analogous to that of IMM>,rc, [delay, forecast], except that the

specification of the maximum stock level MHC is only required for the HCs. In ad-

dition, the replenishment schedule of HCs is synchronized with the pre-determined

monthly schedule of truck routes from MSL.

ule of demand uncertainty resolution with u.
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* XOC[delay, forecast}: The cross-docking policy with shipment quantities calcu-

lated through the proposed inventory distribution heuristic stated in 2.4.2, with

a lost demand penalty equal to C and lead time fractile parameter equal to p.

The planning horizon T for that policy is set to 36 weeks.

For example, IM3[1, ami} and XM4 [1, amil represent the min/max inventory dis-

tribution policies utilized in the intermediate stocking and cross-docking interventions

of the public sector pilot, respectively (see 2.2.3), and XOg[0, ind] would represent

the version of our proposed inventory distribution policy with a communication system

based on mobile phones, a forecast accuracy competitive with documented industry

benchmarks, a deterministic approximation of shipment lead-times at fractile 0.8 and

a lost demand penalty parameter equal to 10.

We note that for the inventory distribution problem characterized by the constraints

captured by the simulation model and the objective function defined by (2.2), a lower

bound is achieved by the clairvoyant shipment policy obtained by solving problem

(2.2)-(2.6) and (2.9)-(2.10) with a planning horizon equal to the simulated one and

the values of demand and lead times fractiles replaced with their actual simulated

realizations. That is, the (unrealistic) policy obtained when assuming that all future

demand and lead times are perfectly known upfront. In the following we will denote

this policy by CLC and use it as a performance benchmark to bound the suboptimality

of the other non-clairvoyant policies we evaluate.

Finally, the key environment scenario variable that we consider is the scarcity of

inventory available at MSL relative to network-wide demand at the HCs. Specifically,

we assume one delivery of Q'S' units of inventory at MSL every 3 months, and vary

QMSL to achieve different values of the suppy/demand ratio defined as

4 QMSL

where the denominator represents the sum over all HCs of average simulated demand

through one year.
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Validation

We first performed a qualitative validation of our simulation model by comparing the

sample paths of inventory and lost sales it generated with the actual historical traces for

these same quantities that we had been able to estimate directly from the stock cards

for a subset of HCs (see 2.3.2). As illustrated by Figure 2-6 for a representative HC,

the simulation model did indeed reproduce qualitatively the same behavior over time.

Namely, that figure shows that even in a situation with unlimited inventory at MSL,

simulated stockouts also tend to appear in the second half of a peak demand period

(from January to April in Figure 2-6). In addition, the timing and duration of the

period of time during which the simulation model predicted the occurence of stockouts

was also qualitatively similar to the stockout periods observed empirically.

The second component of our validation relies on a survey of performance over the

4th quarter of 2009 that was independently conducted in 34 intermediate stocking HCs

and 51 cross-docking HCs during the first quarter of 2010 as part of the public sector

pilot evaluation protocol (see 2.2.3 for background and Friedman et al. [20111 for a full

account of the pilot design and evaluation). Specifically, among other data the number

of days of stockout (with a maximum possible value of 92) was measured from the stock

cards of these HCs for all drugs in a tracer list that included the four pack sizes of AL.

Our goal was to show that under similar operating conditions as those observed during

the pilot, the simulation model would predict for these HCs a number of stockout days

consistent with that measured empirically as part of this independent evaluation.

Because it was not clear how to aggregate stockout days across different pack sizes,

we instanciated the model to simulate one pack size at a time using the ratios 2:1:1.5:2

for the demand of pack sizes 6, 12, 18 and 24 (respectively) that we had estimated

from the stock cards of our dataset. By inspection of the stock cards we had collected

through digital photography, we observed that most HCs received a large shipment of

all four pack sizes simultaneously in May or June 2009 as part of the pilot preparation

activities, so that we set June 2009 as the starting point of our simulations. Based on
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Demand Estimation for Chibale (Chama)

a
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Figure 2-6: Trace of Inventory and Demand at Health Facility

Note. (Top) Estimated inventory and demand trace at Chibale HC, which was in a

cross-docking district (Chama). (Bottom) Simulated inventory and demand trace at
Chibale HG, under the cross-docking inventory policy.
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the averages estimated over the subset of HCs for which we had detailed stock card

data for either of these two months, we set the initial inventory levels for each pack

size at approximately 80%, 170%, 120% and 100% of the maximum stock level specified

by the policy. Finally, we simulated 50 replications from June to December 2009 for

each pack size, using policy IM3[1, ami} in the 34 intermediate stocking HCs and policy

XM4 [1, ami] in the 51 cross-docking HCs, and estimated the number of days with a

simulated stockout in each HC between October and December 20096. We used the

same discrete-event simulation dynamics, demand model and lead time model described

in 2.5.1, 2.5.1 and 2.5.1, respectively. Consistent with actual records of high inventory

of AL available at MSL over that period of time, we also assumed unlimited availability

of inventory at MSL in the simulation.

The results of these validation experiments along with the original survey counts of

the number of stockout days are shown in Table 2.2. A key methodological remark is

that given the inherent variability of this distribution system, the number of stockout

days observed empirically should only be interpreted as the outcome of one sample

path, not as the expectation of what the simulated means of stockout days over a large

number of replications should be. Rather, the correct validation measure of proximity

between actual and simulated results in this setting are the fractiles corresponding to

the number of stockout days measured empirically relative to the simulated distribution

of stockout days, which are shown in the last coluni of Table 2.2.

Table 2.2 thus shows that the actual measurements of stockout days are all fairly

likely under the mathematical environment assumed for our simulation model. While

the actual measurements of stockout days for pack sizes 6 and 18 in the cross-docking

HCs seem slightly less likely (simulated fractiles of 0.96 and 0.08, respectively), we

observe that the resulting difference in estimates remain relatively small in absolute

terms. We suspect that this discrepancy is explained by the limitations of the stock card

dataset that we used to estimate the initial inventory conditions for these specific pack

6'sb estimate the number of days without stock from the simulation output with a weekly time
period, we assumed a constant daily demand within each week.
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Policy Pack Size Pilot Mean Simulation Mean Percentile

A 6 12.97 13.55 0.44
A 12 5.06 4.11 0.78
A 18 7.56 7.26 0.62
A 24 8.09 10.20 0.20
B 6 3.16 (*) 1.34 0.96
B 12 0.00 0.09 0.56
B 18 0.20 (*) 0.80 0.08
B 24 1.80 1.24 0.84

Table 2.2: Empirical and Simulated Stock-Outs

Note. Pilot and sinnlation mean number of stockout days, which we denote by Ns
and NS respectively. The percentile is the percentile of the pilot mean NS of the
distribution of the simulation mean Ns-. The symbol (*) indicates that we removed
one HC from AL 6 and 18 for the cross-docking districts, because they were outliers,
having an imusually high number of stockout days for that pack size compared to the
other health centers.

sizes and HCs. On this basis we conclude that our simulation model seemingly offers a

relatively realistic prediction of the service level achieved by an inventory distribution

policy in this setting.

2.5.2 Results

The first set of simulation results shown in Figure 2-7 sheds light on the performance

differentials between a version of our proposed inventory distribution policy XO and

the inventory control policies XM and IM that are currently used in Zambia.

Focusing on the existing policies first, observe from Figure 2-7 (a) that XM 4 [1, amij

has a higher service level performance than IM3[1, amil for all supply/demand ratios

considered except the lowest. This is consistent with the field results summarized in

Table 2.2 that were obtained independently as part of the public sector pilot, and

is explained by the higher base stock level used by the cross-docking policy for HC

replenishment (this is confirmed by the average HC inventory levels for these policies

seen in Figure 2-7 (b)). While the'rationale for testing IM3[1, amij may have included
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Figure 2-7: System Performance Metrics (Current and Optimization Policies)

the placement of more inventory at the DHOs which are closer to the patients than

MSL, in practice secondary distribution lead times tend to dominate, and the addition

by policies IM of specific receiving, picking and packing operations at the DHOs further

increased these lead times. The results in Table 2.2, obtained for Q4 2009 under full

supply conditions, may suggest on face value a service level of 96% or higher for the

cross-docking policy XM4[1, ami], and may have been the basis for the decision made in

late 2010 to progressively deploy that policy to the entire country. Consistent with the

empirical results discussed in 2.3.2 that were obtained by analyzing stock cards over

the entire year however, the average annual service level of XM4 [1, ami] seen in Figure
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2-7 remains only slightly above 80% without any noticeable increase observed for any

values of the supply/demand ratio beyond 0.9. This observation is also aligned with the

performance explanation provided in 2.3.2 that regardless of how much inventory is

available upstream, current policies relying on average monthly issues over the last three

months generate stockouts by ignoring seasonality and heterogeneity in both demand

and lead times.

Figure 2-7 (a) also shows that policy XO39[0, indj is able to close almost the entire

gap in service level performance between the existing cross-docking policy XM4 [1, amij

and the clairvoyant policy CL. Specifically, our proposed heuristic maintains with

policies XM4 [1, ami and CL a service level equal to the supply/demand ratio for

values of that ratio lower than 0.8 - note that the supply/demand ratio constitutes an

upper bound on the average service level achievable by any policy, and that in situations

of marked inventory scarcity achieving that bound only requires that no unreasonably

high inventory be placed in any location (as IM2[1, ami] does by placing inventory

at the DHO level for example). For supply/demand ratios higher than 0.8 however,

policy XO39[0, ind] continues to achieve a service level only a couple percentage points

below the upper bound (resulting in service levels of 97% and more for ratios greater

than one), even though the min/max policy XM 4[1, amil stagnates at about 80% as

discussed above. Because our proposed policy does not have access to the values of all

future demand and lead times however, Figure 2-7 (b) shows that it does require higher

average HC inventory levels to achieve this service performance than the clairvoyant

policy (which by definition does not require safety stocks). Its average inventory level is

still substantially lower than that of the existing policy XM 4 [1, ami} for supply/demand

ratios lower than 1, but for higher values these two policies involve the same average

HC inventory level of approximately 12 weeks of demand. Because the service level of

our proposed policy is higher by almost 20% for high supply/demand ratios however,

it implies that this same level of HC inventory is distributed by XM 4[1, ami] across

health center in a manner that does not closely match their respective demands. This

is expected since that policy does not change its target replenishment levels between
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HCs with different upcoming demand or lead times. Indeed, Figure 2-7 (c) shows

that the standard deviation of service levels across HCs is substantially lower for our

proposed policy than for the existing min/max policies, with the exception of the single

supply/demand ratio value of 0.8 for which XOO%[0, ind] and XM 4 [1, ami] perform

similarly from the standpoint of access fairness.
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Figure 2-8: Plot of Service Level and Lead Time for Health Facilities

Figure 2-8 provides a representation of the variability in service levels associated

with the four policies IM3[1, ami], XM4 [1, ami], XM 4[O, ind] and X0099[0, ind] that

is arguably more intuitive than the measure of standard deviation used in Figure 2-
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7 (c). These different representations are still consistent, as for example the vertical

range of dots representing a single HC in Figure 2-8 (a), (b) and (d) (approximately

[0.3, 0.95], [0.6,11 and [0.8, 1} for policies IM3[1 , amil ami and XO.99 [0, ind]

respectively) is aligned with the corresponding standard deviation values in Figure 2-7

(c). But Figure 2-8 also confirms our interpretation that the more unfair access to

medicines across HCs generated by the existing cross-docking policy is partly due to its

blindness to differences in access lead times. Specifically, Figure 2-8 (a)-(c) exhibit a

strong negative correlation between service level and mean access lead time. In contrast,

Figure 2-8 (d) exhibits no such correlation, showing that in this case the differences of

access lead times across HCs are properly accounted for by the optimization-based pol-

icy XO.9[0, ind] (through constraint (2.6) in the formulation defining the heuristic). A

comparison with Figure 2-8 (c) is particularly interesting, because the min/max policy

XM4[0,indl it relates to is provided with the exact same (instantaneous) communi-

cation infrastructure and high-quality demand forecasts as policy XOsm09[0, ind]. In

particular, its target replenishment levels rely on a forecast of demand over the next 4

months that is identical to that provided to our proposed policy. Policy XM 4[0, ind]

does not differentiate between HCs based on their access lead times however, so that

Figure 2-8 (c) precisely shows that this lead time information is crucial to increase the

fairness of access to medicines across different locations.

We next examine more systematically the role of communication delays and fore-

cast quality on the performance of policies considered. Figure 2-9 shows plots of the

three main performance metrics for different supply/demand ratios when the policies

XM4 and XO 9,9 are used in the two extreme infrastructure environments [1, myol and

[0, ind] (see 2.5.1 for definitions). The relatively small difference seen there between

the performance of XOom%9 [1, myo] and XOom%9[0,ind] suggests that our distribution

heuristic is robust to increases in communication delays and a deterioration of fore-

cast accuracy. This environmental change has a greater performance impact on the

min/max policy XM4 for the metrics of service level and average HC inventory how-

ever. We believe that the greater sensitivity of that policy to communication delays in
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Figure 2-9: System Performance Metrics (Forecast-Based Policies)

particular is due to the potential mitigating role that faster information transmission

may play on the blindness of XM 4 to differences in lead times between HCs. By com-

parison with Figure 2-7, Figure 2-9 also reveals that the performance increase of the

min/max policy XM4 along the dimensions of service level and inventory is substantial

when going from the environment [1, ami] to [1, myo] (9pp service level) and [1, myo]

to [0, ind] (6pp service level), suggesting that investments to develop forecasting capa-

bility for non-seasonal demand could be justified regardless of whether our proposed

policy is eventually adopted. The service level of XM4 [0, ind] remains lower to that of

X%-09 9 [1, myo] by approximately three percentage points for all supply/demand ratios
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greater than 1 however, showing that for this metric even a much better infrastructure

can not compensate for the coarse implicit assumption of stationary and homogeneous

lead times. When considering the traditional trade-off of service level versus average

inventory, the performance of XM4 [O,ind] does seem quite good because as seen in

Figure 2-9 (b) it does achieve an average inventory at the HCs which is 30% lower than

that of XO%3. The high standard deviations of service levels across HCs seen in Figure

2-9 (c) does show however that this improved version of the min/max policy performs

quite poorly along the dimension of access fairness across locations. That is, policy

XM4 achieves savings in average inventory level not by reducing shipments to all HCs

equally, but rather by strongly penalizing the subset of locations which take longer to

reach, as is confirmed by the results from Figure 2-8 (c) discussed earlier. That distri-

bution fairness performance seems problematic both in absolute terms (range of service

levels across locations [0.4,1 for a supply/demand ratio equal to 1.2) and relative to

our proposed heuristic (range [0.8,11 for the same ratio).

Finally, we explore the impact of policy parameters on the distribution performance

of these policies. Completing the set of experiments reported in Figures 2-7, Figure

2-10 displays the set of service level and average HC inventory performance measures

achieved by the policies XM[1, ami}, IM3[1, ami}, XO.[0, ind] and CL- for differ-

ent values of the supply/demand ratio when the main parameters x defining each of

these policies spans a wide range of values. Similarly, Figure 2-11 completes Figure

2-9 by showing the policies XM'[0, ind], XOw[0, ind] and CL spanned for different

values of the policy parameter x. We observe in Figures 2-10 and 2-11 that the efficient

frontier of combined service and inventory performance achieved by XO9[0, ind] gen-

erally dominates that spanned by all the other min/max based policies. As discussed

earlier, the superiority of our proposed distribution policy tends to decrease for low

values of the supply/demand ratio, or even vanish altogether as seen in Figure 2-11 (c).

This is not however a reflection of the policies, but rather follows from the fact that

the inventory distribution problem becomes comparatively easier for low values of that

ratio.

56



(a) Supply/Demand Ratio 1.2

8 -

6

4

2

0
0

(c)
1 1

01
0

0.

0.

> 0.

0.

10 20 30

HC Inventory (No of Weeks)

Supply/Demand Ratio = 0.8

10 20

HC Inventory (No of Weeks)

(b) Supply/Demand Ratio 1.0

1

8

6

4

2

A
0 10 20

HC Inventory (No of Weeks)

30

--+- IM , [1, ami]
-+- XMx [1, ami]

XOO.g9 [0, ind]
CLZ

30

Figure 2-10: Service Level and Inventory Frontier (Current and Optimization Policies)

2.6 Conclusion

This paper focused on the technical aspects of the distribution of essential medicines

in Zambia, against a backdrop of widespread stockouts of life-saving medicines and

insufficient patient access to drugs in most of sub-Saharan Africa. A key goal of this

work was to generate enduring knowledge on pharmaceutical distribution systems able

to manage a large quantity of different health commodities in a scalable manner. For

analysis purposes, we thus focused on the anti-malarial Arthemeter Lumefantrin (AL),

which is particularly important to public health and combines a number of representa-
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tive challenges because it is characterized by seasonal patient demand and needs to be

distributed in a large number of locations with heterogeneous and seasonal access lead

times.

To evaluate the performance of the inventory control system currently used in Zam-

bia's public distribution system, we leveraged a landmark supply chain pilot experiment

organized in 2009/2010 by the Ministry of Health with support from a number of inter-

national partners. Specifically, we constructed through digital photography a dataset of

stock control cards providing continuous visibility on inventory and demand experienced

in a number of patient-facing facilities through an entire year. From this dataset, we
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concluded that Zambia's current inventory control policies lead to predictable patient-

level stock-outs, even when there is ample inventory available in the central warehouse,

sufficient staff is available in local district pharmacies, and that staff properly adheres to

prescribed inventory ordering procedures. Furthermore, we identified a clear explana-

tion for these findings (the failure to properly anticipate seasonal variations in demand

and supply lead-times), and were able to replicate them using simulation. This in-

ventory control system happens to also be used in many other countries in Africa and

beyond, and much public US money has been spent to promote and develop its use.

These findings therefore seem significant for global health.

We shared and discussed in March of 2010 an early version of this paper with

some of Zambia's key development partners in the area of pharmaceutical supply-chain

management, including representatives of the DELIVER project which constitutes an

important initiative funded by the US government in the area of pharmaceutical supply

chain development aid. In March 2011, that organization issued a supplement [USAID I
DELIVER, 2011b] to its earlier Logistics Handbook [USAID I DELIVER, 2011a] which

specifically focused on the management of the supply chain for anti-malarials. We were

pleased to read that the chapter of that publication dedicated to inventory control

systems included recommendations such as "Before and during peak malaria periods,

consider different ways to calculate resupply"; "Change how AMC is calculated"; "Use

three months of consumption data from 12 months ago"; "Increase maximum stock

level as lead time is longer"; and that its chapter on logistics management systems also

discussed supply chain opportunities arising from mobile phones.

Much work remains in order to develop fully specified, sound and robust inventory

distribution guidelines and disseminate them widely in sub-Saharan Africa however. To

that end, we also develop in this paper a detailed proposal for an alternative inventory

distribution system potentially relying on mobile devices and an associated inventory

control heuristic. This heuristic is based on a simple mathematical optimization model

inspired from existing systems already running successfully in other challenging distri-

bution environments (e.g. Caro et al. [2010]). To evaluate this proposal, we leveraged
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the dataset previously mentioned in order to build a large-scale simulation model with

validated predictive accuracy. Numerical experiments performed with that model sug-

gest that the implementation of our proposed distribution policy would lead to sub-

stantial improvements of patient access to drugs relative to the current system. Our

simulation results also suggest that a substantial performance increase of the existing

inventory control policy would require the capabilities of reliable access lead times es-

timation and non-seasonal demand forecasting across the entire distribution network.

These findings are significant from a practical standpoint, because the forecasting ca-

pability in particular is likely to require a more scalable and digital information system,

which may be challenging to implement. Such a system would however also generate

unprecedented opportunities for system transparency and accountability, reduction of

paperwork linked to inventory management in chroniquely understaffed patient-facing

facilities, and an evolution of demand estimation for procurement from notoriously un-

reliable epidemiology-based "quantification" exercises [Management Sciences for Health,

19971 to rigorous forecasting driven by actual demand data.

After the findings of an early version of this paper were presented to representatives

of Zambia's Ministry of Health, Central Medical Stores, the Human Development and

Research Groups of the World Bank and Crown Agents, decisions were made to fund

and initiate an operational research project known as eZICS (enhanced inventory con-

trol system for Zambia) and designed to develop and evaluate a version of our proposed

inventory distribution system as part of a controlled field pilot in the districts of Kas-

sama, Kafue and Mkushi (about 100 health centers). A few weeks later, a partnership

was formed with IBM in order to develop a field-ready and potentially scalable version

of this system comprising deployed mobile phones with a client application providing

ergonomic data entry capabilities for inventory transaction through a bar code scanner;

a forecasting component with a user-friendly interface; a shipment optimization compo-

nent interfacing with the legacy warehouse management software in place at the MSL

warehouse in Lusaka; and a distributed transaction and performance reporting system

for the entire region covered that is accessible through the internet. Under the technical
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leadership of a chief software architect from IBM's South Africa office who happens to

be a Zambian national, a team of 6 software developers and database specialists from

that firm has been working closely with us over the past 8 months in order to convert

the models and research results presented here into a robust software system adapted

to the requirements and demands of field use. Given development progress to date,

we anticipate that the evaluation of this system in the field will begin later this year.

We look forward to continuing our contribution to this initiative and to reporting the

knowledge it will hopefully generate for improving pharmaceutical distribution systems

and patient access to medicines in resource-limited countries.
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Chapter 3

Markdown Optimization for a Fashion

Internet Retailer

3.1 Introduction

3.1.1 Motivation

Pricing is an essential business processes for a fashion retailer. A key reason is due to

the fact that retail prices are highly visible to both customers and competitors, and have

an immediate and dramatic impact on the bottom line. Ghemawat and Nueno [2003]

estimate that an average fashion item is sold at 70% of its list price. If a fashion retailer

were able to sell an average item at a larger percentage of the list price (e.g. increasing

the average sales revenue to 75% of list price) by improving its pricing process, the

retailer would be able to improve its profitability.

Indeed, since the 1990s, the fashion retail industry has seen a dramatic shift from

manual, ad-hoc pricing practices towards data-driven analytical approaches that lever-

age sophisticated demand forecasting and optimization algorithms to recommend better

pricing actions. This is evidenced by the formation of retail pricing software startups,

many of which have been acquired by large ERP vendors, including SAS, SAP, JDA

and Oracle. Retailers who have replaced their human pricing processes with software
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to manage their prices have seen "gains in gross margin in the range of 5% to 15%."

[Friend and Walker, 2001]

Broadly speaking, there are two different categories' of price adjustments in a re-

tail setting: promotions-which are sales associated with holidays and events such as

Mother's Day, Black Friday, or a Friends and Family event at a particular retailer;

and markdowns-which are permanent discounts that occur during the life cycle of an

item. For example, see Figure 3-1 for an illustration of a markdown price sequence.

In practice, a markdown is often implemented as a reduction in the ticket price of

an item, i.e. the retailer is required to replace the old price tags on the items with

new price tags indicating the new ticket price. The focus of this work is the mark-

down optimization (MDO) problem, which aims at finding the timing and magnitude

of markdowns to maximize the revenue obtained over the selling season of a seasonal

or fashion item. Promotions are planned events with timing and discounts often fixed

in advance of the start of the selling season, which can be easily incorporated as excep-

tions in the MDO problem. In practice, promotion planning and markdown planning

are distinct processes at a retailer, with different objectives. The goal of promotions

is to increase store traffic, and is typically a category-level decision (e.g. 20% off all

sweaters); whereas markdowns are typically item-specific, and are more active typically

towards the end-of-life of an item.

100

60
5 10

Week

Figure 3-1: Markdown Price Sequence Example

One of the reasons why markdowns are ubiquitous in the fashion retail industry

is that the retailer needs to reduce the price of the item in order to sell the current
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season's inventory and clear space for the next season's inventory. Another reason why

markdown pricing is so common is that many fashion retailers use retail accounting,

wherein the value of the inventory for accounting purposes is the number of units of

the item multiplied by the current posted price of the item. The U.S. Securities and

Exchange Commission does not allow retailers who practice retail accounting to increase

the posted prices of their items after they have been marked down in order to prevent

retailers from artificially inflating the value of their inventory and thus inflating the

value of their company.

There has been significant work on the MDO problem in the retail industry, as well

as in academia. To the best of our knowledge, the majority of the existing research

has focused on the setting of a brick-and-mortar retailer. The focus of our research

is to study the MDO problem in the context of an Internet retailer (e-retailer). A

key feature which distinguishes online shopping is that an e-retailer is able to collect

detailed information about customer behavior, such as customer patterns of arrivals or

customer searches for related items. The goal of our research is to help e-retailers to

use clickstream data in order to make better pricing decisions.

Online shopping is an important segment of the fashion retail industry, because

online sales are growing rapidly, whereas brick-and-mortar sales growth is weak or

negative. For example, in its first quarter of fiscal year 2015, online sales at the fashion

retailer The Gap, Inc. increased 13.0% compared to the previous year, whereas same-

store sales for the company's Gap brand were down 5.0% worldwide [Davis, 20141.

One of the reasons why customers prefer online shopping compared to shopping in

brick-and-mortar stores is the convenience of shopping online. In developed countries,

most people have Internet access and are able to visit an e-store using an Internet-

connected device of their choosing, and have experience in shopping and buying prod-

ucts online. The time cost of visiting an e-store is negligible, as it takes less than a

minute to visit an e-store using a device with an Internet connection; versus the time

cost of travelling to and from a brick-and-mortar store. An e-store is also open at all

times, whereas a brick-and-mortar store has restricted opening hours.
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Because the experience of shopping online is so different from the experience of

shopping at a brick-and-mortar store, we would expect customers who shop online to

behave differently from customers who shop at brick-and-mortar stores. In particular,

becsuse online shopping is extremely convenient, we would expect customers to visit

e-stores more frequently than they would visit brick-and-mortar stores; and we would

also expect to observe a significant number of price-sensitive returning customers at

e-stores, i.e. customers who do not buy the item during their initial visit, but return at

a future time to buy the item at a lower price.

Indeed, we were able to find two different studies that suggest that a significant

proportions of an e-retailer's customers are price-sensitive returning customers. The

first study is a study of online buyer behavior by SeeWhy Inc. [Nicholls, 2014 which

found that in their research sample, only 29% of the customers who add an item to

their virtual shopping carts will purchase the item in the same session. The majority

(71%) of customers will abandon their shopping carts, but 75% of the "abandoners"

will return to the store in the future, either to purchase or to abandon again. SeeWhy

also observed that in their research sample, returning visitors (which they defined as

customers who had previously abandoned or purchased) made up only 12% of traffic,

yet accounted for 36% of sales. The second study was one that we performed, based

on data we obtained from a fashion Internet retailer. Our analysis showed that the

average proportion of the total sales that are due to returning customers is 12.1%, and

the average proportion of the total revenue that is due to returning customers is 19.4%.

A detailed analysis of the data can be found in section 3.6.

The two studies suggest that in practice, a significant proportion of sales at an e-

retailer are to returning customers. Our research is motivated by the question: can we

formulate a markdown pricing model which takes into account the behavior of returning

customers is order to make better pricing decisions which generate additional revenue?

One of the advantages of online shopping for retailers is that an e-retailer is able

to use customer logins and/or cookies to collect a detailed record of the browsing and

purchase behavior of customers. However, the fact that an e-retailer collects detailed
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customer data does not automatically ensure that the e-retailer will be able to use the

data to make better operational decisions.

To the best of our knowledge, most of the pricing models that are used in practice

for pricing fashion items in brick-and-mortar fashion retailers are based on demand

models which are estimated using aggregate (e.g. weekly) sales data, because typically

customer-level data is not available for brick-and-mortar stores. The goal of our research

is to formulate a pricing model where the demand is estimated using customer-level data

which can be collected by a fashion e-retailer, in order to make better pricing decisions.

In particular, we believe that a pricing model that takes into consideration information

about the behavior of returning price-sensitive customers will be able to earn additional

revenue compared to a pricing model that only uses aggregate sales data.

3.1.2 Contributions

* We propose a demand model for fashion e-retailers which models returning cus-

tomer behavior, can be estimated from real data, which we incoyporated into a

pricing modeL Our proposed demand model can be estimated from clickstream

data collected by a fashion Internet retailer.

* We show that our proposed markdown pricing model is tractable. For general non-

linear first-time demand functions, the markdown pricing problem with returning

customers is not concave. in the case when the first-time demand functions are

linear, or in the case when the first-time demand arrives only in the first period

and is exponential, we are able to show the existence and uniqueness of solutions

to the markdown pricing model. We also propose a Jacobi iterative method for

finding the optimal solution to the markdown pricing model, and prove a rate of

convergence of the Jacobi iterative method.

a We find conditions under which markdown prices are optimal for a dynamic pric-

ing problem with returning customers, without imposing a markdown constraint.
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We found the following three cases when markdown prices are optimal for the

dynamic pricing problem with returning customers:

1. The case when there are two periods, and the demand from first-time cus-

tomers in period 1 is a multiple of the demand from first-time customers in

period 2.

2. The case when the demand from first-time customers in each period is the

same, and all the customers return in future periods.

3. The case of a returning demand model that has a declining sales property

that is observed in practice.

* We quantify the value of our markdown model. The challenge is to consider

a model where we can make a fair comparison of the returning pricing model

and the myopic returning model. Furthermore, the markdown pricing model with

returning customers cannot be solved in closed form. This motivates us to develop

upper bounds on the ratio of the returning revenue relative to the myopic revenue

(from traditional myopic markdown pricing models). We develop bounds for both

the case of linear and nonlinear myopic demand functions.

a We estimate our returning demand model and derive a pricing policy using actual

data obtained from an e-retailer. We obtained customer clickstream data from an

actual fashion e-retailer. We compared the estimated myopic demand model and

the estimated returning demand model, and showed that the returning demand

model has comparable forecast accuracy with the myopic demand model. We

predict higher revenues with the returning demand model using the optimized

returning prices, compared to the myopic demand model using the optimized

myopic prices.
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3.1.3 Literature Review

This work is situated in the broader field of dynamic pricing. For an overview of the vast

literature on dynamic pricing, we commend to the reader the excellent survey papers

Elmaghraby and Keskinocak [2003], Bitran and Caldentey [2003], the book chapter

Smith [2009], and the books Phillips [2005], Talluri and van Ryzin [2005]). Below, we

give a brief overview of three streams of related research.

The first stream of related literature deals with the problem of dynamic pricing

with strategic customers. The first paper to propose a game-theoretic model of a

retailer selling to strategic customers is Coase [1972]. In this paper, Coase states his

famous "Coase conjecture" that in the setting of a monopolist selling a durable good,

if the monopolist is able to change prices instantaneously, then the monopolist will

immediately price at his production cost. In practice, one can observe that the Coase

conjecture does not hold for fashion e-retailers. Typically, a fashion e-retailer will sell

an item over a sales horizon of 12-20 weeks, during which the item will take 3-6 retail

prices. One of the most important reasons why the Coase conjecture does not hold for

fashion e-retailers is because retailers are able to commit to a small number of price

changes that are separated in time.

A subset of the literature on dynamic pricing with strategic customers focuses on

the markdown optimization setting, which is the focus of our work. A non-exhaustive

list of such papers which study markdown optimization problems as game-theoretic

models include: Aviv and Pazgal [2008], Besanko and Winston [1990], Cachon and

Swinney [2009], Correa et al. [2011], Osadchiy and Vulcano [2010], Liu and van Ryzin

[20081. Typically, these papers assume that each customer purchases at most one unit

during the sales horizon, and that customers are rational and forward-looking, so that

customers select the optimal time to purchase in order to maximize their expected

individual surplus. The objective of the retailer is to set prices to maximize the retailer's

expected (discounted) revenues. For the purpose of keeping the analysis tractable, these

papers make certain assumptions about customer behavior. For example, Aviv and
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Pazgal [2008 assumes that the sales horizon is divided into two periods, and all of the

customers who decide not to buy in the first period remain in the store until the second

period. While this stream of research is able to give useful managerial insight about how

operational decisions such as prices or production quantities affect a fashion retailer's

profitability, to the best of our knowledge, these models are not used operationally for

making pricing decisions. In our work, we assume that customers are myopic in their

purhcase behavior-i.e. each customer has a valuation for the item, and purchases the

item during his first visit to the store in which the posted price is less than his valuation.

A second stream of research deals with the dynamic pricing problem faced by a

retailer when customers make repeated purchases and their purchase behavior is affected

by cognitive biases. In particular, based on exposure to recent past prices, customers

form an internal expectation of the price which is referred to as the reference price.

Prospect theory [Kahneman and Tversky, 1979] states that customers perceive the

current retail price as a gain or loss relative to a reference price. Therefore, the current

demand is larger (smaller) if the current price is smaller (larger) than the customers'

reference price. The most common model for reference price formation in this literature

is exponential smoothing [Kopalle et al., 1996, Fibich et al., 2003, Popescu and Wu,

2007]. Kopalle et al. [1996} and Fibich et al. [2003} study linear demand models with

kinked linear reference effects, while Popescu and Wu [2007] study the more general

case of nonlinear reference price effects. Unlike the aforementioned papers, Nasiry and

Popescu [2011] studies the dynamic pricing problem under a different reference price

formation process, where the reference price is a weighted average of the lowest and

most recent prices. In a markdown pricing setting, prices decrease over time, and so

a reference price formed using the "average" of past prices is not relevant because the

current price will always be less than the "average" of the past prices. In our work,

we assume that the most important factor driving intertemporal price effects are the

returning behavior of customers. This is a different mechanism to model intertemporal

price effects. Our model does have a similar effect with reference price effects is that

in both models, if we hold the current price to be constant, higher (lower) past prices
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lead to higher (lower) current demand.

The final stream of related literature that we consider is related to the dynamic

pricing problems with returning customers. Ahn et al. [20071 (henceforth AGK) con-

siders a joint manufacturing/pricing decision problem, with linear demand and simple

returning behavior.

The key distinguishing features of our work are the following: First, our demand

model allows for nonlinear demand functions, and is able to model complex and realistic

customer returning behavior (a customer may visit in non-consecutive periods e.g. visit

at period 1, not return to visit in period 2, but return in period 3). Next, our work deals

with the finite horizon markdown pricing problem. Lastly, as a proof of concept, we

estimate our demand model using clickstream data obtained from a fashion e-retailer.

3.1.4 Structure of Paper

The rest of the paper is structured as follows. In section 2, we present the structure of

a markdown optimization model without returning customers, and contrast this with

our proposed markdown optimization model with returning customers (RMDO). In

section 3, we prove the existence and uniqueness of a solution to the RMDO model. In

section 4, we analyze properties of the optimal prices of our RMDO model. We first

show that markdown prices are optimal for a dynamic pricing problem with returning

customers, without imposing a markdown constraint in subsection 3.4.1, then study

the relationship between returning and myopic prices in subsection 3.4.2. In section

5, we propose a model to quantify the value of the markdown model with returning

customers. In section 6, we perform a numerical experiment using clickstream data

obtained from an Internet retailer. We estimate both a myopic demand model and our

returning demand model, and compare the forecast accuracy and the forecasted revenue

improvement under myopic and returning markdown pricing. Section 7 concludes our

findings.
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3.2 Returning CustomerPricing Model

3.2.1 MDO Model without Returning Customers

Markdown optimization models which are used in practice for pricing at brick-and-

mortar stores (see e.g. Smith [2009]) typically make the assumption that the demand

during a time period is a function only of the posted price in that particular period. An

equivalent way to interprete this assumption is to assume that the customers purchase

behavior is described by the following assumption.

Assumption 1 (Non-returning customer behavior). Each customer has a valuation v for

the item. Consider a given customer who arrives at time period t E {1, 2, ... , T}. If the

customer's valuation exceeds the posted price pt, then the customer will purchase the

item (if inventory is available) and leave the store; otherwise the customer will leave

the store, and do not return a future time period.

Under Assumption 1, the non-returning markdown optimization model has the fol-

lowing mathematical formulation:

T

T Z(3.1)SAt. ft(pt)<I
t=1

P1 > P 2 - PT 0

where

pt = the posted price of the item in period t.

I = the initial inventory level of the item.

ft = the demand function for period t.

It is common in the revenue management literature to assume that the demand

functions satisfy regularity conditions (see e.g. Talluri and van Ryzin [2005}), so that
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problem (3.1) is a well-behaved mathematical optimization problem. We assume that

the demand functions of first-time customers satisfy the following conditions.

Let 0, denote the set of feasible prices.

Assumption 2 (Demand function). The first-time customer demand function is convex,

non-negative, and strictly decreasing, i.e. f'(p) < 0, on 0,.

Assumption 3 (Revenue function is concave). The first-time customer revenue function

pft(p) is concave on 0.

Assumption 4 (Finite maximum price). There exists a finite price pm, such that the

first-time demand is zero at that price, i.e. ft(p.) = 0 for t = 1, 2,. ,T.

3.2.2 MDO Model with Returning Customers and Continuous

Prices

One of the key assumptions that underlie the non-returning markdown optimization

model is the assumption in Assumption 1 that customers who do not purchase the

item leave the store and do not ever return in a future time period. We argued in

subsection 3.1.1, that while this assumption applies in a brick-and-mortar store set-

ting, we have evidence that to an e-retailer setting, there is a significant proportion

of price-sensitive returning customers. Motivated by this finding, we propose to relax

Assumption 1 to allow customers who do not purchase to return and possibly purchase

in future time periods.

Assumption 5 (Returning customer behavior). Each customer has a valuation v for the

item. Consider a given customer who arrives at time period t E {1,2,...,T}. If the

customer's valuation exceeds the posted price pt, then the customer will purchase the

item (if inventory is available) and leave the store; otherwise the customer will leave

the store without purchasing the item, but may return in a future time period u > t

and purchase the item in period u if the posted price p. is less than his valuation.

In Assumption 5, customers who do not purchase may return in future periods to

purchase, but the probability distribution of their future return period is not specified.
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In our demand model, we assume a return probability that depends on both the arrival

period and the return period.

Assumption 6 (Return probability dependent on arrival and return periods). Consider

a customer who visits the online store in period t but does not purchase the item. The

probability that the customer returns in period u > t is -y.. is independent of the

posted price pt and the customer's willingness to pay w.

Remark. In Assumption 6, we assume that the return probability is independent of the

customer's valuation of the product, conditioned on the valuation being lower than the

posted price in the arrival period. This assumption is reasonable because customers who

would return in future periods are customers who are interested in the item, and so their

valuation could not be too low. This implies that the range in valuation of returning

customers is not large. Additionally, fashion items are not big-ticket items (e.g. a car or

washing machine), for which we would expect customers to be more strategic in their

purchase behavior due to the high cost of the item. We expect therefore that customers

who did not purchase the item would return surrendipitously, rather than with a very

high degree of intentionality.

Let f(pg) denote the demand induced by customers who arrive for the first time in

period t. The demand in period t is the sum of the first-time demand in period t and

the returning demand from previous periods, i.e.

dt(p1,.. Ipt) = ft(pt) + ru
t*=1

where rt is the returning demand from customers who visited the store but did not

buy in period u and first return to the store in period t.

If all the customers who visited the item in period u were to return to visit the item

in period t, then the demand due to those customers would be

[d.u(p,... ,Pu-1P) - du(pi, ... ,P-1,P)
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(Here we use the notation [x]+ = max{x, 0}.) This is illustrated in Figure 3-2.

Period 1:
First-Time Demand

-------------

P2 P1

d(p 2 ) - d(pi)

Period 2:
Returning Demand
from Period 1

P2 P1

Figure 3-2: Illustration of Potential Returning Demand

However, since only the proportion 7.t of these customers do return in period t, we

have to multiply the demand by -yu, which gives

rut= 'yt [du(pi, . .,pu-1,pt) - du(pi,. .. ,pu_1,pu)]+.

Thus we have the following expression for the demand in period t:

t-1

d(pi, ... ,p) = ft(pt) + E- fut [d.(pi,...,pui_,pt) - du(p, 7 . .. ,p_ 1,7p)]+.
U=1

(3.2)
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The markdown pricing problem formulation with returning customers is:

T

max EZptst
t=1
T

t=I

St= ft (Pt) + Ert
t=1

rut = [dt(pi, .,pU-1,pt) dt(p, - ,7P-17Pu)

dt(pi,.-. ,pt) =ft(P) + E '7U t ( [d(p,. .,PU-1,pt) - d4(pi, - -1,PU)

P1 P2 PT > -- 0.
(RMDO)

where

pt = the posted price of the item in period t.

I = the initial inventory level of the item.

ft = the demand function for customers who arrive for the first time in

period t.

dt= the total demand function for customers who visit the item in period

t. In other words, the sum of the demand from customers who arrive

for the first time in period t and from customers who did not buy

in an earlier period but return in period t.

st = the demand which is equal to the sales in period t.

rtu= the returning demand from customers who last visited the item in

period t and first return to visit the item in period u

Remark. Due to the markdown constraint on prices in (RMDO), we always have pt < p"

in (3.2). Because the demand function d....p. -, 7-) is a decreasing function, this

implies that

[du(p, - -,pu-i,pt) - d(p,... ,pU-,pU)]+ = du(p,... ,pu-i,pt) - du(p1, .. P.i-1,PU).
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3.2.3 MDO Model with Returning Customers and Discrete Prices

In practice, many fashion retailers operate under a business constraint that the retail

prices for all items must be chosen from a discrete feasible price set (e.g., {59.90, 49.90,

39.90}). The markdown optimization problem with returning customers and a discrete

set of feasible prices can be formulated as an MIP optimization problem.

Before we state the formulation, we first need to introduce some notation. A cus-

tomer who does not buy the item on his initial visit in period ti but returns to buy the

item in period t,. may have returned to visit the store in the interim periods t2 ,... t_1.

Let us denote the set of all possible visit periods of returning customer visits by

V = {(ti,...,tn) : n ;> 2, ti < ..-. < t,{It,, .. - ,tn} C {1, ..., T}}.

Let us denote the probability that a customer would visit the store in the periods

(47,t2, - - -,i n) by
n-I

Notation

" Discrete finite price set {q1 > q 2 > .. > K}

" Set of time periods T = {1,2,..., T}

" Set of price indices K = {1,2,...,K}

Decision variables

a * = 1 if the price qk is selected during period t, i.e. pt = q, and ah =0 otherwise.

rt*,... = demand realized in period t4 at the price qk, from customers who visit

the item during the periods tl,. .. , tn, and purchase the item in period t.. If the

price q- is not selected during period tn, then , = 0.
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* s = sales in period t at price qk. If the price qk is not selected during period t,

then s = 0.

T K

max 1 s
t=1 k=1

T K

s.t. s I
t=1 k=1

su ! fu(q*)a! + Z k VU E T

k-i

r 'yt,..,e[fe (qk) - ft1(q')]J ,V(ti, .. . , t) c V
=1

r 7tI..,t [ftI (qk) - ft1 (ql)1a
K K

~qka~ > E ea

k=1 k=1

K

k=1

4 E {0, 1}

Vt E {2, 3,..., T}

Vt E T

Vt E T, k E K

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

Constraint (3.5) sets the sales less than the total of the first-time demand and the

returning demand from previous periods. Constraints (3.6) and (3.7) work together

to set the correct upper bound on the returning demand in period t,, at the price qk,

from customers who visit in the periods (t1 ,. .. ,), i.e. r.. Constraints (3.6) sets

the upper bound on r,,.. based on the lowest retail price the customers have seen

before period t,, which is the price at period t,, 1 . Constraint (3.7) sets r ,..., to zero

if the price qk is not selected in period t, since the coefficient of ak in (3.7) is the

largest possible value of r ,..., . Constraint (3.8) is the markdown constraint pt > pt+-

Constraint (3.9) selects one of the prices qk in period t, and constraint (3.10) is a binary

constraint for the indicator variables.
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The MIP formulation can be solved reasonably quickly in practice for problems of

realistic size. The size of a representative practical MDO problem could have T = 15

periods and K = 20 prices in the price set. In theory, the number of variables rt1 ... t

can be exponential in T. However, in practice, the proportion of customers who visit

over n > 3 periods (i.e. the return probabilities -yt,...t.) are usually insignificant. We

can therefore solve a good approximation of the MIP with at most 3 visit periods by

setting -t...t for n > 3. In this case, the number of decision variables and constraints

is approximately 2T3K ~ 135000.

To illustrate correctness of the MIP

with T = 3 periods and K = 3 prices.

formulation, consider the following example
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Example 3.2.1 (T = 3 periods and K = 3 prices).

T K

max eq 4
t=1 k=1
T K

.t.EE S <
t=1 k=1

Si 5 f(q2)a1

s8 fi(ec)a

92 : ,- f2 (')-t2)

si h~")2+r2

8 f 2(q2)r 12

r [l(q) - f(q)} [ )^9

r12 712 [f11)

r2 712 [fi(q') - A(q')]

S3 < (q)3 3

I2 + 1(a2)l r12ria+ a r12 7122([f(q3) - f1(q')]a I

r12 712 [fi(q3) _ fi(ql)]aC

4 f3(q2) _ )

r2
13 :_ Y [f(q2)_ fr 3 +4] +r3

23.! 723 [f21(q2)-

'r23 73 f~ - f2(q')Jat~

,r22 < 723 [f2(q2 ) _-2q)C3

ri[ 723 [(q 2) _ f(ql)]1
r3 712723 2[( 2

r,223 712723 [11I(q2) -fl()]C2
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s3 < f3(q3)a+r +r.3+r

ri3 713([fl( 3) _ f1(q
1)]aI + [fi(q 3) (q2)]a

r13 713[fi(q) _ f1( 1)Ja

r,3 -y3([f(q3) _ f1(q1)]a4+[f(q3)- ((32

3 [ 7yf2(q3) - f2(q)]a

r2 3 7_Y 23([fi(q) - f[f2)()]a)

11 [f 7i2q3fi3  _-2(2) ,

Let us illustrate how the constraints enforce the correct upper bounds for the demand

in period t at price q*. For example, if the price q2 is selected in period 2, i.e. a7 1,

then the demand in period 2 at price q2 is equal to the sum of the first-time demand

f2(q 2) and the returning demand from period 1 to 2 at the price q2, r22. The returning

demand r22 depends on the price in period 1. If pi = ql, i.e. ci = 1, then the returning

demand r2 = 712[f1(q2) - fi(q')]; otherwise if pi = q2, i.e. a2 = 1, then the returning

demand r,2 = 0. We can check that the above inequalities enforce the correct upper

bound for r22 . Also, if a2 = 0, we can see that the above inequalities enforce the

constraint s = 0.

We consider a fashion e-retailer selling a single item over a discrete time finite horizon

of T periods. Because of long lead times for manufacture and shipment of fashion items,

we assume that the e-retailer has an initial inventory level of I units of the item, and

does not receive replenishment inventory. We assume without loss of generality that

at the end of the sales horizon, the salvage value of the item is zero. The e-retailer's

objective is to choose a non-increasing sequence of prices pi > - > pT in order to

maximize the revenue collected over the sales horizon. In this setting, the objective is

typically revenue maximization because the cost of inventory is a sunk cost.
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3.3 Existence and Uniqueness

Proposition 3.3.1. A solution exists for the returning MDO problem (RMDO).

Proof. The objective function is bounded, because the prices pt are bounded above

by a finite p,., and t st is bounded above by I. The objective function is also

continuous in the decision variables. Finally, the feasible region is bounded and closed.

Therefore, by applying the extreme value theorem, the objective function attains its

maximuM. 0

Let us define for convenience the revenue function

T

Rev(p) = pd(p17 .. ,pt)
t=1

Consider the function g which we define by

gi(p)

g(P)

r(p)]

where gt(q) is the solution to the optimization problem

gt(q) = arg max Rev(qi,...,qt-1,p,qt+ 1 ,..., qT).

Intuitively, each function ge is the best response function which is the price p* that

optimizes the revenue given that the other prices are fixed to p. = q. for u = 1, ... , T

and u 5 t.

Applying the function g repeatedly is similar to a Jacobi iterative method for finding

the solution of a linear system of equations.

We are able to show that when the first-time demand functions are elements of

two classes of demand functions-linear and exponential-that are commonly used in

practice [Talluri and van Ryzin, 2005], the returning MDO problem (RMDO) has a
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unique solution.

Theorem 3.3.2 (Uniqueness for linear first-time demand functions). If the first-time

demand functions are linear, i.e. ft(pt) = at - btpt, then the returning markdoum op-

timization model has a unique solution. Furthermore, the Jacobi iterative method con-

verges to the unique solution with convergence rate

IINT(p - p*)II 1

lp - p*i ~ 21'

The proof of the theorem relies on the following definition and lemma.

Definition. An n x n real matrix A is said to be a linear returning matrix if the

following conditions hold:

j=122,3,...,n

i=1 = 1 2,..n -1

ai 0 i = 1,2, ..., n

Lemma 3.3.3. If A is a n x n linear returning matrix, then IIAnxII1  (1- 1/2")IIxII1 .

Proof. First, we show that IlAx|| < jlxlj. This can be seen by noting that

n na n

IIAxII X a < x = llxII|. (3.11)
1=1 j=1

Next, we show that the statement S(k) : IIAkekI l 1 - 1/2" is true for k =

1,2, ... , n by induction on k. Here ek denotes the k-th unit vector, which has a 1 in

the k-th coordinate and value 0 in the other coordinates.

The base case S(1) is true because

IlAedI ill ai < .
t=1
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Suppose that S(k) is true for 1 < k < n, we now show that S(k + 1) is true. Let

v = Aek+i. We have

k

IfA +1 ek+11, = jIAkvlJ1 ZtiIAkeiI +
i=1

vIIAke,.
n

i--k+2

We first observe that from the definition of the linear returning matrix,

k

<=

k
i=k+2

1

For i= 1,2,...,k, we can bound

IlAkeill = IIAkAtei 5 IIA ejjI 1 1

Note that we used (3.11) in the first inequality, and the induction statement S(i) in the

second inequality. This implies that

Using the bound

k1

ZvuIAeil <!
A=1 2

n

EZvIlAkeiuI< 5
i=k+2

gives us the proof of S(k + 1).

Finally, we prove the proposition by

- 1 .

1

i=k+2

= 1- 1 ix ll.||A~xjjj5 Ex|An ei
Si=1

0

90

=) n



We now prove Theorem 3.3.2.

Proof of Theorem 3.3.2. The objective function can be rewritten as

T t-1

EPt at - btpt + E .c, -t pU - pt)

where t-I
ct = bt + Zd7Ut.c

U=1

By setting the first-derivative with respect to pt equal to zero, we get the optimality

conditions Mp = a, where

- ct ift<u

mtt.= 2cu if t=u

c ift>u

The Jacobi iteration is then pk+1 - Apk + c where

- if t <u

2c
at, = 0if t = u

We observe that the matrix A is a linear returning matrix because

u-1 U-1
D autl - =1. 2 Vu=2,3,...,T,

TT

E latu u _5 E <2 Vu=1,2,...,T-1.

Applying Lemma 3.3.3 proves the theorem. 0

We show that for T = 2 periods and exponential first-time demand in period 1
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with no first-time demand in period 2 that the returning MDO problem (RMDO) has

a unique solution.

Theorem 3.3.4 (Uniqueness for exponential first-time demand functions). Suppose

that the first-time demand function in period 1 is exponential, i.e. fi(p) = a1e-bP, and

there is no first-time demand in period 2, ie. f2(p) = 0. Then the returning MDO

problem (RMDO) has a unique solution. Furthermore, the Jacobi iterative method

converges to the unique solution with convergence rate

IIg-PiI - 2

Proof. We prove the theorem by showing that an optimal solution to (RMDO) must

satisfy the fixed-point equation g(pl,p2) = [Pi, p2]. By showing that g2 is a contraction,

the Banach fixed point-theorem implies that there is a unique solution to the fixed-point

equation and therefore a unique solution to (RMDO).

For a two-period problem, there is only a single return probability 712, so we will

denote 7 = 712 for convenience.

The objective function is

al, e-bpi+ -Ia1p[e"b' - e b1p11.

We first determine gi(p). Setting the partial derivative of the objective with respect

to pi to zero gives us

eOM - bipie~p1 + 7bip2e-b" =0.

Therefore

1(p2 ) = - 7 P2-

We next determine g2(p1). Setting the partial derivative of the objective with respect
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to p2 to zero gives us

e-b2 - e-kP - blp2e~h" = 0.

We can manipulate this to
log(1 - bip 2 )Pi=P2-

This implies that

g2(p1) = h-'(p1), where h(p) = p -

We are able to bound (h-1)'(p) 1/2 by deducing that

1
1 -bp'

and that for p2 E [0,1/b1 ), we have h'(p2) > 2.

We have

92 (p1, p2) = g (+-7p2, h (p2) = b + 7 h- 1(p1 ) h 1 + 7 p2)]T

Therefore

11g2(pi,p2) - g2(qi,q 2) 1

= 7 jh-1(pi) - h 1 (q1)j + h~( + t7P2) - h~ 1 + 72)

21|p, - q1 +' p2 - q 2

2 1(PI, P2) - (q1,q2)| 1.

This shows that 92 is a contraction with the Lipschitz constant 7/2, and proves the

theorem. 0
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3.4 Pricing Policy Structure

3.4.1 When Markdowns are Optimal

In this section, we consider the dynamic pricing problem with infinite inventory and

returning customers:
T

max ptdt(pi,... pt) (3.12)
Pt=

We analyze three settings under which the optimal prices of (3.12) are markdown prices,

i.e. the markdown constraint is automatically satisfied.

Setting 1: Two Periods

Proposition 3.4.1. If T = 2, and the period 1 first-time demand function is a multiple

of the period 2 first-time demand function, i.e. f2(p) = cf1 (p) for some c > 0, then the

optimal prices for the dynamic pricing problem (3.12) are markdown prices.

Proof. In this case, the revenue function is

Rev(p1 ,p2) = pifi(pi) + cp2f2(p2) +WY[fl(p2) -fl(P1) -

This is a special case of the returning demand function defined in (3.2).

Suppose by contradiction that the optimal prices are (p1,p2) with p, < p2. This

implies that there is no returning demand in period 2, i.e.

Rev(p1 ,p2) = pIf(pI) + cp2f(p 2)-

We will find another set of markdown prices (qi, Q) such that Rev(q, q2) > Rev(p,p2),

which contradicts the optimality of (pl, p2).

Consider the ordering of pif(pi) and p2f(p2). There are three possible cases.
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Case 1: pif(pi) < p2f(p2 ) In this case, we have

Rev(p2,p2) = (c + 1)p 2f(p 2 ) > Rev(pl,p 2) = pif(Pi) + cp2f(p 2).

Case 2: pif(pi) > p2f(p2) In this case, we have Rev(pi,pi) > Rev(pi,p2).

Rev(p1 , p) = (c +1)pif(pi) > Rev(pi, p2 ) = Pif( ) + cp2f(p2 ).

Case 3: pif(pi) = p2f(P2)

because

Rev(p,p 2)

Rev(q1 , q2)

In this case, we can show that Rev(p2,pi) > Rev(pi,p 2)

= pif(pi) +p 2cf(p2)

= (c +l)pf(pi)

= p2f(P2) +picf(pi) +pIY[f(p1) - f(P2)]

= (c + 1)pif(p 1) + pY[f(.pi) - f(p2)-

Therefore,

Rev(pi, p 2 ) - Rev(q1 ,q 2) = P17[f(PI) - f(p 2)] > 0.

This is because p, ;> 0,7 0, and p, < p2 ==> f(pi) > f(p2) by Assumption 2. 0

Setting 2: All Customers are Returning

Proposition 3.4.2. Suppose that inventory is infinite; the first-time customers in each

period are identical, i.e. ft = f ; and all customers are returning, i.e. ytt.1 = 1. Let p =

(p1, P2, ... , PT) be a markdown price sequence. Let q be any other price sequence formed

by permuting the prices in p. In other words, given a permutation a : {1,...,T} -+

1)..., TI}, we define q(t) = pt for all t. Then

Rev(p) ;> Rev(q),
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which implies that the price sequence q is not optimal.

Proof. For convenience, we define the revenue function from the customers who arrive

for the first time in period t, given that the price sequence is q, by

T

Rev.,(q)= qvf(qv) + t [f (q,) -f mn {glr} +

By definition,

T

Rev(p) E Revt(p)
t=1
T

Rev(p) = 2 Revt(q)
t=1

We prove the result by showing that

Vu = 1,... T: Revu(p) > Rev,(q), where v o(u). (3.13)

Since p is a markdown price vector, therefore

T

Revu(p) = puf(pu) + pt[f(pt) - f(pt-1)}. (3.14)
t=u+1

Let V denote the set of time indices t > v + 1 such that qt is the lowest price since

period v, which is defined mathematically as

V = t E{v + , ..., T} qt< min q.

Let {v 1 < v2 < -.. < VN} denote the elements of V. By definition, the subsequence

{q, 1, qv, ... qvN} is a markdown price vector. Therefore we can write

N

Rev,(q) = qjf(q,) + q.[f(q.) - f(qv._,)],
n--1
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where we define vo = v for convenience.

Now by defining un = or- 1(vn) for n = 1,...,N, we can write Rev,(q) in terms of

prices pt as
N

Rev,(q) = puf(pu) + E pu.[(p. - f(p._ )], (3.15)
n=1

where we define uo = u for convenience. Note that {p p, ... , P,} is a subsequence of

the vector {Pu+1, ... ,Pr}.

To prove the desired inequality (3.13), we note that for t = u,. .. ,T - 1, the coeffi-

cient of f((pt) - f(pt+i) is pt+i in (3.14), but is p where n +1 is the smallest number

such that un ;_> t +1 in (3.15). 0

Setting 3: Declining Sales Model

We introduce a new demand model, which we refer to as the declining sales model, that

is a special case of the returning demand model.

Our motivation for the declining sales model is the observation made in Heching

et al. [2002] that the deseasonalized sales of a fashion item "decline with the number of

weeks since the [markdown} price was implemented or the style was introduced." The

declining sales model is based on the following assumptions about customer behavior:

1. There is a finite population of customers, whose associated demand function is

f(p). If all the customers visit the item in the store in period 1, then the demand

function would be f(p).

2. The customer visit behavior is described by the visit probability parameter a < 1.

In each period, each customer visits the item in the store with probability a. More

rigorously, in each period, each customer conducts an i.i.d. Bernoulli trial with

success probability equal to a, and visits the item in the store if and only if the

Bernoulli trial is a success.
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Based on these assumptions, we can derive that the first-time demand functions are

f(p)= a(1 a)- (p)

and the return probabilities are

We can also show that the demand in the declining sales model decline with the

multiplicative factor (1 - a) from the first period, and after each markdown.

Proposition 3.4.3. Consider the declining sales model with visit probability a < 1.

For any markdown price sequence p = (p1,... Pr), the demand declines with the mul-

tiplicative factor (1 - a) from the first period, and after each price change.

Proof. We can define any markdown price sequence p = (p1,... pPr), by a decreasing

sequence of prices qi > q2 > . > qN , and an increasing sequence of time periods

1=u < u 2 < < N < u+1 =T + 1, where pt= q ifufl5t<un+1. Intuitively,

the pair (qn, Un) indicates that at the time period un, the price is marked down to qn.

Consider the price changes at the periods un and u, 1 . Our goal is to show that the

demand sequence between two price changes forms a decreasing geomtric progression

with common ratio (1 - a).

We can divide the population of customers at the beginning of time period un

into n different groups, based on the lowest price that a customer has observed. For

i = 1, ... , n - 1, let group i consist of the customers who have visited the item in the

past, and the lowest price that the customer has observed is q,. What is important to

note is that by definition, customers in group i whose willingness to pay is greater than

q, have already bought the product before period Un. We can also define group 0 to be

the customers who have never visited the item, and for convenience, we can describe

these customers as having "observed" the price q0 = +oo. For each group 0,1, ... n -1,

we can let iri be the proportion of the total population which belongs in group i.
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We can then write

n-I

dt(pi, ... , pt) = a(1 - a)*~. E I[f (qn) - f(gi)], t =un, u + 1,..., n+1 -1
i=O

The reason for this expression is a customer in group i who has not already bought

the product will buy the product during the customer's first visit to the item in the

periods un,,u + 1.... 7 -,+14 - 1. The probability that such a customer's first visit is

in period t is given by the probability mass function from the geometric distribution,

a(1 - a)-hI.

Theorem 3.4.4. Consider the declining sales model with visit probability a. Suppose

that inventory is infinite. Then any optimal price vector is a markdown price vector.

To prove Theorem 3.4.4, we need to use the following lemma.

Lemma 3.4.5. Consider the declining sales model with visit probability a. Suppose

that inventory is infinite. Suppose that p = (p1,...,pr) is a price vector such that

p1 p2> .. --- pu -but pu < pu+. Let us define the price vector

q = (pi, .. ,Pu-1, Pu+1,Pu Pu+2, - - ,pT)7

which is the same prices as p except that we have switched the prices in periods u and

u +I . Then Rev(q) ;> Rev(p).

Proof. We can partition the set of customers into four non-overlapping sets:

1. Group Cu,.4 visits the item in both periods u and u +1.

2. Group C, visits the item in period u but not in period u +1.

3. Group C 1u visits the item in period u + 1 but not in period u.

4. Group C0 does not visit the item in periods u nor u +1.
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Let us denote by Revc(p) the revenue from the price vector p of the customers in

the set C. We can then write Rev(p) and Rev(q) as the sum of the revenue from four

groups of customers:

Rev(p) = Revc (p) + Revc.(p)

+ Revc+ (p) + Revc.+, (p)

Rev(q) = Revc.(q) + Revc.(q)

+ Revc.+, (q) + Revc,,,.+ (q)

We note that

Revc.(p) = Revc.(q)

as the customers in CO see the exact sequence of prices, since the prices p and q are

identical except for periods u and u +1.

We note that

Revc.(p) = Revc.+ (q)

as the customers see the exact sequence of prices, since the prices p, = qu+.. Similarly,

we note that

Revc,+. (p) = Revc. (q)

as the customers see the exact sequence of prices, since the prices pu+i = q=-

Finally, we note that

Revc.,,+1(p) 5 Revc (q)

To prove this, notice that for the price vector p, customers who have a willingness to

pay greater than or equal to pu+i and who did not buy the product before period u, will

buy the product in period u at the price p.; whereas for the price vector q, customers

who have a willingness to pay greater than or equal to pu+1 and who did not buy the

product before period u, will buy the product in period u at the price Pu+i > pu. For all
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other customers, they would buy the product at the same price for both price vectors

p and q. By Assumption 2, there is a positive mass of customers whose willingness to

pay is in [p,+,, +oo). This implies that we have a strict inequality

Revc.,.+1 (p) < Revc,+ 1(q).

0

We are now ready to prove Theorem 3.4.4.

Proof of Theorem 3.4.4. We will prove this result by contradiction. Suppose that there

exists an optimal price sequence p which is not a markdown price sequence. Then there

exists a u such that pu < Pu+i. By applying the interchange argument in Lemma 3.4.5,

we get a price sequence q with strictly better revenue, i.e. Rev(q) > Rev(p). This is a

contradiction of the optimality of p. 0

3.4.2 Returning Prices vs Myopic Prices

In this section, we analyze the relationship between the optimal returning prices and

the optimal prices from a myopic pricing model, which does not take into account the

impact of the current pricing decision on future revenue. In particular, we wish to

investigate the impact of a change in the return probabilities-e.g. due to marketing

efforts by the e-retailer--on the relative ordering of returning and myopic prices. We

show that when inventory is infinite, the returning prices are always higher than the

myopic price in the corresponding period, regardless of the returning probabilities; but

this may not be true when inventory is finite.

The returning prices, pr, are defined as the solution to the MDO model with return-

ing customers (RMDO).

The myopic prices for the MDO model with returning customers (RMDO) and
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infinite inventory are defined as

= arg maxpfh(p),

and for t = 2, 3,..., T

t-1

pr = arg max pft(p) + 9yut [du (p, ... ,pu-1,pt) - du(p,...,p _,p)

In the case when inventory is infinite, then we show that the returning price is higher

than the myopic price in the same period.

Theorem 3.4.6. Suppose that inventory is infinite, and that all of the return probabil-

ities are positive, i.e. -yt > 0. Then the optimal returning price is greater or equal to

the corresponding myopic price in the same period, i.e. p, > p"t.

The proof of the Theorem 3.4.6 relies on the follow increasing property of the optimal

prices.

Proposition 3.4.7. Consider the RMDO problem with T periods. For any two time

periods u,v with 1 < u < v < T, with the prices pt fixed for t E {1,...,T }\{u,v}, the

p, that optimizes the total revenue is an increasing function of pu.

Proof. Let us define the optimal price p, as a function of pu

h(p.) = arg max Rev(pj,...,P,-1, p,p1O+1, -. - -pT)-
Pi,+1 P Pu-1

The terms in the revenue function Rev(p 1 ... ,pV-1,p,P+1 - - - pr) that depend on p,

are

v-I

pjf,(p,) + p, -yt, [dt (pi,...,p -I A1, pu) -t d(p, I...,IPt-1,7 p0)
t=1

+ E: 7vtpt [du(P,..., P,-lp) - d(pl,..,P,_l,pv).
t=V+1

102



We can thereofre write

h(pu) = arg max {4(p,) +yp. [d.(pi,...,pu-,P,,)- du(pi,...,p-,p)},
Pv+i~sPP-1JVI

where k(p,) is a concave function of p. for p, ; p.-1, and does not depend on pu. Let

us define the function i/,

P,.(p.) := '(pv) +7pv[du(p,...,pu_,p.) -d(pj,...,pu-,p.)j.

Notice that for E > 0, we have

- ' +(p,-1) = 'YUi, [d,(p,... ,PU-1,pu) -d.(p, - ,Pu-1,pu + E) > 0.

(3.16)

In the case when V/, (pv_1) > 0, then because i,. is concave, that implies that

t,.(p.) is increasing at the point p, = pv-,1. This implies that h(pu) = p,-. Due to

(3.16), we also have that '1; 6 (,..p.-) > 0 which implies that h(pu + E) = pv-.

In the case when ' (p;_..1) < 0, then because i, is concave, that implies that the

maximum of the function o,. is attained at a point p,, < p,-1. Due to (3.16), we also

have that /jp 1 ) < 0 which implies that h(p. + c) > h(pu) = p.0

Proof of Theorem 3.4.6. We will prove by induction that p' > pt.

The base case is that p > pp. We prove by contradiction that pl > pr'. Suppose

that pr < p1. Let us define the markdown price vector q = (p'7p,p,... ,p). In

words, the price vector q sets the myopic price for the first period and the returning

prices for periods 2,3,..., T. We will show that Rev(p') < Rev(q), which contradicts

the assumption that Since the revenue function pfi(p) is concave by assumption, and

pr <pr, therefore

pi f1p) < pf1 (pi).

We also have

p dt(q) - ptdt(p') = POylit [fi(p) - fi(p)] > 0.
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We conclude therefore that

T T

Rev(q) = pf,(p!') + Epdt(q) prf(p)+ E pdt(q) = Rev(p').
t=2 t=2

The inductive case is that for some t E {1, 2,.. ., T-1}, we have shown that pI pF,

., p; pt. We prove by contradiction that pt+i P-I. Suppose that pt+i < PrI-

Let us define the markdown price vector q = (p, ... pr, ,Pt1 P+2, .-,). In words,

the price vector q sets the myopic price for first period t +1 and the returning prices

for all other periods. Using Proposition 3.4.7, we observe that

r = arg maxpd +.(PM,,p,Pq, -,ptnP)

<arg maxpde 1 (P,pE,pE,.-.- -,pEf,p

arg maxpdt+1(p,pp', -,y PfYp)

<arg maxpdt+1(pi,p,P, -,Pp)

Given that pdt+1(OIr,p,p ,... 2 ,pI,p) is a concave function of p, and that

PI+1i +l arg maxpdt+(P,P,P , -... PP

this implies that

pt+1 dt+i(pr) p T4dt+l (q).

We also have for = t + 2 ... , T that

p4ud(q) - prdu(pr).= Pur-yt+itu [ft+Vti) -ft+iVpt+ 1 )] > 0.

We therefore conclude that Rev(q) > Rev(pr) which contradicts our assumption that

pr is optimal. 0
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In the case when inventory is finite, we have a counterexample that shows that

the conjecture that the returning price is higher than the myopic price in the same

period, pI > p, is not true for all t = 1,2,.. ., T. We can however show that p" > p1

even when inventory is finite, by using the same logic in the proof of Theorem 3.4.6 of

Example 3.4.8 (Returning price is not always higher than myopic price). In this

example, we have T = 2 periods.

When inventory is finite, the myopic prices are defined inductively, i.e. pr optimizes

the revenue in period 1, pg optimizes the revenue in period 2 given pi = p2, and so on.

In the case of T = 2 periods, we have

= arg maxp1 min{I, fi(pi)}

p= arg maxp2 min{max{0, I - fi(p)}, f2(P2) +712(f(P2) - fi(p))}-

In this example, suppose that fi(p) = f2(p) = 1 - p, and that I = 1. It can be

shown that for all 7, pp = 0.5, pg = 0.5. We also were able to determine numerically

the optimal returning prices pI as a function of y. The returning and myopic prices

are shown in Figure 3-3. While the period 1 returning price is higher than the period

1 myopic price, the period 2 returning price is always lower than the period 2 myopic

price.

3.5 Value of Returning Pricing

In this section, we develop a model to quantify the value of our proposed pricing model

with returning customers, compared to a myopic pricing model which represents what

is currently used in practice. Our main performance metric is the revenue ratio, which

is defined as:
. returning revenue

revenue ratio =r
myopic revenue
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Figure 3-3: Myopic and Returning Prices from Example 3.4.8.

By definition, the revenue ratio is at least 1. If the revenue ratio were for example 1.02,

this means that the returning customer pricing model gives a 2% revenue improvement

compared to the myopic customer pricing model. The greater the revenue ratio, the

larger the revenue improvement from using the returning customer pricing model.

We establish the assumptions which underlie our comparison in subsection 3.5.1,

and formulate an optimization problem to compute the exact revenue ratio in sub-

section 3.5.2. In general, due to the constraints and the nonlinearity of the objective

function, the optimization problem in subsection 3.5.2. is difficult and cannot be solved

in closed form. Therefore, we develop bounds on the value of the returning pricing model

which are functions of the returning probabilities and the first-time demand functions.

In subsection 3.5.3, we develop upper bounds for the case when the first-time demand

functions are linear; and in subsection 3.5.4, for the case when the first-time demand

functions are nonlinear.

3.5.1 A Fair Comparison of the Two Models

We assume that the returning demand model is the true underlying demand model.

We wish to compare the revenue obtained by using the returning pricing model with

the revenue obtained by using the myopic pricing model. The latter represents what
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is currently used in practice. The myopic demand model assumes that there are no

returning customers, so that the demand in a given period depends only on the price

in that period.

The value of our proposed returning pricing model is the incremental revenue ob-

tained from the returning prices, relative to the revenue obtained from the myopic

prices. Thus, the value of our model depends crucially on our baseline, which is the

choice of the myopic demand model.

One clear possibility for the myopic demand model is to use the first-time demand

functions as the myopic demand functions, i.e. dm'(pt) = ft(pt), and solving the opti-

mization problem:
T

max ptft(pt)
t=1
T

s.t ft(pt) < I
t=1

P !P2 > Pr

This is equivalent as setting all of the return probabilities -y7t to zero in (RMDO).

However, this approach is problematic for the following reasons.

1. This approach assumes that the myopic demand functions are estimated using

only first-time customers. However, in reality, in each period a retailer will observe

the sales from both first-time customers and returning customers.

2. If the myopic demand functions are estimated using only the first-time demand,

then the myopic demand functions are "wrong' in that the demand forecast at any

period beyond the first period will not coincide with the actual realized demand.

In fact, the myopic sales forecasts will be systematically lower than the true

demand, which is composed of both first-time and returning demand.

In order to perform a fair comparison of the returning revenue and the myopic

revenue, we instead make the following assumption that the myopic demand function

is correct conditional on the past prices being the myopic prices.
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Assumption 7 (Past myopic prices give myopic demand function). The myopic demand

function in period t is equal to the returning demand function in period t given that

the prices pi, . , pt-1 are equal to the myopic prices p .. *., p'i, i.e.

d' (pt) = dt(p,. , p' 1 , pt).

We illustrate Assumption 7 using an example.

Example 3.5.1. Suppose that the myopic demand functions are linear, i.e. d"n(pt) =

at - btpt. Let pm denote the myopic price in period 1 from solving the myopic pricing

model. We will illustrate the consequences of Assumption 7 using Figure 3-4.

The demand in period 1 is only composed of first-time demand. At the price p1 = Pp,

the demand represented by the shaded triangle does not purchase in period 1 and

could potentially return in future periods. If we assume for the sake of illustration

that all of the customers who do not purchase in period 1 return in period 2, then

Assumption 7 states that the total demand in period 2 is linear and a function only

of P2. This means that the first-time demand plus the returning demand is a linear

function d"m(p 2 ) = a2 - b2 P2 .

Period 1 Period 2

d(p,) --------

F 2

Figure 3-4: Illustration of Assumption 7

Note. The returning demand from period 1 in period 2 is represented by the triangle
R1 2 , while the first-time demand in period 2 is represented by the white trapezoid F2 .
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In addition to Assumption 7, in this section we make the simplifying assumption

that the return probabilities are homogenous and can be characterized by a single

parameter 7.

Assumption 8 (Homogeneous return probability). In the homogenous return probability

demand model, the return probability -yt is given by

-Y ifu=t+1,

0 otherwise.

Assumption 8 states that a customer who does not purchase the product in period

t either returns in period t + 1 with probability 7, or does not return at any future

period with probability (1 -7). Conditional on the customer returning in period t +1,

the customer either returns in period t + 2 with the probability -y, or does not return

at any future period with probability (1 - 7). This continues for all future periods.

Assumption 8 is convenient for us to characterize the value of returning pricing as

a function of a single parameter.

3.5.2 Reformulation

As a consequence of Assumption 7 and Assumption 8, we have the following reformu-

lation of the returning markdown optimization problem (RMDO).

Proposition 3.5.2. Under Assumption 7 and Assumption 8, the returning markdoum

optimization problem (RMDO) can be reformulated as the followfing optimization prob-

lem:

Input data:

* I = the initial inventory level.

* dt" = the myopic demand function in period t.
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Decision variables:

Pt = the retail price of the item in period t.

Sst = the sales in period t.

Srt , r,. = respectively the incremental and reduction in returning demand from

customers who last visited the product in period t and first return to visit the

product in period u, relative to the returning demand from these customer if the

retail price in period t were set to the myopic price p , i.e. pt =pt.

T

max Zptst (3.17a)
t=1
T

S. t. E st < I(.7)
t=1

si < d7(pi) (3.17c)
t -1

st < d""(pt) - rT- +E r+ Vt= 2,3,...V, T (3.17d)
U=1

rtt ! - ~*u[dt"(pu) - dtm(pui)] Vt E T, U =*t + 17t + 27 . 7T

(3.17e)
T +

+1+ E r" ~ )< d" (pt) Vt E T (3.17f)
u-=t+1

P1 P2 --. - PT > 0 (3.17g)

Discussion. The objective (3.17a) is to maximize the revenue. Constraint (3.17b) is

the inventory constraint. Constraint (3.17c) sets the demand as the upper bound on

sales in period 1, while constraint (3.17d) sets the demand as the upper bound on sales

for periods 2,3,... , T, with demand equal to the sum of the myopic demand plus the

incremental returning customers and subtracting the reduced returning customers.
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Constraints (3.17e), and (3.170 together enforce the incremental or reduced return-

ing demand from period t to u. In the case when pt > pt, there is incremental returning

demand potential from period t to future periods. The incremental returning demand

in period u, rf., has an upper bound based on the retail prices in period u - 1 and u

as enforced in (3.17e), and also has an upper bound based on the incremental potential

returning demand from period t that was already depleted in the intermediate periods,

i.e. r+i,. . .. , r+j 1 . In this case, due to the markdown pricing constraint, it would be

optimal to set r,t+1 = 0 as this would increase the upper bound on st+l and potentially

increase the revenue in period t + 1, In the case when pt < pt, the returning demand

from period t to t +1 is reduced. Due to the markdown pricing constraint, and (3.170,

it is optimal to set rt, = 0 and r~t 1 to the reduced returning demand.

Finally, constraint (3.17g) is the markdown pricing constraint.

Remark. Proposition 3.5.2 has the property that if the myopic demand functions di are

linear, then the constraints are linear constraints, which also implies that the feasible

region is convex.

Proof of Proposition 3.5.2. We first show that the returning markdown optimization

problem (RMDO) can be reformulated as the following optimization problem:

T

max E ptst
t=1
T

s.t. st < I
t=1

t-i

rt, = yu' [d4t"(max{pu, pf}) - d"m(max{pu- 1,p })J

r~t+ I= 7 [dt"(min{pt, pn}) - d"'(pM)]

APi P2 **PT

To prove this, we first note that the demand in period t is the sum of the demand

given past myopic prices and the sum of the incremental and reduced returning demand
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due to the past prices being different from the myopic prices, i.e.

U-1
du(pi, .. ,pU) = d"m(pu) + E[rtfu + r-l].

u-iu

t=1

The value of the terms rtu and r- depend on whether the posted price in period t

exceeds the myopic price in period t, i.e. pt > pt"; or the posted price in period t is less

than the myopic price in period t, i.e. pt < p".

In the first case (when pt > p"), then there is additional potential returning demand

at the end of period t, relative to the myopic demand. This is illustrated in Figure 3-5.

Depending on the future posted prices pt+i,* - ,pT, some of this additional potential

demand will returns and purchase in future periods t + 1, ... T.

Period t

d(pt) 
- - - - -

Figure 3-5: Illustration of Assumption 7 (pt > pt")

Note. If the price in period t, pt, is greater than the myopic price in period t, Pt+i, then
the additional potential returning demand is represented by the shaded trapezoid.

Recall that under the homogeneous return probability assumption, a proportion -Y

of demand that visits the product in period t returns in period t + 1, while the remaining

proportion 1 - -y disappears forever.

The amount of returning demand realized in period t +1 depends on the ordering of

the price in period t + 1 relative to the myopic price in period t. If the price in period

t 1, pt+i, is less than the myopic price in period t, p", i.e. pt+i < pt, then the entire

additional potential demand from period t that returns in period t + 1 purchases the
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product in period t + 1, i.e.

r+1i = 7[d"(p!") - dt"(pt)] if pt+i pt.

If the price in period t +1, pt+1, is greater than the myopic price in period t, pt , then

only the customers with willingness to pay in the range [pt+i,pt) will purchase in period

t + 1, i.e.

r44, = A[dm (p+,) - d;(p,)] if p ti> P'.

We can combine these two cases in the expression

= 7[d"(max{pt+ip}) - d"(pt)].

By applying the same logic, we can show more generally that for u > t,

r, = 7u~[d"(max{p,, p'}) - dt"(max{pt,p'"})].

The above expression is correct even in the case when pt < pr", there is a reduction in

returning demand relative to the myopic prices. In the case when pt < pr', both of the

max terms evaluate to pt" and thus rt, evaluates to zero.

In the second case (when pt > pO"), there is a reduction in potential returning

demand at the end of period t, relative to the myopic demand. This is illustrated in

Figure 3-6.

Given that Pm > pt > pt+i, all of the returning demand would have purchased the

product in period t + 1. Therefore we have

r74,+i = 7 [d;"(min{pt, pr"}) - d"(p")t ; 0

r7 = 0 u = t + 2,t + 3,...,T

In the case when pt, > P;, there is no reduction in returning demand relative to myopic
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Period t

dtm(pt)

d"'(pm) ----

A I

Pt p"

Figure 3-6: Illustration of Assumption 7 (pt < p"')

Note. If the price in period t, pi, is less than the myopic price in period t, pt+i, then
the reduced potential returning demand is represented by the shaded trapezoid.

prices, and the expression

r+, = yu-
t [dY"(max{pu,p"'}) - d"(max{pu_1,p"'})]

evaluates to zero.

Finally, it can be shown that (3.18) is equivalent to (3.17) based on the following

observations:

1. The total incremental or reduction in the returning demand potential from period

t to future periods u is d"'(p") - d"'(pt)

2. In the case when pt > p"t, because the prices are non-increasing, i.e. pt > pt+i >

> pT, the optimal solution of (3.17) sets rt+ to their correct value

r 7-t [d' (max{pu, pm"}) - de"t(max{pu_1,p})].

3. In the case when pt < p", because the prices are non-increasing, i.e. pt > pt+i >

- - -_PT, the optimal solution of (3.17) sets rt+ to zero and

rtti= 'Y [dmpm) - d'(pt)I.
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0

By solving the optimization problem (3.17), for given first-time demand functions

dt', we can obtain the revenue ratio for that particular setting. A plot of the revenue

ratio for a class of linear demand functions with varying return probability is illustrated

in Figure 3-7. We observe that the revenue ratio increases nonlinearly as the return

probability increases, i.e. the increase in revenue by increasing the return probability

from 40% to 50% is greater than the increase in revenue by increasing the return proba-

bility from 30% to 40%. This finding is a strong motivation for retailers to increase the

return probability of customers (e.g. through marketing campaigns) as it has a signifi-

cant impact on the revenue. Figure 3-7 also suggests that when the return probability

is between 20-40% (which is what we observed from the data) then the returning cus-

tomer pricing model yields a 1-3% increase in revenue relative to the myopic customer

pricing model.

1.15

1.1

1.05 -

1
0 0.2 0.4 0.6 0.8 1

Return Probability 7

Figure 3-7: Revenue Ratio

Note. Demand parameters: T = 3 periods, linear first-time demand d,(p) = at - bap,
a, = a2 = a3 = 100, myopic prices = at/2bt = (50, 38, 26).

The previous section showed how to obtain the revenue ratio numerically. In the

following two sections, we show how to derive insights about the value of returning

pricing.
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3.5.3 Linear Myopic Demand Functions

First-Time Demand in Period 1 Only

In the case when first-time customers only arrive in period 1, and the demand function

in period 1 is linear, then we have a closed-form expression for the revenue ratio as

stated in the following proposition.

Proposition 3.5.3. In the case when there is only first-time demand in the first period,

and the first-time demand function is It near, i.e. fi(p) = a - bp, the value of the

returning pricing model is given by

revenue ratio= Ht(y)
4 EL (2)t1'

To prove Proposition 3.5.3, we first note that the myopic prices are p a/2b

which gives us
2 T

myopic revenue = E ()t
4b =1 4

We also need the following result which determines the revenue of the optimal returning

prices.

Proposition 3.5.4. If first-time demand only arrives in period 1, and the first-time

demand in period 1 is linear, i.e. f1(p) = a- bp, then the optimal revenue for a T-period

returning pricing problem (3.17) is HT(-y)a2/4b where Ht(7) is defined by the following

recurrence relation:

Ht(7) = max {pt(1 -pt) + 7p2Ht()}

with H1 (y) =1/4.

In the proof of Proposition 3.5.4, it is convenient for us to define a normalized

version of the problem, and scale the optimal solution for the normalized problem to

an optimal solution for the regular problem.
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Definition. A T-period normalized returning pricing problem with linear first-time de-

mand only in the first period is defined as for a markdown pricing problem with T

periods, where the first-time demand in period 1 is fi(p) = 1 - p; and the first-time

demand in periods 2, ... , T is zero; and customers are returning according to the ho-

mogeneous return probability assumption with parameter -y. It is convenient for us to

number the time periods in reverse order, i.e. the first period is period T, the second

period is period T - 1, and so on. The mathematical formulation of the problem is:

T-1

JT(7) max pT(1 -pr)+ 7-~"pu(pu+l - p
U=1

s.t. 1 > pT pr-1 t --- p, O 0

Proof of Proposition 3.5.4. We first show that Jt(y) satisfies the same recurrence rela-

tion as Ht(-y) by following the chain of equalities:

Jte(Y)

a o ~ p{t(1 - pt) +7Pt-1 (Pt - pt-1)

+7-Pt-2(Pt-l - Pt-2) + --YP - 7-9(P2 - PI)

= max pt(1-pt)+7pf x~( Pt 2 Pt-i Pt2
Opt1 O!pi1/pt...p-_I/pt1 Pt Pt Pt Pt Pt

+ -- + -2P ( P2 P1 )

= max Pt (1 - pt)+7P JYi-()}

__1

4(1 - 7Jt_1(7)

The above equalities show that Jt(-y) = Ht(7) and that by scaling the revenue of the

normalized problem back to the original problem, the optimal revenue is HT(-y)a2/4b

as desired. 0
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First-Time Demand in All Periods

We now consider the case when the first-time demand functions in the periods t =

1,... ,T are linear, i.e. ft(pt) = at - btpt. We derive an upper bound for the optimal

value of the returning pricing model, by using the exact value we computed when the

first-time demand only arrives in period 1.

We have the following upper bound on the optimal value of the returning pricing

model.

Proposition 3.5.5. If the myopic demand functions are linear, i.e. dt7 (pt) = at -btpt,

then an upper bound on the value of the returning pricing model is

H -y()a 2/4bt
revenue ratio < E T.t+( t <HT(7).

T 2a/4bt

Proof. We have an upper bound based on decoupling the objective function based on

the first-time demand functions:

Maf P pf +t~t(pu) - f(pu-)] <t=1 t=1 U--t+1

max ptft(pt) -tv - (3.19)ET UY (U ft(Pu-i)lj
I=1 U=t+1I

In the above inequality, the right hand side is the sum of T optimization problems,

where the t-th optimization problem has the decision variables pt,pt+,... -

To derive the above inequality, one can repeatedly apply the inequality

max[f(x) + g(x)] 5 max f(x) + maxg(x).
WEX ZC=X zX

Next, we have by definition that

t-1

d (pt) = ft(pt) + yut (du(p,...,p _ 1,pt) - ,. 1,
U=1
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This implies that for every period t, the first-time demand function is less than the

myopic demand function, i.e. ft d".

Consequently, we have the upper bound

max)+ p 7 A[f(p) -tfet1)
=! .+Pt1 =t+1

t= U=t+1
TT ma t Z (A[dn( Pt) + ET uy-~t~u dtm(puj)1]

= HT-t+1 (7).

0

Intuitively, the proof of the proposition bounds the optimal value of the original

problem by the sum of the optimal values of subproblems. The subproblem t can be

interpreted as a (T - t + 1)-period problem with linear first-time demand only in the

first period. The upper bound is tight if first-time demand only arrives in the first

period.

The upper bound defined in Proposition 3.5.5 is illustrated in Figure 3-8 and Fig-

ure 3-9. In these two examples, the maximum difference between the exact revenue

ratio and the linear bound occurs at the return probability value 7 = 1 and is approxi-

mately 19%. In our experiment based on real data (see section 3.6), we found that the

return probability was in the range [0.2, 0.41; and within this range the error is bounded

below approximately 7%. The linear bound grows qualitatively at a similar order of

magnitude as the exact revenue ratio.

3.5.4 Nonlinear Myopic Demand Functions

In order to define the upper bound for nonlinear myopic demand functions, we need to

first introduce the two following assumptions.
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Figure 3-8: Revenue Ratio Bounds for Linear Demand (3 Periods)

Note. Demand parameters: T = 3 periods, linear first-time demand dt(pt) = at - btpt,
a =a2 =a3=100, myopic prices = at/ 2 bt = (50, 38, 26).

1.4 - Exact
-- Bound
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0 0.2 O.4 0.6 0.8 1
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Figure 3-9: Revenue Ratio Bounds for Linear Demand (4 Periods)

Note. Demand parameters: T = 4 periods, linear first-time demand dt(pt) = at - bap,
al = a2 = a3 = a4 = 100, myopic prices = at/2bt = (50, 46, 42, 38).
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Assumption 9. For any time periods u < t, there exists an c > 1 such that

d,"(p) ed"(p) Vp.

The above assumption means that even if from one period to another the myopic

demand decreases for the same price, nevertheless it can be scaled up with e > 1.

Assumption 10. For any u < t, there exists 6 E (0,1 such that d~m(pt-.) 6dr(pt).

In fact, for any demand function, Lemma 3.5.6 below shows that there exists such

a 6.

Lemma 3.5.6. There exists a 6 E (0,11 such that d (pt_ 1) 6d(pt).

Proof. Let us define
d,"(p..)6 = mi

=,.. dm(pnm)

Using the monotonicity of dm, we note that d'(p-1 ) 5 dm(pimj), dm(pt) d'(p=)

this implies that
dum(pt-1) >d,(p ) >6.

(To see that the first inequality is true, from the Ilhs to the rhs, we are decreasing the

numerator and increasing the numerator.) 0

Theorem 3.5.7. Under Assumption 7 Assumption 8, Assumption 9 and Assump-

tion 10, we have the upper bound

revenue ratio < 1+ E(1 - 6)7(1 +7 - + 7 T-2).

Discussion. When the demand functions decrease over time, (i.e. for t < u, dt(p) is

a large multiplicative factor of d4(p)), then E is large, which makes the upper bound

larger. As the minimum price increases to approch the maximum price, then 6 increases

to 1, which makes the upper bound smaller. The upper bound also increases as the

return probability 7 increases and as the number of time periods T increases. If 7 = 0,
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the upper bound is 1 because the returning prices coincide with the myopic prices. If

f = 1, then the upper bound is 1+ E(1 - 6)'T.

Proof of Theorem 3.5.7. By applying the reformulation (3.18), we have

U-'

4(p,...,PU) = d (pU) - r E+ r+
t=1

where r, r,_>,, denote the incremental and reduced returning demand due to the past

prices being higher or lower than the myopic prices, and are defined by

=t 7y [d7(maxfp,,p'}) - 4mxp- )

=7,+ - [d'm'(min-(pt.p7r}) - d(~J

dt(pi,, .-. ,pt) = dt(pt) - - [dmj(max{p-1ip ,}) - dm(maxjptjr })

k-i

+Z7'~ [d(max{p,,pr'}) - dT(max{pt, ,p})]
U=1

We next show that

d (max{pt, p'}) - du(m{ptp-1,p }) 5 c(1 - 6)d"(pt)-

by considering the following cases.

Case 1: pr ? pt-1 pt In this case, we get

du(mx upp1) - dm(maxfpt-.,,p~n) =dn(pn) - W),) =0.

Case 2: pt-1 > pu pt In this case, we get

max{pt,pm}) - dn(max{p 1,p}) =7 d(p) - du(pt-11.
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Using the inequalities (i) d'(p- 1) 6du(pt) in Assumption 10 and (ii) du(p )

du'(pt) in Assumption 9

d (pu) - du(pt_ 1) d"(pt) - &dC(pt) = (1 - 6)du(pt).

Case 3: pt-1 pt pu In this case, we get

d"(max{ptpu}) - d (max{p-1.,pn) du d(p1) -dm

Again, using the inequality dm(pt- 1) Jd"(pt) in Assumption 10 gives us

dU(pt) - dum(pt_ 1) <d"(p) - Jdum(pt) = (1 - 6)du(pt).

Therefore

Rev(p')

T

= Z ptdm(p )
t=1

T

- E [d 1 (max{p;_1 ,pr1 })
t=2

- dt- 1 (max{p 1 ,pr1})j]

T t-1

+ ZptE7t-" [du(max{p;,rp }) - d(max{p _1,p )]
t=2 u=I

T

< E Or dt (PO 4
t=I
T

t=1
T

t= dm( m)

T t-1

t=2
-(l - 6)d,"(p)

t=1

T t-1

+ E 7t-1L( - 6)pudu(p )
t=2 u=1

T

+=+

T

5t +ei(? [ 45()(7 +72 +--- +,-1)1

=Rev(pm) [1 + f(1 6)(_y + _2 + -.-. + YT-I)j
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Figure 3-10: Revenue Ratio Bounds for Nonlinear Demand (Tighter Case)

Note. Demand parameter e=1,8=0.8
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Figure 3-11: Revenue Ratio Bounds for Nonlinear

Note. Demand parameters: e = 2,8=0

Demand (Looser Case)

The nonlinear bounds are illustrated in Figure 3-10 and Figure 3-11. In Figure 3-10,

the demand functions do not decrease with time, so that e = 1, and the maximum price

is close to the minimum price, so that 6 = 0.8. In Figure 3-10, the demand functions

do decrease with time, so that e =2, and the maximum price is far from the minimum

price, so that 6 = 0.

3.6 Model Estimation using Real Data

In this section, we analyze clickstream data obtained from an actual e-reatiler. We first

seek to find evidence to support our hypothesis that a significant proportion of online

shoppers are returning customers. We then perform a proof of concept experiment
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where we estimate a returning demand model using clickstream data, and whether the

forecast accuracy is comparable to that of a myopic demand model estimated using

aggregate data. Finally, we compare the prices and predicted revenues using prices

from a returning demand model with prices from a myopic demand model in order to

quantify the value of our model based on real data.

3.6.1 Validation with Data

Structure of Data

Clickstream data was provided to us by a customer analytics company. The data was

obtained from an Internet fashion retailer. The clickstream data was a record of all

activity by customers for five items in the sweaters category, over a time duration of

three months (from 2012-09-01 to 2012-11-30). The data was a list of events, where

each event has the following data fields:

& timestamp

* the customer cookie ID

& the item ID

* the event type

* the purchase price

& the number of units purchased

There were three types of customer events: viewing an item, putting the item in the

shopping cart, and purchasing the item. The fields "purchase price" and "number of

units purchased" are zero for non-purchase events.

Here are some interesting observations that we gleaned from the data:

& average proportion of the total sales that are due to returning customers 12.1%

125



& average proportion of the total revenue that is due to returning customers 19.4%

a average buy probability for a first-time customer 3.3%

* average buy probability for a returning customer 9.3%

* average probability that a first-time customer returns in a future period 5.0%

At first glance, because only 5.0% of customers who view an item return in a future

period, it appears that the proportion of returning customers is small. However, many

of the customers who view an item in an online store are just browsing with no intention

of buying. If we were able to distinguish customers with some intention to purchase,

we would find that a larger proportion than 5.0% of customers with intent to purchase

return in a future period. Indeed, we find that customers who return to view an item

are three times more likely to buy the item than customers who view the time for

the first time. In addition, returning customers are responsible for 12.1% of sales and

19.4% of revenue. The reason why returning customers contribute more as a proportion

of total revenue than number of units sold is because returning customers tend to be

active earlier in the selling season when the price is higher.

Estimation Method

We estimated the myopic demand model

log(st') = E fJJ -ITEM,(i) + E #2-PERIOD,(t)+ E3 ELAST (i) log(pit) +Ej,
it

where s is the sales of item i in period t, ITEM(i), PERIOD,(t) and ELAST(i)

are indicator functions which take the value of 1 if and only if j = i or u = t, and ci is

assumed to be normally distributed i.i.d. random variables. The above demand model

is a log-log demand model which is commonly used in practice (see e.g. [Talluri and van

Ryzin, 20051). This demand model assumes that the items share a common seasonality
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factor that depends on the period, and that each item has an item-specific intercept

and item-specific elasticity.

The returning demand model forecasts the total sales for item i in period u is the

sum of the first-time sales and the returning sales:

it fit(pit) + E u~iupt - ipu)_
U<t

Step 1: As in the case of the myopic demand model, we estimate a log-log model for

the first-time demand functions:

/o ) Tj T~ i
log ~ Z ITEM,6u(i)+ WEEKu(t)+j flELAST(i) log(pjt) (3.20)

j=1 U=1 j=1

Step 2: The observed estimated returning probability for item i is denoted by Ait,

and is given by over items

[fit(Pi) - fJi(Pit)]+

We used the median of the set {Ajt}1 as the estimate for At.

For both the myopic and returning regression models, We used the ginnet package in

the statistical programming language R to estimate a linear regression with constrained

estimated elasticity values. This is often done in practice because if the estimated

elasticities are large in absolute value, then the recommended prices tend to be the

lowest permissible prices in the price ladder, which do not make sense in practice.

Correction factor. For both the myopic and returning demand models, the esti-

mated log-log model tends to slightly underpredict sales, as measured by the sales bias

or revenue bias (which are defined in section 3.6.1.) In order to correct the downward
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bias, we apply the correction factor described by Duan [1983}:

Ht = exp(it)
tE1

where I is the set of item indices and cit are the error terms in the regression equation

(3.20).

Forecast Metrics

We use the three forecast metrics which are commonly used in the literature. In order

to define the metrics, let At denote the actual sales and F the forecasted sales.

* The volume-weighted mean absolute percentage error is defined by the formula

WMAPE =. It-=
jjAt

If the forecast is exact, i.e. F = At, then the WMPAE is equal to 0.

* The sales bias is defined by the f6rmula

sales bias = ELI F

If the forecast is exact, i.e. F = At, then the sales bias is equal to 1.

* The revenue bias is defined by the formula

revenue bias = -
t= ptAt

If the forecast is exact, i.e. Ft = At, then the revenue bias is equal to 1.

Optimization Method

We assume that the estimated myopic and returning demand models are the true under-

lying demand model. For each item, we set the amount of inventory available equal to
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110% of the total sales over the time horizon. We also imposed a markdown constraint

over prices, i.e. pi > p2  >p p.

We used a price ladder of {0.50,0.55,..., 1.00}. Recall that we had normalized the

initial price of the item which was also the highest price to 1.00.

We compute the optimal markdown prices. We then compute the revenue gain for

each item, which is defined as the percentage gain in the predicted revenues at the

optimized prices to the predicted revenues at the actual prices.

3.6.2 Results and Discussion

The forecast metrics for the estimated myopic and returning demand models are shown

in Table 3.1. The returning demand model has slightly better WMAPE than the myopic

demand model. For the sales bias and revenue bias, the results are mixed. The mean

and median sales and revenue bias for both demand models is fairly close to 100%.

This suggests that the demand models do not have a strong upward or downward bias.

The myopic demand model has a better mean bias, but the returning demand model

has a better median bias. These results suggest that the returning demand model has

forecast accuracy that is at least comparable to that of the myopic demand model.

The optimized revenue results are shown in Table 3.2. For the pricing results, if

the myopic model were the true demand model, then the optimal myopic prices would

result in a 4.8% increase in revenue over the actual prices; whereas if the returning

model were the true demand model, then the optimal returning prices would result in a

6.3% increase in revenue over the actual prices. These results suggest that the returning

demand model may generate more increase in revenue than the myopic demand model,

by being able to extract more revenue from returning customers.

The mean optimized prices and the mean actual prices are shown in Figure 3-12.

We note that averaged over the items, the actual price in period 1 was 1.00, while the

actual price in period 6 was 0.70. The returning prices achieve approximately the same

price dispersion as the actual prices, whereas the myopic prices are less dispersed.
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Item Myopic Returning

WMAPE Sales Revenue WMAPE Sales Revenue
Bias Bias Bias Bias

1 0.1271 0.961 0.965 0.1774 1.008 1.013
2 0.1808 1.082 1.085 0.2109 1.067 1.067
3 0.1859 1.017 1.017 0.1608 0.920 0.925
4 0.2441 0.977 0.977 0.1817 1.003 1.000
5 0.1780 0.956 0.954 0.1785 0.910 0.911

Mean 0.1832 0.999 1.000 0.1819 0.982 0.983
Median 0.1808 0.977 0.977 0.1785 1.003 1.000
Std 0.0415 0.052 0.053 0.0182 0.066 0.065

Table 3.1: Forecast Metrics for Myopic and Returning Demand Models

Myopic

revnwG(p)
reva*

96.56%
108.44%
101.45%
97.69%
95.406

99.91%
97.69%

revm'(p"O)
revmy(ps*)

103.55%
102.03%
106.88%
104.70%
106.78%

104.79%
104.70%

Returning

rev"(p") rev"(p"*)
reva rev"A(p'"*)

101.67% 107.29%
107.43% 103.11%
93.22% 106.02%

100.58% 106.54%
91.40% 108.69%

98.86% 106.33%
100.58% 106.54%

Table 3.2: Predicted Revenues for Myopic and Returning Demand Models.

Note. Note: the "actual prices" p' are the actual prices rounded to the nearest price
in the price ladder.

3.7 Conclusions

We investigate the impact of returning customers on pricing for fashion Internet re-

tailers. Due to the convenience of online shopping, we expect that customers will visit

online stores frequently and that customers might return to buy items at a lower price

than the price which they saw the item listed at when they first viewed the item. By

analyzing clickstream data from an online fashion retailer, we show that for this partic-

ular fashion retailer, price-sensitive returning customers-customers who first visit an
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Figure 3-12: Mean myopic and returning prices per period.

item at a particular price, but purchase the item in a later visit at a lower price-are

responsible for a significant proportion of sales and revenue.

We propose a demand model for fashion e-retailers which models returning customer

behavior, can be estimated from clickstream data, which we incorporated into a pricing

model. We also find conditions under which markdown prices are optimal for a dynamic

pricing problem with returning customers, without imposing a markdown constraint.

One of the key insights of our work is that if a e-retailer is able to increase the

proportion of returning customers, and incorporate returning customers into pricing

decisions, the e-retailer can expect to see a substantial increase in revenue. We propose

a model to make a fair comparison of the returning customer and myopic customer

pricing models. Our model shows that when the return probability is in the range 20-

40%, which is what we observed from the clickstream data, that the returning customer

pricing model yields 1-3% more revenue than the myopic customer pricing model.

We develop upper bounds on the value of the returning customer pricing model both

for linear and nonlinear first-time demand functions. Finally, we perform numerical

experiments based on real data, which suggest that the returning pricing model could

achieve 2% more revenue compared to the myopic pricing model. This finding should

motivate retailers to increase the returning customer probability, for example by using

marketing campaigns, in order to increase their revenues and profits.
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Chapter 4

Promotion Optimization for Grocery

Retailers

4.1 Introduction

Sales promotions have became ubiquitous in various settings that include the grocery

industry. During a sales promotion, the retail price of an item is temporarily lowered

from the regular price, often leading to a dramatic increase in sales volume. To illustrate

how important promotions are in the grocery industry, we consider a study conducted by

A.C. Nielsen, which estimated that during January-June 2004, 12-25% of supermarket

sales in five big European countries were made during promotion periods.

Our own analysis also supports the position that promotions are important and

can be a key driver of increasing profits. We were able to obtain sales data from a

large supermarket retailer for different categories of items. In Figure 4-1, we show the

(normalized) prices and resulting sales for a particular brand of coffee in a single grocery

store during a period of 35 weeks. One can see that this brand was promoted 8 out of

35 weeks (i.e., 23% of the time considered). In addition, the sales during promotions

accounted for 41% of the total sales volume. Using a demand model estimated from

real data (see Section 4.7.3 for details), we observe that the promotion prices of the
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retailer achieved a profit gain of 3% compared to using only the regular price (i.e., no

promotions). A paper published by the Community Development Financial Institutions

(CDFI) Fund reports that the average profit margin for the supermarket industry was

1.9% in 2010. According to analysis of Yahoo! Finance data, the average net profit

margin for publicly traded US-based grocery stores for 2012 is close to 2010's 1.9%

average. As a result, our finding suggests that promotions might make a significant

difference in the retailer's profits. Furthermore, it motivates us to build a model that

answers the following question: How much money does the retailer leave on the table

by using the implemented prices relative to "optimar promotional prices?

1I
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Figure 4-1: Prices and Sales of a Brand of Coffee

Given the importance of promotions in the grocery industry, it is not surprising that

supermarkets pay great attention to how to design promotion schedules. The promo-

tion planning process is complex and challenging for multiple reasons. First, demand

exhibits a promotion fatigue effect, i.e., for certain categories of products, customers

stockpile products during promotions, leading to reduced demand following the pro-

motion. Second, promotions are constrained by a set of business rules specified by the

supermarket and/or product manufacturers. Example of business rules include prices

chosen from a discrete set, limited number of promotions and separating successive pro-

motions (more details are provided in Section 4.3.1). Finally, the problem is difficult
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even for a single store because of its large scale - an average supermarket has of the

order of 40,000 SKUs, and the number of items on promotion at any point of time is

about 2,000 leading to a very large scale number of decisions that has to be made.

Despite the complexity of the promotion planning process, it is still to this day

performed manually in most supermarket chains. This motivates us to design and

study promotion optimization models that can make promotion planning more efficient

(reducing man-hours) and at the same time more profitable (increasing profits and

revenues) for supermarkets.

To accomplish this, we introduce a Promotion Optimization Problem (POP) formu-

lation and propose how to solve it efficiently. We introduce and study classes of demand

functions that incorporate the features we discussed above as well as constraints that

model important business rules. The output will provide optimized prices together with

performance guarantees. In addition, thanks to the scalability and the short running

times of our formulation, the manager can test various what-if scenarios to understand

the robustness of the solution.

The POP formulation we introduce is a nonlinear IP as a result, not computationally

tractable, even for special instances. In practice, prices take values from a discrete price

ladder (set of allowed prices at each time period) dictated by business rules. Even if

we relax this requirement, the objective is in general neither concave nor convex due to

the promotion fatigue effect. Since the objective of the POP is in general nonlinear, we

propose a linear IP approximation and show that the problem can be solved efficiently

as an LP. This new formulation appraximates the POP problem for any general demand

and hence, any desired objective function. We also establish analytical lower and upper

bounds relative to the optimal objective that rely on the structure of the POP objective

with respect to promotions. In particular, we show that when past prices have a

multiplicative effect on current demand, for a certain subset of promotions, the profits

are submodular in promotions, whereas when past prices have an additive effect, for

all promotions the profits are supermodular in promotions. In other words, the results

depend on the way that past prices affect demand rather than on the form of the
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demand function. These results allow us to derive guarantees on the performance of

the LP approximation relative to the optimal POP objective. We also extend our

analysis to the case of a combined demand model where both structures of past prices

are simultaneously considered. Finally, we show using actual data that the models run

fast in practice and can yield increased profits for the retailer by maintaining the same

business rules.

The impact of our models can be also significant for supermarkets in practice. One

of the goals of this research has been in fact to develop data driven optimization models

that can guide the promotion planning process for grocery retailers, including the clients

of Oracle Retail. They span the range of Mid-market (annual revenue below $1 billion)

as well as Tier 1 (annual revenue exceeding $5 billion and/or 250+ stores) retailers all

over the world. One key challenge for implementing our models into software that can

be used by grocery retailers is the large-scale nature of this industry. For example,
a typical Tier 1 retailer has roughly 1000 stores, with 200 categories each containing

50-600 items. An important criterion for our models to be adopted by grocery retailers

in practice, is that the software solution needs to run in the order of a few seconds up

to a minute. This is what has prompted us to reformulate our model as we discussed

above as an LP.

Preliminary tests using actual supermarket data, suggest that our model can in-

crease profits by 3% just by optimizing the promotion schedule and up to 5% by slightly

increasing the number of promotions allowed. If we assume that implementing the pro-
motions recommended by our models does not require additional fixed costs (this seems

to be reasonable as we only vary prices), then a 3% increase in profits for a retailer with

annual profits of $100 million translates into a $3 million increase. As we previously

discussed, profit margins in this industry are thin and therefore 3% profit improvement

is significative.
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Contributions

This research was conducted in collaboration with our co-authors and industry practi-

tioners from the Oracle Retail Science group, which is a business unit of Oracle Cor-

poration. One of the end outcomes of this work is the development of sales promotion

analytics that will be integrated into enterprise resource planning software for super-

market retailers.

* We propose a POP formulation motivated by real-wiorld retail environments. We

introduce a nonlinear IP formulation for the single item POP. Unfortunately, this

model is in general not computationally tractable, even for special instances. An

important requirement from our industry collaborators is that an executive of a

medium-sized supermarket (100 stores, ~200 categories, ~,100 items per category)

can run the tool (whose backbone is the model and algorithms we are developing

in this paper) and obtain a high quality solution in a few seconds. This motivates

us to propose an LP approximation.

* We propose an LP reformulation that allows us to solve the problem efficiently.

We first introduce a linear IP approximation of the POP. We then show that the

constraint matrix is totally unimodular and therefore, our formulation is tractable.

Consequently, one can use the LP approximation we introduce to obtain a prov-

ably near-optimal solution to the original nonlinear IP formulation.

& We introduce general classes of demand functions that capture promotion fatigue

effects. An important feature of the application domain is the promotion fatigue

effect observed. We propose general classes of demand functions in which past

prices have a multiplicative or an additive effect on current demand. These classes

are generalizations of some models currently found in the literature, provide some

extra modeling flexibility and can be easily estimated from data. We also propose

a unified demand model that combines the multiplicative and additive models

and as a result, can capture several consumer segments.
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We develop bounds on performance guarantees for multiplicative and additive de-

mand functions. We derive upper and lower guarantees on the quality of the LP

approximation relative to the optimal (but intractable) POP solution and char-

acterize the bounds as a function of the problem parameters. We show that for

multiplicative demand, promotions have a submodular effect (for some relevant

subsets of promotions). This leads to the LP approximation being an upper bound

of the POP objective. For additive demand, we determine that promotions have

a supermodular effect so that the LP approximation leads to a lower bound of

the POP objective. Finally, we show the tightness of these bounds.

* We validate our results using actual data and demonstrate the added value of our

model. Our industry partners provided us with a collection of sales data from

multiple stores and various categories from their clients. We apply our analysis

to a few selected categories. In particular, we looked into coffee, tea, chocolate

and yogurt. We first estimate the various demand parameters and then quantify

the value of our LP approximation relative to the optimal POP solution. After

extensive numerical testing with the clients' data, we show that the approximation

error is in practice even smaller than the analytical bounds we developed. Our

model provides supermarket managers recommendations for promotion planning

with running times in the order of seconds. As the model runs fast and can be

implemented on a platform like Excel, it allows managers to test and compare

various strategies easily. By comparing the predicted profit under the actual prices

to the predicted profit under our LP optimized prices, we quantify the added value

of our model.

4.2 Literature review

Our work is related to four streams of literature: optimization, marketing, dynamic pric-

ing and retail operations. We formulate the promotion optimization problem for a single
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item as a nonlinear mixed integer program (NMIP). In order to give users flexibility in

the choice of demand functions, our POP formulation imposes very mild assumptions on

the demand functions. Due to the general classes of demand functions we consider, the

objective function is typically non-concave. In general, NMIPs are difficult from a com-

putational complexity standpoint. Under certain special structural conditions (e.g., see

Hemmecke et al. [2010] and references therein), there exist polynomial time algorithms

for solving NMIPs. However, many NMIPs do not satisfy these special conditions and

are solved using techniques such as Branch and Bound, Outer-Approximation, Gener-

alized Benders and Extended Cutting Plane methods [Grossmann, 2002].

In a special instance of the POP when demand is a linear function of current and

past prices and when discrete prices are relaxed to be continuous, one can formulate

the POP as a Cardinality-Constrained Quadratic Optimization (CCQO) problem. It

has been shown in [Bienstock, 1996] that a quadratic optimization problem with a

similar feasible region as the CCQO is NP-hard. Thus, tailored heuristics have been

developed in order to solve the problem (see for example, Bertsimas and Shioda [2009]

and Bienstock [1996]).

Our solution approach is based on linearizing the objective function by exploiting

the discrete nature of the problem and then solving the POP as an LP. We note that

due to the general nature of demand functions we consider, it is not possible to use

linearization approaches such as in Sherali and Adams [1998] or Fletcher and Leyffer

[1994]. We refer the reader to the books by Nemhauser and Wolsey [1988] and Bertsimas

and Weismantel [2005] for integer programming reformulation techniques to potentially

address the non-convexities. However, we observe that most of them are not directly

applicable to our problem since the objective of interest is a time-dependent neither

convex nor concave function.

As we show later in this paper, the POP for the two classes of demand functions

we introduce is related to submodular and supermodular maximization. Maximizing

an unconstrained supermodular function was shown to be a strongly polynomial time

problem (see e.g., Schrijver [2000]). However, in our case, we have several constraints
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on the promotions and as a result, it is not guaranteed that one can solve the problem

efficiently to optimality. In addition, most of the proposed methods to maximize super-

modular functions are not easy to implement and are often not very practical in terms

of running time. Indeed, our industry collaborators request solving the POP in at most

few seconds and using an available platform like Excel. Unlike supermodular, maximiza-

tion of submodular functions is generally NP-hard (see for example McCormick [2005]).

Several common problems, such as max cut and the maximum coverage problem, can be

cast as special cases of this general submodular maximization problem under suitable

constraints. Typically, the approximation algorithms are based on either greedy meth-

ods or local search algorithms. The problem of maximizing an arbitrary non-monotone

submodular function subject to no constraints admits a 1/2 approximation algorithm

(see for example, Buchbinder et al. [2012] and Feige et al. [2011]). In addition, the

problem of maximizing a monotone submodular function subject to a cardinality con-

straint admits a 1-1/e approximation algorithm (e.g., Nembauser et al. [1978]). In our

case, we propose an LP approximation that does not request any monotonicity or other

structure on the objective function. This LP approximation also provides guarantees

relative to the optimal profits for two general classes of demand. Nevertheless, these

bounds are parametric and not uniform. To compare them to the existing methods,

we compute in Section 4.7 the values of these bounds on different demand functions

estimated with actual data.

Sales promotions are an important area of research in the field of marketing (see

Blattberg and Neslin [19901 and the references therein). However, the focus in the

marketing community is on modeling and estimating dynamic sales models (typically

econometric or choice models) that can be used to derive managerial insights [Cooper

et al., 1999, Foekens et al., 1998]. For example, Foekens et al. [1998] study parametric

econometrics models based on scanner data to examine the dynamic effects of sales

promotions.

It is widely recognized in the marketing community that for certain products, pro-

motions may have a pantry-loading or a promotion fatigue effect, i.e., consumers may
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buy additional units of a product during promotions for future consumption (stock pil-

ing behavior). This leads to a decrease in sales in the short term. In order to capture

the promotion fatigue effect, many of the dynamic sales models that are used in the

marketing literature have demand as a function of not just the current price, but also

affected by past prices [Ailawadi et al., 2007, Mela et al., 1998, Heerde et al., 2000, Mac6

and Neslin, 2004]. The demand models used in our paper can be seen as a generalization

of the demand models used in these papers.

Our work is also related to the field of dynamic pricing (see for example, Talluri

and van Ryzin [20051 and the references therein). An alternative method to model the

promotion fatigue effect is a reference price demand model, which posits that consumers

have a reference price for the product based on their memory of the past prices (see e.g,

Chen et al. [2013], Popescu and Wu [2007], Kopalle et al. [1996], Fibich et al. [2003]).

When consumers purchase the product, they compare the posted price to their internal

reference price and interpret a discount or surcharge as a gain or a loss. The demand

models considered in our paper can be seen as a generalization of the reference price

demand models as it includes several parameters to model the dependence of current

demand in past prices. In Chen et al. [2013], the authors analyze a single product

periodic review stochastic inventory model in which pricing and inventory decisions are

made simultaneously and demand depends not only on the current price but also a

memory-based reference. Popescu and Wu [2007], Kopalle et al. [1996], Fibich et al.

[2003] all study dynamic pricing with a reference price effect by considering an infinite

horizon setting without incorporating business rules. In our paper, we consider how to

set prices while adhering to business rules which are important in practice.

Finally, our work is related to the field of retail operations and more specifically

pricing problems under business rules. Subramanian and Sherali [2010 study a pricing

problem for grocery retailers, where prices are subject to inter-item constraints. Due

to the nonlinearity of the objective, they propose a linearization technique to solve the

problem. Caro and Gallien [2012] study a markdown pricing problem for a fashion

retailer. In this case, the prices are constrained to be non-increasing, and items in the
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same group are restricted to have the same prices over time.

The remainder of the paper is structured as follows. In Section 4.3, we describe the

model and assumptions we impose as well as the business rules required for our problem.

In Section 4.4, we formulate the Promotion Optimization Problem. In Section 4.5, we

present an approximate formulation based on a linearization of the objective function,

which gives rise to a linear IP. We show that the IP can in fact be solved as an LP. In

Section 4.6, we consider multiplicative and additive demand models and show bounds

on the LP approximation relative to the optimal POP solution. Section 4.7 presents

computational results using real data. Finally, we present our conclusions in Section

4.8. Several of the proofs of the different propositions and theorems are relegated to

the Appendix.

4.3 Model and Assumptions

In what follows, we consider the Promotion Optimization Problem for a single item.

Note that solving this problem is important as one can use the single item model

as a subroutine for the multiple product case. However, we believe this direction is

beyond the scope of this paper. The manager's objective is to maximize the total

profits during some finite time horizon, whereas the decision variables are for each

time period, whether to promote a product and what price to set (i.e., the promotion

depth). In our formulation, we also incorporate various important real-world business

requirements that should be satisfied (a complete description is presented in Section

4.3.1). We first introduce some notation:

" T - Number of weeks in the horizon (e.g., one quarter composed of 13 weeks).

* L - Limitation on the number of times we are allowed to promote.

" S - Number of separating periods (restriction on the separation time between two

successive promotions).
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SQ={ > q' > ... > q >... > qK} - Price ladder, i.e., the discrete set of

admissible prices.

q* - Regular (non-promoted) price, which is the maximum price in the price ladder.

* qK - Minimum price in the price ladder.

* c- Unit cost of the item at time t.

The decision variables are the prices set at each time period denoted by pt E Q. Since

we are considering a set of discrete prices only (motivated by the business requirement

of a finite price ladder, see Section 4.3.1), one can rewrite the price pt at time t as

follows:

K

Pt = q k7qk (4.1)
k=O

where 'yt is a binary variable that is equal to 1 if the price q* is selected from the price

ladder at time t and 0 otherwise. This way, the decision variables are now the set of

binary variables 7-; Vt = 1,... ,T and Vk = 0,... ,K, for a total of (K+1)T variables.

In addition, we require the following constraint to ensure that exactly a single price is

selected at each time t:

K

V 1; Vt. (4.2)
k=O

Finally, we consider a general time-dependent demand function denoted by dt(pt)

that explicitly depends on the current price and up to M past prices pt,pt-1,... ,pt-M

as well as on demand seasonality and trend. We will consider specific demand forms

later in the paper. M E No denotes the memory parameter that represents the number

of past prices that affect the demand at time t:

dt(pt) = ht(pt, ptj,...,pt-m). (4.3)
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We next describe the various business rules we incorporate in our formulation.

4.3.1 Business Rules

1. Promotion fatigue effect. It is well known that when the price is reduced, con-

sumers tend to purchase larger quantities. This can lead to a larger consumption

for particular products but also can imply a stockpiling effect (see, e.g., Ailawadi

et al. [2007] and Mela et al. [1998]). In other words, for particular items, cus-

tomers will purchase larger quantities for future consumption (e.g., toiletries or

non-perishable goods). Therefore, due to the consumer stockpiling behavior, a

sales promotion for a product increases the demand at the current period but

also reduces the demand in subsequent periods, with the demand slowly recov-

ering over time to the nominal level, that is no promotion (see Figure 4-2). We

propose to capture this effect by a demand model that explicitly depends on

the current price pt and on the past prices PA-I,P-2,... Pt-M. In addition, our

models allow to have the flexibility of assigning different weights to reflect how

strongly a past price affects the current demand. The parameter M represents

the memory of consumers with respect to past prices and varies depending on

several features of the item. In practice, the parameter M can be estimated from

data (see Section 4.7).

No Promotion

E--With Promotion
200 -

100-

2 4 6 8
Week

Figure 4-2: Illustration of the Promotion Fatigue Effect

Note. Promotion in week 3 yields a boost in current demand but also decreases
demand in the follmwng weeks. Finally, demand gradually recovers up to the nommnal
level (no promotion).
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2. Prices are chosen from a discrete price ladder. For each product, there is a finite

set of permissible prices. For example, prices may have to end with a '9'. In

addition, the price ladder for an item can be time-dependent. This requirement

is captured explicitly by equation (4.1), where the price ladder is given by: qO >

q1 > --- > qK. In other words, the regular price q0 is the maximal price and

the price ladder has K +1 elements. Fbr simplicity, we assume that the elements

of the price ladder are time independent but note that this assumption can be

relaxed.

3. Limited number of promotions. The supermarket may want to limit the frequency

of the promotions for a product. This requirement applies because retailers wish to

preserve the image of the store/brand. For example, it may be required to promote

a particular product at most L = 3 times during the quarter. Mathematically,

one can impose the following constraint in the formulation as follows:

T K

E 7yt <L. (4.4)
t=1 k=1

4. Separating periods between successive promotions. A common additional require-

ment is to space out promotions by a minimal number of separating periods,

denoted by S. Indeed, if successive promotions are too close to one another,

this may hurt the store image and incentivize consumers to behave more as deal-

seekers. Mathematically, one can impose the following constraint:

t+S K

ZZ7E s; 1 Vt. (4.5)

4.3.2 Assumptions

We assume that at each period t, the retailer orders the item from the supplier at a

linear ordering cost that can vary over time, i.e., each unit sold in period t costs ct. This

assumption holds under the conventional wholesale price contract which is frequently
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used in practice as well as in the academic literature (see for example, Cachon and

Lariviere [2005] and Porteus [1990]).

We also consider the demand to be specified by a deterministic function of current

and past prices. This assumption is justified because we capture the most important

factors that affect demand (current and past prices), therefore the estimated demand

models are accurate in the sense of having low forecast error (see estimation results in

Section 4.7 and Figure 4-7). Since the estimated deterministic demand functions seem

to accurately model actual demand, for this application, we can use them as input into

the optimization model without taking into account demand uncertainty.

Indeed, the typical process in practice is to estimate a demand model from data and

then to compute the optimal prices based on the estimated demand model. In Section

4.7, we start with actual sales data from a supermarket, estimate a demand model and

finally compute the optimal prices using our model. The demand models we consider

are commonly used both by practitioners and the academic literature (see Heerde et al.

[20001, Mac6 and Neslin [2004], Fibich et al. [20031).

Finally, we assume that the retailer always carries enough inventory to meet demand,

so that in each period, sales are equal to demand. The above assumption is reasonable

in our setting because grocery retailers are aware of the negative effects of stocking out

of promoted products (see e.g., Corsten and Gruen [2004] and Campo et al. [2000]) and

use accurate demand estimation models (e.g., Cooper et al. [1999] and Van Donselaar

et al. [2006]) in order to forecast demand and plan inventory accordingly. We hence use

the terms demand and sales interchangeably in this paper.

To the best of our knowledge, this work is perhaps the first to develop a model that

incorporates the aforementioned features for the POP and propose an efficient solution.

These features not only introduce challenges from a theoretical perspective, but also

are important in practice.
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4.4 Problem Formulation

In what follows, we formulate the single-item Promotion Optimization Problem (POP)

incorporating the business rules we discussed above:

T

max X(pt - ct)dt(pt)
e=1

K

T K

1 1 (POP)
t+S K

<1 Vt
=tk1

K

Z7= 1 Vt

-y E {O,1} t, k

Note that the only decisions are which price to choose from the discrete price ladder at

each time period (i.e., the binary variables 7tk). We denote by POP(p).(or equivalently

POP(-y)) the objective function of (POP) evaluated at the vector p (or equivalently -).

This formulation can be applied to a general time-dependent demand function dt(pt)

that explicitly depends on the current price pt, and on the M past prices pt-i,... ,pt-M

as well as on demand seasonality and trend (see equation (4.3)). Specific examples are

presented in Section 4.6.

The POP is a nonlinear IP (see Figure 4-3) and is in general hard to solve to

optimality even for very special instances. Even getting a high-quality approximation

may not be an easy task. First, even if we were able to relax the prices to take non-

integer values, the objective is in general non-linear (neither concave nor convex) due to

the cross time dependence between prices (see Figure 4-3). Second, even if the objective

is linear, there is no guarantee that the problem can be solved efficiently using an LP

solver because of the integer variables. We propose in the next section an approximation
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based on a linear programming reformulation of the POP.

an m a re0 7g b ys 90 = m , = 2 d 50 e

4.i IPA pAxm to

Figure 4-3: Profit Function for Demand with Promotion Fatigue Effect

Note. Parameters: Demand functions at time 1 and 2 follow the following rela-
tions: log d, (pl) = log a, i81 log p, 32 log 12.?nEk; log d2 (P2, PI) =log a2  J6 109 lP2 +

/32 log the Herea, a 100, a2 =s200 and ss = -4, = s4. The regular price, costs
and minimum price are given by q0 s 100, c = pr=t50i and qK = 50 respectively.

4.5 IP Approximation

By looking carefully at several data sets, we have seen that for many products, pro-

motions often last only for one week, and two consecutive promotions are at least 3

weeks apart. If the promotions are subject to a separating constraint as in equation

(4.5), then the interaction between successive promotions is fairly weak. Therefore, by

ignoring the second-order interactions between promotions and capture only the direct

effect of each promotion, we introduce a linear IP formulation that should give us a

"good" solution. More specifically, we approximate the nonlinear POP objective by a

linear approximation based on the sum of unilateral deviations. In order to derive the

IP formulation of the POP, we first introduce some additional notation. For a given

price vector p = (Pi,..., pT), we define the corresponding total profits throughout the

horizon:

T

POP(p) = Z(pt - ct)dt(pt).
t=1
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Let us now define the price vector pt as follows:

q*; if r=t
(pt,)T

q0; otherwise

In other words, the vector pt has the promotion price q" at time t and the regular

price q0 (no promotion) is used at all the remaining time periods. We also denote the

regular price vector by p0 = (q', ., q0), for which the regular price is set at all the

time periods. Let us define the coefficients b as:

bt = PoP(p ') - POP(pp). (4.6)

These coefficients represent the unilateral deviations in total profits by applying a single

promotion. One can compute these TK coefficients before starting the optimization

procedure. Since these calculations can be done off-line, they do not affect the com-

plexity of the optimization. We are now ready to formulate the IP approximation of

the POP:
T K

POP(p*) + max et 7
t=1 k=i

T K

s.t. L
t=1 k=1
t+S K

EZ'Z7Yk 1 Vt (IP)

EZ7'=1 Vt
k=O

7k E {,1} Vt, k

Remark (Remark.). One can condense the above IP formulation in a more compact

way. In particular, since at most one of the decision variables {'y : k = 1, ... , K}

is equal to one, one can define bt = max b ; Vt = 1, .. ., T and replace the double

sums by single sums. As a result, we obtain a knapsack type formulation. Since both
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formulations are equivalent, we consider the (IP) above.

As we discussed, the IP approximation of the POP is obtained by linearizing the

objective function. More specifically, we approximate the POP objective by the sum

of the unilateral deviations by using a single promotion. Note that this approximation

neglects the pairwise interactions of two promotions but still captures the promotion

fatigue effect. We observe that the constraint set remains unchanged, so that the feasible

region of both problems is the same. We also note that all the business rules from the

constraint set are modeled as linear constraints. Consequently, the IP formulation is a

linear problem with integer decision variables. As we mentioned, the IP approximation

becomes more accurate when the number of separating periods S becomes large. In

addition, the IP solution is optimal when there is no correlation between the time

periods (i.e., when the demand at time t depends only on the current price and not on

past prices) or when the number of promotions allowed is equal to one (L = 1). The

instances where the IP is optimal are summarized in the following Proposition.

Proposition 4.5.1. Under either of the following four conditions, the IP approximation

coincides with the POP optimal solution. a) Only a single promotion is allowed, i.e.,

L = 1. b) Demand at time t depends only on the current price pt and not on past prices

(i.e., M = 0). c) The number of separating periods is at least equal to one (S 1) and

demand at time t depends on the current and last prices only (i.e., M = 1). d) More

generally, when the number of separating periods is at least the memory (i.e., S > M).

Proof. (a) When L = 1, only a single promotion is allowed and therefore the IP ap-

proximation is equivalent to the POP. Indeed, the IP approximation evaluates the POP

objective through the sum of unilateral price changes.

(b) In the second case, demand at time t is assumed to depend only on the current

price pt and not on past prices. Consequently, the objective function is separable

in terms of time (note that the periods are still tied together through some of the

constraints). In this case too, the IP approximation is exact since each price change

affects only the profit at the time it was made.
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(c) We next show that the IP approximation is exact for the case where S > 1 and

the demand at time t depends on the current and last period prices only.

Note that in this case, promotions affect only current and next period demands, but

not demand in periods t +2, t + 3, -.. We consider a price vector with two promotions

at times t and u (i.e., pt = qi and p. = qi) and no promotion at all the remaining times,

denoted by p{pt = q',pu = q'}. From the feasibility with respect to the separating

constraints, we know that t and u are separated by at least one time period. We

need to show that the profits from doing both promotions is equal to the sum of the

incremental profits from doing each promotion separately, that is:

POP(p{pt = q, p = qi}) - POP(p) =

POP(p{pt = q'}) - POP(p") + POP(p{pu = q'}) - POP(p"). (4.7)

(d) One can extend the previous argument to generalize the proof for the case where

the number of separating periods is larger or equal than the memory. Indeed, if S > M,

the IP approximation is not neglecting correlations between different promotions and

hence optimal. 0

In general, solving an IP can be difficult from a computational complexity stand-

point., In our numerical experiments, we observed that Gurobi solves (IP) in less than

a second. The reason is that (IP) has an integral feasible region and therefore can be

solved efficiently as an LP, as we show in the following Theorem. The feasible region

of both (POP) and (IP) is given by:

T K t+S K K

ytk: E Z ' <L Vt; E E yt 1; t7 = 1 Vt}. (4.8)
1 k=1 =t k=1 k=O

Theorem 4.5.2. Every basic feasible solution of (4.8) is integral.

Proof. We prove the result by expressing the LP relaxation of the IP in Linear Program-

ming standard form, and then showing that the constraint matrix is totally unimodular.
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We collect the decision variables 7yr, into a vector of size (K + 1)T as follows:

Similarly, we denote by b the vectorization of the objective coefficients bk defined in

(4.6). By relaxing the integrality constraints, the IP problem can be written in the

following standard LP form:

max bT

s.t. Ay < u

0 75 1

where 1T

given by:

(4.9)

is a vector of ones with length K, and the matrix A and the vector u are

Fi
1 1T

1 IT K

I10 IT 0 1 01IK 0 K K K

S

01... 0 1T 0 1 0 I

S

0 1T 0 1T ... 0 1T

S

0 1T 0 1T.-.... .0 17

eT

u ==T-S+1

L
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This matrix represents three different sets of constraints. The first T constraints are of

the form EZK 7 k = 1 for each t = 1, 2, ... , T. We note that in (4.9), the equality is

transformed to an inequality. This can be done because b? = 0 for all t = 1,2,..., T.

Indeed, one can relax the equality in the initial integer formulation so that it allows the

additional feasible solutions in which pt = 0. Clearly, adding this new feasible solutions

does not affect the optimality of the problem. The next set of (T - S +1) constraints

represents the separating constraints from (4.5). Finally, the last row of A corresponds

to the constraint on the limitation on the number of promotions allowed from (4.4).

To prove that matrix A is totally unimodular, we show that the determinant of any

square sub-matrix B of A is such that det(B) E {- 1,0, +1}. Note that one can delete

the columns corresponding to 7?; Vt from the matrix A since these columns have only

a single 1 entry. If we were to perform a Laplace expansion with respect to such a

column, we would get the determinant of a smaller sub-matrix and therefore selecting

those columns only multiplies the determinant by 1 or -1. After deleting these columns,

we obtain a smaller matrix given by:

K K -T K

S

S

A= .. K ...

S
K TK ''K ~S

We observe that matrix A has the consecutive-ones property. Therefore, matrix A is

totally unimodular and consequently every basic feasible solution of (4.8) is integral. 0

Using Theorem 4.5.2, one can solve (IP) efficiently by solving its LP relaxation,
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given by:
T K

POP(p) + max b yt'
t=1 k=1

T, K

s.t. L
t=1 k=1
t+S K

_ t(LP)
7--t k=1
K

Z =1 Vt
k=O

0O< t 1 Vtj k

This allows us to obtain an approximation solution for the POP efficiently. From

now on, we refer to (IP) as the LP approximation and denote its optimal solution by

7 LP. In addition, LP(p) (or equivalently LP(-y)) denotes the objective function of

(LP) evaluated at the vector p (or equivalently -y). The question is how does this LP

approximation compare relative to the optimal POP solution. To address this question,

we next consider two cases depending on the demand structure. First though, we

propose some "reasonable" demand models in this application area.

4.6 Demand Models

In this section, we introduce two classes of demand functions. They incorporate the

promotion fatigue effect we previously discussed. We next analyze supermarket sales

data to support and validate the existence of the promotion fatigue effect in some items

and categories. We report only a brief analysis here but a detailed description of the

data will be presented in Section 4.7.

We divide the 117 weeks of data into a training set of 82 weeks and a testing set of 35

weeks. Below we consider a log-log demand model (see (4.32)). The latter is commonly

used in industry (for example, by Oracle Retail) and in academia (see Heerde et al.

[2000], Mac6 and Neslin [20041). We then estimate two versions of the model. Model

1 is estimated under the assumption that there is no promotion fatigue effect, i.e., the
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memory parameter M = 0 in (4.32), so that the current demand dt depends only on

the current price pt and not on past prices. Model 2 includes the promotion fatigue

effect with a memory of two weeks, i.e., M = 2 in (4.32) so that the current demand dt

depends on the current price pt and the prices in the two prior weeks pt-i and Pt-2.

We summarize the regression results for a particular brand of coffee (the exact

name of the brand cannot be explicitly unveiled due to confidentiality). We find that

the estimated price elasticity coefficients of pt-1 and P-2 for Model 2 are statistically

significant. As a result, this supports the existence of the promotion fatigue effect for

this item. In addition, we find that Model 2 has a significantly smaller forecast error

relative to Model 1 (see Table 4.1). The estimated demand model for this coffee brand

follows the following relation:

log d4 = i0 81t + #82WEEKt - 3.277logpt 0.518logpt-1+0.465logpt-2. (4.10)

Here, #0 and 81 denote the brand intercept and the trend coefficient respectively. ft2

[pt2]l t = 1,...,52 is a vector with seasonality coefficients for each week of the year.

Model 1 Model 2

MAPE 0.145 0.116
OOS R2  0.827 0.900
Revenue Bias 1.069 1.059

Table 4.1: Forecast Metrics for Two Regression Models for a Brand of Coffee
Note. Model 1: No promotion fatigue effect. Model 2: Promotion fatigue with memory
of 2 weeks. The forecast metrics MAPE, OOS R2 and revenue bias are defined in
Section 4.7.

In the remainder of this section, motivated by the above finding, i.e., that there are

promotion fatigue effects in the demand, we introduce and study more general classes

of demand models inspired by equation (4.10).
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Notation

We introduce the following notation that will be used in the sequel. Let

A = {(t, kl),..., (tN kN)

with N < L be a set of promotions with 1 < tj < t2 < .. < tN T. In other words,

at each time period t,,; Vn = 1,... ,N the promotion price q1 is used, whereas at the

remaining time periods, the regular price q0 (no promotion) is set. It is convenient to

define the price vector associated with the set A as:

q1' if t =tfor some n = 1,..., N;

q0 otherwise.

To further illustrate the above definition, consider the following example.

Example. Suppose that the price ladder is given by Q = {q0 = 5 > q1 = 4 > q2 = 3}

and the time horizon is T = 5. Suppose that the set of promotions A = {(1, 1), (3,2)},

that is we have two promotions at times 1 and 3 with prices q1 and q2 respectively.

Then, pA = (qi, q0, q27 qO, qO) = (4,5,3,5,5). It is also convenient to define the indicator

variables corresponding to the set of promotions A as follows:

k 1 if (pA)t = qk;

0 otherwise.

Note that matrix (-yA)k has dimensions (K +1) x T. In the previous example, we have:

0 1 0 1 1

7A = 1 0 0 0 0

0 0 1 0 oj
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Recall that the LP objective function is given by:

T K

LP(y) = POP(p")+ E E bty, (4.11)
t=1 k=1

where bk is defined in (4.6). Finally, we denote by L the effective maximal number of

promotions given by:

L min{L, N}, whereN= [T-J +1. (4.12)
1S+1

We assume that L > 1 (the case of L = 0 is not interesting as no promotions are

allowed). Since I > 1, we also have L > 1.

4.6.1 Multiplicative Demand

In this section, we assume that past prices have a multiplicative effect on current de-

mand, so that the demand at time t can be expressed by:

=t ft(Pt) -gd1pt-1) - 2(Pt-2) .. M(Pt-M). (4.13)

Note that the current price elasticity along with the seasonality and trend effects are

captured by the function ft(pt). The function gk(pt-) captures the effect of a promotion

k periods before the current period, i.e., the effect of pt-k on the demand at time t. M

represents the memory of consumers with respect to past prices and can be estimated

from data. As we verify in Section 4.7 from the actual data, it is reasonable to assume

the following for the functions gk.

Assumption 11. 1. Past promotions have a multiplicative reduction effect on current

demand, i.e., 0 < g(p) 1.

2. Deeper promotions result in larger reduction in future demand, i.e., for p 5 q, we

have: g (p) 5 g (q) 5 g&(q0) = 1.
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3. The reduction effect is non-increasing with time after the promotion: gk is non-

decreasing with respect to k, i.e., g(p) 5 9k+1(P)-

We assume that for k > M, g(p) 1 Vp, so that no effects are present after M

periods.

Remark (Remark.). The demand in (4.13) represents a general class of demand models,

which admits as special cases several models that are used in practice. For example, the

demand model of Heerde et al. [2000] or Mac6 and Neslin [20041 with only pre-promotion

effects that is of the form:

log dt = ao + ai logpt + log flogpta.
u=I

Next, we present upper and lower bounds on the performance guarantee of the LP

approximation relative to the optimal POP solution for the demand model in (4.13).

Bounds on Quality of Approximation

Theorem 4.6.1. Let yOP be an optimal solution to (POP) and let -y' be an optimal

solution to (LP). Then:

pOp 7 POP) 1

1 POP(-yLP) - R (4.14)

where R is defined by:
i-i

R = [J gi(s+)(q), (4.15)

with R =1 by convention, if L 1.

Proof. Note that the lower bound follows directly from the feasibility of 7 LP for the

POP. We next prove the upper bound by showing the following chain of inequalities:

LP ) 00() POP) 0) LP).R -LP(,yLP) < POP(-yLP) < POP(y )< LP(7mOp) < LP(75)
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Inequality (i) follows from Proposition (4.6.3) below. Inequality (ii) follows from the

optimality of -'O' and inequality (iii) follows from part 2 of Lemma 4.6.2 below.

Finally, inequality (iv) follows from the optimality of -L. Therefore, we obtain:

R=R POP(fPOP) <R LP(-yLP) Pop(tLP) <POP('t')
POP(yPOP) - - POP(-Ypop) - POP(7mpO) - POPh op)

Theorem 4.6.1 relies on the following two results.

Lemma 4.6.2 (Submodular effect of the last promotion on profits).

1. Let A = {(t1 , k 1),...,(t, k)} be a set of promotions with t1 < t2 < ... < t,

(n L) and let B c A. Consider a new promotion (t', k') with t < t'. If the

new promotion (t', k'), when added to A, yields larger profits than PA, that is:

POP(YAu(egw) POP(YA), (4.16)

then the promotion (t', k') yields a larger marginal profit increase for PB than for

PA, that is:

POP(Au(ek1)) - POP(7A) 5 POP(-YBJ(eV)g) - POP(7B). (4.17)

2. Let 0'P be an optimal solution for the POP. Then: POP(-yPO'P) LP(9'0 ").

Note that if (4.16) is not satisfied, the sub-additivity property of Lemma 4.6.2

does not necessarily hold for any feasible solution. However, the required condition

in (4.16) is always automatically satisfied for the optimal POP solution. The proof of

Lemma 4.6.2 can be found in Appendix 4.A. Lemma 4.6.2 states that for a multiplicative

demand model as in (4.13), the POP profits are submodular in promotions (for certain

relevant sets of promotions). Consequently, it supports intuitively the fact that the LP

approximation overestimates the POP objective, i.e., POP(yPOP) 5 LP(,y"").
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Proposition 4.6.3. For any feasible vector -y, we have: POP(-y) > R -LP(y).

The proof of Proposition 4.6.3 can be found in Appendix 4.B. It provides a lower

bound for the POP objective function by applying the linearization and compensating

by the worst case aggregate factor, that is R.

Using the results of Theorem 4.6.1, one can solve the LP approximation (efficiently)

and obtain a guarantees relative to the optimal POP solution. These bounds are para-

metric and can be applied to any general demand model in the form of equation (4.13).

In addition, as we illustrate in Section 4.6.1, these bounds perform well in practice for

a wide range of parameters.

We next show that the bounds of Theorem 4.6.1 are tight.

Proposition 4.6.4 (Tightness of the bounds for multiplicative demand).

1. The lower bound in Theorem 4.6.1 is tight. More precisely, for any given price

ladder, L, S and functions gk, there exist T, costs ct and functions ft such that:

POP(7 MP) = POP(2P).

2. The upper bound in Theorem 4.6.1 is asymptotically tight. For any given price

ladder, S and functions gk, there exists a sequence of promotion optimization

problems (POP'} , each with a corresponding LP solution 'yf" and optimal

POP solution yr such that:

limPOP(
n-+oo POPn(LP) R

The proof of Proposition 4.6.4 can be found in Appendix 4.C.

Illustrating the bounds

We show some examples that illustrate the behavior and quality of the bounds we

have developed in the previous section. Recall that solving the POP can be hard in
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practice. Therefore, one can instead implement the LP solution. The resulting profit

is then equal to pOp(yLP), whereas in theory, we could have obtained a maximum

profit equal to the optimal POP profits denoted by POP(yPfP). In our numerical

experiments, we examine the gap between pop(LP) and POP(-yPOP) as a function

of various parameters of the problem. In addition, we compare the ratio between

POP(yPOP) and pOP(-yLP) relative to the lower bound in Theorem 4.6.1 equal to

1/R. We also present an additional curve labeled "Do Nothing" as a benchmark (for

which the no-promotion price is used at each time).

As we previously noted, the bounds we developed depend on four different param-

eters: the number of separating periods S, the number of promotions allowed L, the

value of the minimum element of the price ladder qK and the effect of past prices (i.e.,

the value of the memory parameter M as well as the magnitude of the functions g) .

Below, we study the effect of each of these factors by varying them one at a time while

the others are set to their worst case value.

All the figures below lead us to the following two observations: a) The LP solution

achieves a profit that is close to the optimal profit. b) In particular, the actual optimality

gap (between the POP objective at optimality versus evaluated at the LP approximation

solution) seems to be of the order of 1-2 % and is smaller than the upper bound which

we developed in Theorem 4.6.1.

In Figure 4-4 and Figure 4-5, the demand model we use is given by: log dt(p) =

log(10) - 4logpt + 0.5 logpt-1+ 0.3 10gp-2 + 0.2 logpt.- + 0.1 logpt-4.

Dependence on separating periods: In Figure 4-4, we vary the number of separat-

ing periods S from 1 to 16 (remember that the horizon is T = 35 weeks). We make the

following observations: a) As one would expect from Proposition 4.5.1, the LP approx-

imation coincides with the optimal POP solution when S > M = 4, i.e., S > 4. b) Our

intuition suggests that as S increases, the upper bound 1/R becomes better. Indeed,

the promotions are further apart in time, reducing the interaction between promotions

and improving the quality of the LP approximation. c) For values of S > 1, the upper
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p"(7POP( ) POP

- POP(LP) -0-POP( POP-i)
Do Nothing -O- I/_R

110- -1.2

to.11.1

90 .. - I
I I I I I

5 10 15 5 10 1
Separating Periods Separating Periods

(a) Profits (b) Profit ratio

Figure 4-4: Results of Multiplicative Demand Model (Varying Separation)

Note. Example parameters: L = 3, Q = {1,0.9,0.8,0.7,0.6}.

5

bound is at most 23% in this example. In practice, typically the number of separating

periods is at least 1 but often 2-4 weeks.

Dependence on the number of promotions allowed: In Figure ??, we vary the

number of promotions allowed L between 0 and 8. We make the following observations:

a) As one would expect from Proposition 4.5.1, the LP approximation coincides with

the optimal POP solution when L = 1 (and of course L = 0). b) The upper bound is

at most 23% in this example. Note that from the definition of R in equation (4.35) of

Theorem 4.6.1, 1/R increases with L up to L = 3. Indeed, since S = 1 and M = 4, the

first promotion can never interact with the fourth promotion or with further ones.

Dependence on the minimal element of the price ladder: In Figure 4-5, we

vary the (normalized) minimum promotion price qK between 0.5 and 1. We make the

following observations: a) As one would expect the LP approximation coincides with

the optimal POP solution when qK - 1, i.e., the promotion price is equal to the regular

price so that promotions do not exist. b) The upper bound is 33% in this example
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-'- Do Nothing
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1.3

1.2

1.1
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Minimum Price

(a) Profits

Figure 4-5: Results of Multiplicative Demand Model

Note. Example parameters: L = 3, S=1.

-*P0P(,YPOP)/P0P( 7 LiP)

0.6 0.8 1
Minimum Price

(b) Profit ratio

(Varying Minimum Price)

for the case where a 50% promotion is allowed. If we restrict to a maximum of 30%

promotion price, the bound becomes 14%. Using the definition of R from (4.35), 1/R

decreases with qK

Dependence on the length of the memory: In Figure 4-6, we vary the memory of

costumers with respect to past prices, M between 0 and 6. Note that in this example,

we have chosen the functions gj, g2, .. - , gm to be equal. This choice can be seen as the

"worst case" so that past prices have a uniformly strong effect on current demand. We

make the following observations: a) As one would expect from Proposition 4.5.1, the

LP approximation coincides with the optimal POP solution when S > M, i.e., M < 1.

b) The upper bound is 23% in this example. Using the definition of R from (4.35), 1/R

increases with M.

4.6.2 Additive Demand

Our analysis of the sales data suggests that for some products, one needs to consider a

demand model where the effect of past prices on current demand is additive. Motivated
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(a) Profits (b) Profit ratio

Figure 4-6: Results of Multiplicative Demand Model (Varying Memory)

Note. Example parameters: log dt(p) = log(10) - 4logpt + 0.2logp.. + 0.210gp-2 +
- -+0.2 logpt-m; L =3,S=1.

by this observation, we also propose and study a class of additive demand functions.

Suppose that past prices have an additive effect on current demand, so that the demand

at time t is given by:

d= ft(pt) + gd(pt-1) + 92(pt-2) + - - - + g,(pt-,). (4.18)

As we verify in Section 4.7 from the actual data, it is reasonable to assume the following

structure for the functions gk.

Assumption 12. 1. The reduction effect is non-positive, i.e., gj(p) < 0.

2. Deeper promotions result in larger reduction in future demand, i.e., p 5 q implies

that ga(p) 5 g (q) g_(q0 ) - 0.

3. The reduction effect is non-increasing with time since after the promotion: gk is

non-decreasing with respect to k, i.e., gk(p) gk+1(p).

Note that the above assumptions are analogous to Assumption 11 for the multi-

plicative model. We assume that for k > M, gk(p) = 0 Vp.
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Remark (Remark.). Equation (4.18) represents a general class of demand functions,

which admits as special cases several demand models used in practice. For example,

the demand model used by Fibich et al. [2003} with symmetric reference price effects is

given by:

dt = a - 6pt - 4(pt - r). (4.19)

Equation (4.19) can be rewritten as: dt = a - (6 + 4)pt + 4rt. Here, rt represents the

reference price at time t that consumers are forming based on their memory of past

prices. The parameter 4 denotes the price sensitivity with respect to the reference price,

whereas 45 + represents the price sensitivity with respect to the current price. Note

that the reference price at time t is given by:

rt = (1 - Opt-I + Ort....i

and can be rewritten in terms of past prices as follows:

T

rt = (1 - 0)Pt_1 +0(1 - 0)pt-2 +02(1 - O)Pt-3 -(1-
k=1

where 0 <0 < 1 denotes the memory of the consumers towards past prices. Therefore,

the current demand from equation (4.19) can be written as follows in terms of the

current and past prices:

M=T

dt = a - (5 4))Ptp + (1 -0)4 0- 1Pt-k. (4.20)
Ic=1

One can see that equation (4.20) falls under the model we proposed in (4.18), when the

functions gt are chosen appropriately and the memory parameter M goes to infinity.

In addition, the additive model from (4.18) provides more flexibility in choosing the

suitable memory parameter using data and allows us to give different weights depending

on how far is the past promotion from the current time period.

Next, we present upper and lower bounds on the performance guarantee of the LP
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approximation relative to the optimal POP solution for the demand model in (4.18).

Bounds on Quality of Approximation

Theorem 4.6.5. Let -yOP be an optimal solution to (POP) and let -yLP be an optimal

solution to the LP approximation. Then:

< < I+ (421)
POP(YLP) POP(7 LP)

where is defined by:

(qK - qO)g(j-)(+ 1)(qK). (4.22)
=1 j=i+1

Proof. Note that the lower bound follows directly from the feasibility of - to the

POP. We next prove the upper bound by showing the following chain of inequalities:

(M (00 (se7so ) O )
LP(7LP) 5 POP(7 ) POP(1 )OP) LP(7 "p) + R Z LP(yL') + . (4.23)

Inequalities (i) and (iii) follow from Proiposition 4.6.6 below. Inequality (ii) follows

from the optimality of 7IypI and inequality (iv) follows from the optimality of yLP.

Therefore, we obtain:

pop(LP) pop(POP) < LP(-L) + < POP( LP) 1+ R
POP-YLP) pOP(7 LP) - PoP(fLP) - POP(yLP) POP(LF)*

The proof of Theorem 4.6.5 relies on the following result.

Proposition 4.6.6. For a given promotion profile -, with the promotion set:

{(ti, k1),...,(tn, kn)}
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the POP profits can be written as follows:

POP(-(tsAs),...,(t.,k)j) = LP(7{(tk1 ),...,(.,k,.)}) + ER(,y(t,k),...,(,,kn)}). (4.24)

Here, ER(7{(t1 ,Ai),...#,,.))) represents the error term between the POP and the LP

objectives and is given by:

ER= x; Z (qki - q0)g..-(q4). (4.25)
=1 j=i+1

Consequently., for any feasible promotion profile -, the POP profits satisfies:

LP(7 ) 5 POP(7 ) < LP(y) + R.

The proof of Proposition 4.6.6 can be found in Appendix 4.D. Proposition 4.6.6

states that the POP profits can be written as the sum of the LP approximation evaluated

at the same promotion profile, plus some given error term that depends on the price

differences and the functions g,(.).

We next show that the POP profits are supermodular in promotions.

Corollary 1 (Supermodularity of POP profits in promotions). Let

A = {(ti, k1),... 7(tNkN)}

be a set of promotions with 1 < j < t2 < ... < tn (n < L) and let B C A. Consider

a new promotion (t', k') where t' f {tn}N 1 . Then, the new promotion (t', k') yields a

greater marginal increase in profits when added to A than when added to B, that is:

POP(Au((eX,)}) - POP(A) POP(7Bu(',k')}) - POP(YB). (4.26)

Proof. We first introduce the following definition. For two promotions (t, k) and (u, 1)
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with t $ u, we define the interaction function:

(qt - q)gu-t(q) if u > t;
0((t7 k),(u. 1))=

(q - q0 )gt-(qk) if t > u.

Since qk, q' q0, and gm(p) <0 for all m and p, we have 0((t, k) (u, )) 0. Observe

that:

POP(7{(t*,A)) = POP(70 ) + bt,

where b are defined in (4.6) and represent the unilateral deviations in total profits by

applying a single promotion at time t with price qk. Similarly, we have: POP(-y(4)}) =

POP(y) + b-. Therefore, we obtain:

{P(*,k),(U,)}= POP(7{(,)) + POP({(ut)}) - POP(70 ) + 0((t, k), (u, )).

In other words, the function 0((t, k), (u, )) compensates for the interaction term when

we do both promotions (t, k) and (u, 1) simultaneously. From equation (4.24) in Propo-

sition 4.6.6, we obtain:

POP(7A) = LP(7A) + (q - q)gt(q)
(t,k),(u,t)EA:t<u

POP(Au(ttkI)) = LP(7AJ{(e,w)}) + (q q u-t
(tk),(u,)EAU{(tw)}:t<u

and similarly for the set B. By using the definition of the LP objective function:

LP(-(tI,...,k,y = POP(70 ) + (POP(7{tA}) - POP(-Y0 )),
=1

we obtain: LP(7fAu{(ew)}) - LP(7A) = POP() - POP(7 0 ) and: LP (tJw)}) -

LP(7B) = POP(') - POP(7y), where we define Y' = 7(vw)}. One can now obtain
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the following relations:

POP(yAu(feg,)I) - POP(7A) = POP(7') - POP(70 ) + E ((t, k), (t', k')),

POP(-YBL4(X))) - POP(B) = POP(Y) - POP(7
0 ) + 1 0((t, k), (t', k')).

(t,k)EB

Therefore, we obtain:

(POP(YAu(egj)) - POP(7A)) - (POP(7-Bu(e)}) - POP(YB))

4((t, k), (t',k')) 0.
(t,k)EA\B

Corollary 1 states that for an additive demand model as in (4.18), the POP profits

are supermodular in promotions. Note that unlike in the multiplicative case, the claim

is valid for any set of promotions. Consequently, it supports intuitively the fact that the

LP approximation underestimates the POP objective, i.e., POP(I'(0P) LP(9'0 ").

Note that by considering the objective (total profits) of problem (POP) as a continuous

function of the prices pi, p2, ... , pT, one can equivalently show the supermodularity

property by checking the non-negativity of all the cross-derivatives. We next show that

the upper and lower bounds of Theorem 4.6.5 are tight.

Proposition 4.6.7 (Tightness of the bounds for additive model).

1. The lower bound in Theorem 4.6.5 is tight. More precisely, for any given price

ladder, L, S and functions gk, there exist T, costs ct and functions ft such that:

POP(7 mP) = POP(TLP).

2. The upper bound in Theorem 4.6.5 is tight. More precisely, for any given price
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ladder, L, S and functions gk, there exist T, costs ct and functions ft such that:

POP( pp( 7 LP) + R.

The proof can be found in Appendix 4.E.

Illustrating the bounds.

For brevity, the plots where we illustrate the bounds for the additive demand model

are presented in Appendix 4.F. We refer the reader to Section 4.6.1 for a discussion of

the plots as a function of the various parameters since the trends we observe are similar

in both the multiplicative and additive models.

4.6.3 Unified Model

In this section, we consider a unified demand model that has both multiplicative and ad-

ditive components. In other words, the past prices have simultaneously a multiplicative

and an additive effect on current demand:

dt = A -di(pt,pt-........,Pt-M) + (1 - A) -d2(pPt, -1, ,PI-M), (4.27)

where di(pt pt1., ... ,pt-M) is a multiplicative model as in (4.13) and

d2(Pt,Pt-...) Pt-M)

is an additive model as in (4.18). The parameter 0 < A < 1 represents the fraction of

the demand that behaves according to the multiplicative demand model. This model in

(4.27) can be used to capture a pool of consumers with different segments identified from

data. More specifically, the consumers can be partitioned into segments, such as loyal

and non-loyal members. In this case, A is calibrated depending on the proportion of the

appropriate segment. It is likely that the demand estimation for the various segments
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yields different demand models and one can then combine them into an aggregate form

as in (4.27). Note that if A = 0, (4.27) reduces to the additive class of demand functions

we discussed in Section 4.6.2; whereas if A = 1, (4.27) reduces to the multiplicative class

of demand functions we discussed in Section 4.6.1. We also note that this approach can

be extended to include more than two segments depending on the context and on the

data available.

In order to solve the POP for the case with the unified demand model in (4.27),

one can still naturally use the LP approximation method described in Section 4.5.

However, the guarantees relative to the optimal profits we have shown are valid only

for the multiplicative or the additive demand forms (i.e., when either A = 0 or 1). Our

goal is to extend the bounds on the quality of the LP approximation for the unified

demand model in (4.27). We note that for the unified demand model in (4.27), the

resulting POP is generally neither submodular nor supermodular in the promotions.

Consequently, it is not easy to solve such problems to optimality and even getting a

good approximation solution can be challenging. We next show that our LP based

solution still yields a good approximation along with the lower and upper bounds.

Consider the following three solutions: yLPI , 7 LP2 and 7 -LPi that correspond

to the LP approximation of the multiplicative, additive and unified demand models

respectively. We denote:

1 = max {POP1 (2Ll), p0 P2 (7 LF), POP( 7LPif)}, (4.28)

where POP1 (7 LPl) (POP2(7yLP2)) corresponds to the POP objective function for the

additive (multiplicative) part of the demand only, i.e., A = 0 (A = 1) evaluated at

the corresponding LP approximation solution. Since the three solutions in (4.28) are

feasible to the POP for the unified demand model, we obtain:

H < POp(7 OPP-if), (4.29)
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where 7 '0I'tni corresponds to the optimal POP solution for the unified demand model.

The bounds of the LP approximation relative to the optimal POP solution for the

unified demand model in (4.27) are presented in the following Theorem.

Theorem 4.6.8. Let ypoI'..f be an optimal solution to (POP), and let U- be defined

as in (4.28). Then:

1< POP(7popuni)< UB2 = A+(1-A). 1+ P 2  (4.30)
- H R1POP2(7 ft)

where R, and R2 are given by (4.35) and (4.22) respectively

Proof The first inequality follows directly from equation (4.29). We next show the

second inequality. First, we observe that the POP objective function for the unified

demand model can be written as follows:

POP(7POP f) = A -POP1 (mP-Of) + (1 - A) POP2 (7YP0P-.f)

where POP1 (7'P-if) and POP2(7-POP-iw) represent the POP objective when the

demand is multiplicative and additive respectively evaluated at the optimal solution of

the POP for the unified model. By the optimality of POP1 and POP2, we have that:

A-POP1(7pop--i)+(l-A)-POP2(7po - i) < A-POP1(-y 0 )+(1-A)-POP2(7ypo0a)

By using the respective bounds for the multiplicative and additive demand models, we

obtain:

A POP1 (POc) + (1 - A) -POP2 (-ypof)

POP1(7LP1) + (1 - A) - p+ OP2 (- POP2(71 2 L ).

The proof can be concluded by using the definition of I. 0

We note that the upper bound is based on solving the demand segments separately
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and reduces to the special cases of additive and multiplicative demand when A equals

0 and 1 respectively. Finally, we present an alternative bound in terms of the objective

of the LP approximation problem.

Corollary 2. Let 7y0p-ai be an optimal solution to (POP), and let 7L-PL-- be an

optimal solution to the LP approximation. Then:

POP(7 LP-i) POP(7 OP--'f) <UBl = A LP1 (7 LP1) + (1 - A). [LP2(7L ) +W2,

(4.31)

where R is given by (4.22).

Proof. The first inequality follows from the feasibility of the LP solution. We next show

the second inequality. The POP objective for the unified demand model can be written

as follows:

POP(7y' 0 Aif) = A -POP (7 POP-'f) + (1 - A) -POP2(P0P-p),

where POP1 (yPtv"-ii) (POP2 (7 0Pt"f)) represent the POP objective for the multi-

plicative (additive) segment exclusively evaluated at the optimal solution of the POP

for the unified model. The optimality of POP and POP2 implies that:

A -POP (7 pop-if) + (1 - A) -POP2( 7 POP'uni) <

A- POP,(79"' ) + (1 - A) -POP2(7ypo)

By using the respective bounds for the multiplicative and additive demand models, we

obtain:

A -POP(ypop) + (1 - A) -POP2( 7 "')

LP1(7L) + (1 - A) - LP2(7 ']a) + J.
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In conclusion, by using the LP solution -y LPaf , one can obtain a feasible solution for

the POP efficiently. In addition, for the unified demand model in (4.27) one can compute

guarantees on the performance given in equation (4.31) even though the problem is

generally neither submodular nor supermodular. This upper bound is obtained by

solving the LP approximation separately for each segment of the demand and provides

a certificate on the quality of the approximation. We will illustrate both upper bounds

UB1 and UB2 in Appendix 4.G. This approach can be useful when several segments of

consumers are identified from the data and can be viewed as a unifying framework of

the multiplicative and additive demand models in Sections 4.6.1 and 4.6.2 respectively.

4.7 Computational Results

In order to quantify the value of our promotion optimization model, we perform an

end-to-end experiment where we start with data from an actual retailer (supermarket),

estimate the demand model we introduce, validate it, compute the optimized prices

from our LP model and finally compare them with actual prices implemented by the

retailer. In this section, following the recommendation of our industry collaborators, we

perform detailed computational experiments for the log-log demand, which is a special

case of the multiplicative model (4.13) and often used in practice.

4.7.1 Estimation Method

We obtained customer transaction data from a grocery retailer. The structure of the

raw data is the customer loyalty card ID (if applicable), a timestamp, and the purchased

items during that trip. In this paper, we focus on the coffee category at a particular

store. For the purposes of demand estimation, we first aggregated the sales at the brand-

week level. It seems natural to aggregate sales data at the week level as we observe

that typically, a promotion starts on a Monday and ends on the following Sunday. Our
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data consists of 117 weeks from 2009 to 2011. For ease of interpretation and to keep

the prices confidential, we normalize the regular price of each product to 1.

To predict demand as a function of prices, we estimate a log-log (power function)

demand model incorporating seasonality and trend effects (similarly as in (4.10)):

M

log dt = #'BRANDi + 81t + 9WEEKt #3x log p,. + Et, (4.32)
m=O

where i and t denote the brand and time indices, di denotes the sales (which we assume

is equal to the demand, as we discussed in Section 4.3.2) of brand i in week t, BRANDi

and WEEKt denote brand and week indicators, pi denotes the average per-unit selling

price of brand i in week t. /o and 2 are vectors with components for each brand and

each week respectively, whereas 81 is a scalar that captures the trend. Note that the

seasonality parameters 82 for each week of the year are jointly estimated across all the

brands in the category. The additive noises ct; Vt = 1,... , T account for the unobserved

discrepancies and are assumed to be normally distributed and i.i.d. Similar demand

models have been used in the literature, e.g., Heerde et al. [2000] and Mac6 and Neslin

[2004].

The model in (4.32) is a multiplicative model, which assumes that the brands share a

common multiplicative seasonality; but each brand depends only on its own current and

past prices; and the independent variables are assumed to have multiplicative effects on

demand. In particular, the model incorporates a trend effect 81, weekly seasonality /2,

and price effects 3. When the memory parameter M = 0, then only the current price

affects the demand in week t. When the memory parameter M = 2, then the demand

in week t depends not only on the price in the current week pt but also in the price

of the two previous weeks pt-1 and Pt-2. We note that our model does not account

explicitly for cross-brand effects, i.e., we assume that the demand for brand i depends

only on the prices of brand i. This assumption is reasonable for certain products such as

coffee because people are loyal about the brand they consume and do not easily switch

between brands. In addition, the high predictive accuracy of our model validates this
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assumption.

For ease of notation, from this point, we drop the brand index i since we estimate

and optimize for a single item model. Observe that one can define:

ft(pt) = exp (#6 it + j62WEEK+ logpt),

g.(Pi--) = (--) M = 1, ...,7 MY

and therefore, equation (4.32) is in fact a special case of the multiplicative demand

model in (4.13).

Based on our intuition, one expects to find the following from the estimation:

1. Since demand decreases as the current price increases, we would expect that the

self-elasticity parameter is negative, i.e., 6 <0.

2. Since a deeper past promotion leads to a greater reduction in current demand,

we would expect that the past elasticity parameters are positive, i.e., i3 ;> 0 for

M> 0.

3. Holding the depth of promotion constant, a more recent promotion leads to a

greater reduction in current demand than the same promotion earlier in time.

Therefore, we would expect that the past-elasticity parameters are decreasing in

time, i.e., 8.3 > #M.g, for m= 1,..., M- 1.

We note that the conditions above are a special case of Assumption 11 for the log-log

demand.

We divide the data into a training set, which comprises the first 82 weeks and a

test set which comprises the second 35 weeks. We use the training set to estimate the

demand model and then predict the out-of-sample sales to test our predictions. In order

to measure forecast accuracy, we use the following forecast metrics. In the sequel, we

use the notation st for the actual sales (or equivalently demand) and S be the forecasted

values.
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& The mean absolute percentage error (MAPE) is given by:

1 st - s|MAPE = - st
StI

The MAPE captures the average relative forecast error in absolute value. If the

forecast is perfect, then the MAPE is equal to zero.

* The R2 is given by:

R = S1 -
SSW'

where E = Zi stIT, SSua = E1(st - ,)2 and SS,.. = E s - st)2 We

distinguish between in-sample (IS) and out-of-sample (OOS) R2 . If the forecast

is perfect, then R2 = 1. In addition, one can consider the adjusted R2 as it is

common in demand estimation. The latter adjusts the regular R2 to account for

the number of explanatory variables in the model relative to the number of data

points available and is given by:

R~=i(i- 2 ). n-i
n-p-i'

where p is the total number of independent variables in the model (not counting

the constant term), and n is the sample size.

* The revenue bias is measured as the ratio of the forecasted to actual revenue, and

is given by:

revenue bias = ptst

4.7.2 Estimation Results and Discussion

Coffee Category

The coffee category is an appropriate candidate to test our model as it is common in

promotion applications (see e.g., Gupta [1988] and Villas-Boas [1995]). We use a linear
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regression to estimate the parameters of the demand model in equation (4.32) for five

different brands of coffee. For conciseness, we only present a subset of the estimation

results for two coffee brands in Table 4.2. We compare the actual and predicted sales

in Figure 4-7. Remember that our data consists of 117 weeks which we split into 82

weeks on training and 35 weeks of testing.

Variable Coefficient Std Error p-value

logpt -3.277 0.231 2e-16***
Brandi log p-1 0.518 0.229 0.024*

log Pt-2 0.465 0.231 0.045*

logpt -4.434 0.427 2e-16***
Brand2 logpt-I 1.078 0.423 0.011*

log A-2 0.067 0.413 0.870

MAPE
Brandl OOS R2

Revenue bias

MAPE
Brand2 OOS R2

Revenue bias

0.116
0.900
1.059

0.097
0.903
1.017

Table 4.2: Forecast Metrics for Two Brands of Coffee

Note. In-sample adjusted R2 Significance codes: * indicates significance < 0.05, *
indicates significance < 0.001.

Wi

2,000

1,500

1,000*

500O

o- Actual Sales
-- Predicted Sales

85 90 95 100 105 110 115 12
Week

Figure 4-7: Demand Forecast for Brand 1 Test Set

Note. Plot of actual and forecasted sales over the 35 test weeks for Brandi.
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On one hand, brand 1 is a private-label brand of coffee which has frequent pro-

motions (approximately once every 4 weeks). The price-elasticity coefficients for the

current price and two previous prices are statistically significant suggesting that for this

brand, the memory parameter M = 2.

On the other hand, brand 2 is a premium brand of coffee which has also frequent

promotions (approximately once every 5 weeks). The price-elasticity coefficients for

both the current price and the price in the prior week are statistically significant, but

the coefficient for the price two weeks ago is not. This suggests that for this brand, the

memory parameter M = 1.

By observing the statistically significant price coefficients, one can observe that they

agree with the expected findings mentioned previously. Furthermore, given the high

accuracy as measured by low MAPEs, we expect that cross-brand effects are minimal.

Four Categories

In the same spirit, we estimate the log-log demand model for several brands for the

chocolate, tea and yogurt categories. The results are summarized in Table 4.3. We do

not report the individual product coefficients but note that they follow our expectations

in terms of sign and ordering. We wish to highlight that the forecast error is low as

evidenced by the high in-sample and out-of-sample R2 , and the low MAPE values and

revenue bias being close to 1.

Category IS Adj R2 MAPE OOS R2 Revenue Bias Product Memories

Coffee 0.974 0.115 0.963 1.000 0, 1, 2
Chocolate 0.951 0.185 0.872 0.990 0, 1, 2
Tea 0.984 0.187 0.759 1.006 0, 1
Yogurt 0.983 0.115 0.964 1.073 0, 1

Table 4.3: Forecast Metrics for Four Product Categories

We next observe the following regarding the effect of the memory parameter.

1. The memory parameter differs across products within a category. In general,
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basic products have higher memory (M = 1 or 2) whereas premium items have

lower memory (M = 0).

2. The memory parameters are estimated from data and differ depending on the

category. Products in the yogurt and tea categories have memory of zero or one;

whereas products in the coffee and chocolate categories have memory of zero,

one or two. This agrees with our intuition that for perishable items (such as

yogurt), consumers do not stock-pile and therefore, the memory parameter is

zero. However, coffee is clearly a less perishable category so that stock-piling is

more significant.

4.7.3 Optimization Results and Discussion

Having validated the forecasting demand model, we next perform a computational

experiment to compute and test the optimized promotion prices. We assume that the

demand forecast is the true demand model and use it as an input into our promotion

optimization model from (POP).

Experimental setup: We compute the LP optimized prices for a single item (Brandi)

over the horizon of the test weeks, which is T = 35 weeks. During the planning horizon,

the retailer used L = 8 promotions with at most S = 1 separating weeks (i.e., consecu-

tive promotions are separated by at least 1 week). As stated earlier, the regular price

is normalized to be one unit. Due to confidentiality, we do not reveal the exact costs

of the product, i.e., the parameters ct in (POP). For the purpose of this experiment,

we assume the cost of the product to be constant, Ct = 0.4. Since the lowest price

charged by the retailer was 0.75, the set of permissible normalized prices is chosen to

be {0.75,0.80, 0.85, ... ,1}.

The LP optimization results are shown in Figure 4-8. Before discussing the results,

we first want to make the following observations:

. The predicted profit using the actual prices implemented by the retailer (and not
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chosen optimally) together with the forecast model is $18,425. All the results will

be compared relative to this benchmark value.

" The predicted profit using only the regular price (i.e., no promotions) is $17,890.

This is a 2.9% loss relative to the benchmark. Therefore, the estimated log-log

model predicts that the actual prices yield a 2.9% gain relative to the case without

promotions, even if the actual promotions are not chosen optimally.

" The predicted profit using the optimized LP prices imposing the same number

of promotions as a business requirement (L = 8 during a period of 35 weeks) is

$19,055. This is a 3.4% gain relative to the benchmark. Therefore, the estimated

log-log model predicts that the optimized LP prices with the same number of

promotions yield a 3.4% gain relative to the actual implemented profit. In other

words, by only carefully planning the same number promotions, our model (and

tool) suggests that the retailer can increase its profit by 3.4% in this case.

" The predicted profit using the optimized LP prices and allowing three additional

promotions (L = 11) is $19,362. This is a 5.1% gain relative to the benchmark.

Therefore, the estimated log-log model predicts that optimized prices with three

additional promotions yield a 5.1% gain relative to the actual profit. Therefore,

the retailer can easily test the impact of allowing additional promotions within

the horizon of T = 35 weeks.

actual prices (L =8) 18,425

no promotions - 17,890

optimized (L 8) 19,055

optimized (L 11) 19,362

1.6 1.7 1.8 1.9 2

Profit _104

Figure 4-8: Predicted Revenue for Log-log Demand Model
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We next compute the bound from Theorem 4.6.1 for the actual data we have been us-

ing in our computations above. The lower bound can be rewritten as R -POP(7f0P)

POP(7LP), where R = 11[- gi(S+ 1)(q^) and therefore, depends on the parameters of

the problem. We compute R for both coffee brands from Table 4.2. We have qK = 0.75,

L = 8 and test the bound, R, for various values of S. When S > 2, we observe that

R = 1 and therefore the method is optimal for both brands. For S = 1, we obtain that

for Brandi, R= 0.8748, whereas for Brand2, R = 1. Finally, we consider S= 0 as it is

the worst case scenario. In other words, no requirement on separating two successive

promotions is imposed (not very realistic). We have for Brandi and Brand2, R = 0.7538

and R = 0.733 respectively. We note that the above bounds outperform the approxi-

mation guarantees from the literature on submodular maximization. In particular, the

problem of maximizing an arbitrary non-monotone submodular function subject to no

constraints admits a 1/2 approximation algorithm (see for example, Buchbinder et al.

[2012 and Feige et al. [20111). In addition, the problem of maximizing a monotone

submodular function subject to a cardinality constraint admits a 1 - 1/e approxima-

tion algorithm (e.g., Nemhauser et al. [1978]). However, our bounds are not constant

guarantees for every instance of the POP with multiplicative demand, as it depends on

the values of the parameters. Recall also that in practice the LP approximation usually

performs better than the bounds.

Next, we compare the running time of the LP to a naive approach of using an

exhaustive search method in order to find the optimal prices of the POP. Note that

the POP problem is neither convex nor concave. The results are shown in Figure 4-

9. The experiments were run using a desktop computer with an Intel Core i5 680

0 3.60GHz CPU with 4 GB RAM. The LP formulation requires 0.01-0.05 seconds

to solve, regardless of the value of the promotion limit L. However, the exhaustive

search running time grows exponentially in L. In addition, for a simple instance of the

problem with only 2 prices in the price ladder, it requires one minute to solve when

L = 8. The running time of the exhaustive search method also grows exponentially in

the number of elements of the price ladder. For example, with 3 elements in the price
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ladder and L = 8, it requires 3 hours to solve, whereas the LP solution solves within

milliseconds. We note that since we are considering non-linear demand functions with

integer variables, general methods to solve this problem do not exist in commercial

solvers and hence are not practical.

a LP (IQI = 6)
-ES (IQI= 2)
+--ES (I QI = 3)

101- - 3

10-2

0 2 4 6 8
Promotion limit L

Figure 4-9: LP and Exhaustive Search Running Times

Note. Running times of the LP formulation and the exhaustive search method for the
POP. The number of the price ladder elements is jQj. The LP was solved using the
Java interface to Gurobi 5.5.0.

4.8 Conclusions

In many important settings, promotions are a key instrument for driving sales and prof-

its. We introduce and study an optimization formulation for the POP that captures

several impo-tant business requirements as constraints (such as separating periods and

promotion limits). We propose two general classes of demand functions depending on

whether past prices have a multiplicative or an additive effect on current demand. These

functions capture the promotion fatigue effect emerging from the stock-piling behavior

of consumers and can be easily estimated from data. We show that for multiplicative

demand, promotions have a supermodular effect (for some subsets of promotions) which

leads to the LP approximation being an upper bound on the POP objective; whereas

for additive demand, promotions have a submodular effect which leads to the LP ap-

proximation being a lower bound on the POP objective. The objective is nonlinear

(neither convex nor concave) and the feasible region has linear constraints with integer

187



variables. Since the exact formulation is 'hard", we propose a linear approximation that

allows us to solve the problem efficiently as an LP by showing the integrality of the IP

formulation. We develop analytical results on the LP approximation accuracy relative

to the optimal (but intractable) POP solution and characterize the bounds as a function

of the problem parameters. We also show computationally that the formulation solves

fast using actual data from a grocery retailer and that the accuracy is high.

Together with our industry collaborators from Oracle Retail, our framework al-

lows us to develop a tool which can help supermarket managers to better understand

promotions. We test our model and solution using actual sales data obtained from a

supermarket retailer. For four different product categories, we estimate from transac-

tions data the log-log and linear demand models (the linear model is relegated to the

Appendix). Our estimation results provide a good fit and explain well the data but

also reveal interesting insights. For example, non-perishable products exhibit longer

memory in the sense that the sales are affected not only by the current price but also

by the past prices. This observation validates the hypothesis that demand exhibits a

promotion fatigue effect for certain items. We test our approach for solving the pro-

motion optimization problem, by first estimating the demand model from data. We

then solve the POP by using our LP approximation method. In this case, using the

LP optimized prices would lead about 3% profit gain for the retailer, with even 5%

profit gain by slightly modifying the number of promotions allowed. In addition, the

running time of our LP is short (-0.05 seconds) making the method attractive and

efficient. The naive optimal exhaustive search method is several orders of magnitude

slower. The fast running time allows the LP formulation to be used interactively by a

category manager who may manage around 300 SKUs in a category. In addition, one

can conveniently run a large number of instances allowing to perform a comprehensive

sensitivity analysis translated into "what-if" scenarios. We are currently in the process

of conducting a pilot experiment with an actual retailer, where we test our model in a

real-world setting by optimizing promotions for several items and stores.
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Appendix

4.A Proof of Lemma 4.6.2

Proof. 1. Since the proof may not be easy to follow, we present it together with

a concrete example to illustrate the different steps. Let T = 6, q0 = 7, A =

{(1, 1), (3, 3)}, B = {(3,3)} and (t', k') = (5,5). We denote by POP(pA) the

profits at time t for the price vector pA. In addition, we further assume that:

5, = g4(1) = 0.8, 6 = g5(1) = 0.9. We next define the following quantities:

at = POPt(PA)

a' = POP(pAu(te,,'))

bt = POPt(PB)

b'1= POP(pBu(e,w))

= POP(1, 7,3,7,7,7)

= POP(1,7,3, 7,5, 7)

= POP(7, 7,3,7,7, 7)

= POP(7, 7, 3,7,5, 7).

For each time t, we define the following coefficient:

=91((PA1) -92(PA))-2) - i- PA)I)
91((PB)t-1) 92((PB)t-2)---.g-1((P3)1)

6t represents the multiplicative reduction in demand at time t from the promotions

present in the set A but not in B. Observe that from Assumption 11, we have

o < 6e 6+1 - 6 ' r 5 1. In addition, we have: at = 6tbt, a' = tbt. Observe
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also that condition (4.16) is equivalent to:

E a' - at 0. (4.33)
t=1 t=1

Note that at = a', for all t < t'. In the example, we have a =ai,. a 4  a' as the

prices in periods 1-4 are the same. Therefore, (4.33) becomes: t a' EL, at.

In the example, we obtain: a' +a' 4 a5 + a6. Note that a'a, at for any t > t'. In

the example, a' has a promotion at t = 5 However, there is no promotion in at at

t = 5 and therefore, the objective at t =6 for a' is lower than the one in at, i.e.,

a'6 a6 . This implies that:

T

e - ae E (at -a't) > 0.
t=t,+1

In the example, this translates to a'5 - a5  a6 - a' > 0. We next multiply the

left hand side by 1/6e and the terms in the right hand side by 1/6t (recall that

1/ 6e 1/6t for t > t'). Therefore, we obtain:

a'-t- T T
b'e - be = de - ae > at -a,) = E (bt b't} 0_

t=t'+ 6 t=t'+i

In the example, this translates to: b' - b>-= ~e b6 - b' > 0. Recall

that our goal is to show equation (4.17), or alternatively: t a

t=1  - YI,_ bt. Note that this is equivalent to: ET (a' - at) = t' 6t(b' -

bt) E E T (bt - be). By rearranging the terms, we obtain:

E (1 - 6t)(bt - bt) 5 (1 - 6e)(b', - be).
t=+1
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In the example, this would be: 0.1(b6 - b6) 5 0.2(b'z - b). Finally, note that the

above inequality is true because of the following:

T T
(1 - 6t)(bt - b') :5E(1 - &e)(bt - b't) :5 (1 - 6t,)(b' - be ).

t=t'+1 t=t+1

In the example, this is clear because: 0.1(b6 - b) 5 0.2(b6 - b') 5 0.2(b - b).

2. We first introduce the following notation. Let -yOP be an optimal solution to the

POP and {(ti, ki),... , (t, kI)} the set of promotions in -yOP. For any subset

B c {1, 2,... , n}, we define: -y(B) = y({(tj, k,) : i E B}). For example, let

the price ladder be {q0 = 5, q1 = 4} and -yP'O=' -y({(1,1), (3,1), (5, 1)}). Then,

7({1, 3}) = -y({(1, 1), (5, 1)}).

Note that one can write the following telescoping sum:

POP(o'yo" ) = POP(Y{1}) + E [POP('Y{1,..., m + 1}) - POP(7 {1,..., m})].
M1

Based on Proposition 4.A.1 below, we have for each m = 1,2,... n - 1:

POP(7 {1,. ,m + 1}) - POP({1,... ,m}) 0.

By applying the submodularity property from Lemma 4.6.2 part 1, we obtain:

0 < POP({1,..., m+1}) - POP(7{1, ... , m}) POP(7{m+1}) - POP(Y 0 ).

Therefore, we have:

n-1

POP(7POP) = POP(7{1})+ Z [Pop(,Y{1,..., m + 1}) - POP('y{1,..., m})]
M=1

< POP(70 ) + [POP(7{m}) - POP(-yo)] = LP(-'ypo).

Proposition 4.A.1. Let n > 2 be an integer and y'(O' an optimal solution to the
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POP with n promotions. Then, POP('{1,.. .,m + 1}) - POP(-y{1 ... m}) 0 for

m =1,2, ...,n- 1.

Proof. The proof proceeds by induction on the number of promotions. We first show

that the claim is true for the base case i.e., n =2. By the optimality of 71)01 - y{1, 2},

we have:

0 < POP(y{1,2}) - POP(y{1,2}).

Next, we assume that the claim is true for n and show its correctness for n +1. Let

POP' denote the POP problem with the additional constraint that promotion (t1 , k1) is

used, i.e., ph = qki. One can see that the set of promotions {(t2 , k2),..., (tn+.1, kn+1)}

is an optimal solution to POP' with n promotions. Therefore, by using the induction

hypothesis, we have:

POP'(y{2,... ,n,n +1})

POP'(y{2, 3})

Equivalently, in terms of the POP:

POP(y{1,... n,n +1)

POP(7 {1, 2,3})

- POP'(y{2,...,n})

- POP'('y{ 2})

- POP(y{1, 2})

Therefore, it remains to show that: POP(y{1, 2}) - POP(y{1}) > 0. We next prove
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the following chain of inequalities:

POP(7 {1, 2}) - POP(y{1})

> POP(7{1, 2, 3}) - POP(7 {1, 3})

> POP(7 {1, 2,3,4}) - POP(7 {1,3,4}) (4.34)

> POP('Y{1,...,n,n + 1}) - POP(7{1,3,4,...,n,n +1}).

By using the induction hypothesis together with the submodularity property from

Lemma 4.6.2 part 1, we obtain for each m = 2, 3,..., n - 1:

POP(-y{,. .. , m, m + 1}) - POP(7 {1,... , m}) s

POP(-y{1, 3, 4,... ,mm + 1}) - POP(y{1, 3,4,... , m}).

Finally, from the optimality of y{1,... , n, n + 1} for the POP, we.have:

POP(7{1,..., n, n+ 1}) - POP(Y{1, ... , n}) > 0.

By rearranging the terms in the above equations, one can derive the chain of inequalities

in (4.34) and this concludes the proof. 0

4.B Proof of Proposition 4.6.3

Proof. We denote the set of promotions in the price vector p by:

p = p{(ti,q q), ... ,(tN, qtN)}

where N is the number of promotions. The price vector pn = p{(tn, qI')} for each

n = 1,... ,N denotes the single promotion price at time tn (no promotion at the

remaining periods). By convention, let us denote n = 0 to be the regular price only
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vector p0 = (q0, .. q). We denote the cumulative POP objective in periods [u, v)

when using p" by:

v--

e[,t) =POP(p{(tn, q')})[u,v) = p{(tn, q )}dt(pt{(tn, qtii)})

Note that the LP objective can be written as: LP(p) =x + 1M)
Since pn and p0 do not promote before t, we have = . In addition, since

pn promotes at t = tn, and p0 does not, the vector p yields a lower objective for the

periods after t,,, i.e., < . Therefore, we obtain for each n = 1,... , N:

nm n It* 0 X0 0ot.IX[,7 X11,71 = X~lt) + eXLntn,3L) + X1nTSI - [i,t.t) -tbtI~)-Ztil

Therefore: LP(p) < UB = xe+tjI , (xjzX 1t,+) + -- +

Let UBt denote the value of UB at time t. Specifically, if t E [tn, tn+1), then UBt = t".

We can write for any feasible price vector p: POP(p) = ,1 aUBt, where at is

the decrease in demand at time t due to the past promotions in p. In particular, if

tn < t < tn+1, then: at = gt-_t(qt )g*-,.2(q t2) '' gt-(qt"). Since 0 < R < at < 1, we

obtain: R LP(p) < R -UB < POP(p). 0

4.C Proofs of Tightness for Multiplicative Demand

1. Lower bound

Proof. In the case when S > M, we know from Proposition 4.5.1 that the LP

approximation is exact. Therefore, the result holds in this case.

We next consider that S < M and construct an instance of the POP as well as a

price vector p*. We then show that this price vector p* is optimal for both the

POP and the LP approximation.
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Let T = L(M +1) and let us define the following price vector:

p =(qKKqOq qK 0 I Kq q0- .qO)

M times M times M time.

Let U= {1,(M+1)+1,2(M 1)+1,..., (L - 1)(M +1)+1} denote the set of

promotion periods in p*. We choose the demand functions ft to be:

ft(Pt) ZqK if t E U and pt = qK7

1/q0  otherwise,

where:

M

Y= 1+ (1 - g(qK)),
m=1

Z= (M+2)Y.

We define all the costs to be zero, i.e., Ct = 0,Vt = 1,...,T. We prove the

proposition by the following steps:

Step 1: We show that p* is an optimal LP solution.

Step 2: We show that there exists an optimal POP solution with promotions only

during periods t E U.

Step 3: We show that if p promotes only during periods t E U, then POP(p) ;

POP(p*).

By combining steps 2 and 3, we conclude that p* is an optimal POP solution.

Consequently, POP(pPO') = POP(p'), implying that the lower bound is tight.
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Proof of Step 1. By definition, we have: POP(p{(t,K)}) = POP(pP)+Z-Y

for t E U. Therefore the LP coefficients as defined in (4.6) are given by:

Z-Y iftEUk=K,

0 otherwise.

Any LP optimal solution selects at most L of ' , for k 1,... , K to be 1.

Consequently, the optimal LP objective is bounded above by T + L(Z - Y). In

fact, the following -yL' achieves this bound and is therefore optimal:

1 iftEU,k=K

(7LP)= 1 iftfU,k=0

0 otherwise

We then conclude that pL = p* is an optimal LP solution.

Proof of Step 2. Consider any feasible price vector p and let A be the set

of promotions in p. We next show that POP(p) POP(p*) so that p* is an

optimal POP solution. If p uses the promotion pt = qk during a period t f U,

then we can consider the reduced set of promotions B = A \ {(t, k)}. Note that

the promotion (t, k) does not increase the profit at time t. Indeed, decreasing the

price pt will not increase the profit at time t since ft(pt) = 1/q0 for all pt, and

potentially will reduce the profit in future periods t+1, ... , t+M. Thus, removing

the promotion (t, k) increases the total profit, that is POP(y(A)) POP(y(B))

.By applying this procedure repeatedly, one can reach a price vector with only

promotions in periods t E U that achieves a profit at least equal to POP(p). In

other words, there exists an optimal POP solution with promotions only during

periods t E U.
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Proof of Step 3. Let p be a price vector that only contains promotions during

periods t E U. Let n be the number of periods t in p such that pt = qK (n < L

because U is composed of L periods). Note that all the successive promotions in

U are separated by at least M periods so that each pair of promotions of p does

not interact. Therefore, the profit of p is given by:

POP(p) = POP(Ip) + n(Z - Y) POP(p0 ) + L(Z - Y).

From the definition of p*, we have that POP(p*) = POP(pV)+L(Z-Y). Indeed,

each promotion (t, K) of p* results in an increase in profit of Z - Y, and each

pair of promotions of p* is separated by at least M periods so that there is no

interaction between promotions. Consequently, p* is an optimal POP solution

and the lower bound is tight. 0

2. Upper bound

Proof. Let us denote the bound with n promotions by:

n-1

n= J9 1 (s+1)(q) (4.35)
i1

when _R = 1 by convention. We can also define the following limit:

R =limR
n-+oo

Note that g,(qK) < 1 so that R is non-increasing with respect to n. Note also

that 9(qK) = 1 for m > M so that RM+ = M+ R,, i.e., the sequence

_R converges.

In the case when S > M, we know from Proposition 4.5.1 that the LP approxi-

mation is exact. We also know from (4.35) that R. = 1 for all n. Therefore, the

result holds in this case.
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We next consider that S < M and define the following sequence of problems:

POPn POP((q k) (ft )T2 (ctT (qm)m 1 1 Ln, S)7

where (q) e, (9m , S are given parameters and the costs ct =0. In addition,

L. = n, and Tn = n(M + 1). We choose the functions ft" to be equal:

Z/qK

1/q0

if 1< t < LM+1 and p =qK

otherwise.

M

Y = 1+E(l - m(qK)I
M=1

Z = 1OOYn.

We prove the proposition by the following steps:

Step 1: We show that the following price vector is an optimal LP solution:

pLP = (qK'O, 0 
*q S times

KO 0 Kq KIqO 7 .m ,...,q
S times

0 0

T-(L-1)(S+1)-1 times

Step 2: We show that:

POPn{ pn ) !5; T - L + Z(R1 + --- + R)

Step 3: We show the following lower bound for the optimal profit: POPn(prOP)

nZ.

Step 4: We finally prove the convergence of the following limit, implying the desired
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result:
POPt(pf') 1

n-+oo POPn(phP) BR0

Proof of Step 1.

POP(pO) + Z - Y

by:

Based on the above definitions, we have: POP(p{(t, K)}) =

for 1 < t < LM + 1. Therefore, the LP coefficients are given

Z-Y ifl<t<LM+1,k=K,
< 0 otherwise.

Let U = {1, S + 1,2S + 1,... 7LS + 1} denote the set of promotion periods in

LPp.

Any LP optimal solution selects at most L of 7t, for k = 1,... ,K to be 1.

Consequently, the optimal LP objective is bounded above by T + L(Z - Y). In

fact, the following -yLP achieves this bound and is therefore optimal:

1 0

if t EU,k=K

if t 0 U, k =0

otherwise

Therefore, we conclude that the price vector pLP is an optimal LP solution.

Proof of Step 2. One can see that the profit induced by the i-th promotion

of pL" (at time t = (i - 1)S + 1) is _RZ due to the effect of the promotions

1,2,..., (i-1). In addition, the profit from each non-promotion period is bounded

above by 1. We obtain:

POPn(7 ) < T - L + Z(AI + R2 + ---. + Rn).
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Proof of Step 3. Consider the following price vector:

p ( qK q O,.. K QO...qK 0Oq 0

M times M times M times

Note that p is feasible for POP. Note that all the successive promotions are

separated by at least M periods so that each pair of promotions of p does not

interact. Therefore, the profit induced by the i-th promotion in p (at time t

(i - 1)M +1) is Z. As a result, we obtain the following lower bound for the POP

profit of p:

POP(p) > nZ.

This also provides us a lower bound for the optimal POP profit:

POP(p Pop) > POP.(p) > nZ.

Proof of Step 4. We show that is both a lower and upper bound of the

limit. First, using Theorem 4.6.1 for POP", we have:

POP"(ppo) - _

By taking the limit when n -+ oo on both sides:

POP") (pVP) 1 1
lim" <lim-=-.

n-+oo POPn( p') - n-+oo R

By using Steps 2 and 3, we obtain:

Pop1(p:OP) n - 100nY
him -> Jim

n-+oo POP"(pn') - n-oo nM + lOnY(R1 +R+---+ R)

lim 1 1
-+ +i -+& ---B. R

100nY n
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In the last equality, we have used the fact that if (a,)' converges to a finite

limit a, then (Z1 a/n) , also converges to a.

0

4.D Proof of Proposition 4.6.6

Proof. Without loss of generality, we consider the case with the costs equal to zero, i.e.,

ct = 0; Vt. We next show that both sides of equation (4.24) at each time period t are

equal. Let us define the quantities ei = gtt(qki) for t > ti that capture the demand

reduction at time t due to the earlier promotion qki at time ti. Let LP and POP

denote the LP approximation and POP objectives at time t respectively. Consider a

price vector of the form: P{(tk)., The LP approximation evaluated at this

price vector is given by:

LP(p1(t1,h),...,(t 1) = POP(p') + [q1POP(p(k',,) - POP(p)]
=1

The POP objective using the single promotion (ti, k,) is given by:

POP(p(-,k)) = qfi(q) + - q-fk- 1 (q0) q'ft,(q1)

q0 [fti+ (q0) + et+ 1] + --- + q0 IfT(qO) +

In addition, we have: POP(pT) = 12 q~ft(qO). We next divide the analysis depending

whether a promotion occurs at time t or not.

Case 1: Time t is not a promotion period, so that t is between two consecutive

promotion periods ti < t < ti+1 (or t is after the last promotion). In this case, we have:

POP = q0 [ft(qO) + el + - - -+ el]. The LP objective at time t is given by:

LP = qoft(q0) + (0[ft(qo) + ef] - qoft(qo)) = 40 [ft(q0) + el + - + e]. (4.36)
j1
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As a result, at each time t without a promotion, we have POP = LP and hence

equation (4.24) is satisfied. We next consider the second case.

Case 2: Time t is a promotion period, i.e., t = ti for some i. In this case, we obtain:

POPt~ qf (q )+ +-+e] (4.37)

The LP objective at time t is composed of three different parts. First, if t, < t, then

the contribution of POP(p(t, t)) at time t is equal to: q0 [ft(qO) + et]. Second, if

t= t = ti, then the contribution of POP(p(t,,)) at time t is equal to: qkifts(qA).

Third, if tj > t, then the contribution of POP(p(t,,4)) at time t is the same as the

contribution of POP(p0 ) at time t. Therefore, in a similar way as in equation (4.36),

the LP objective at time t can be written as:

LP = qe{ + q- f4(qki). (4.38)
j1

By comparing equations (4.37) and (4.38), one can see that equation (4.24) is satisfied

and this concludes the proof of the first claim.

The second claim is a consequence of the first one. The first inequality follows from

the facts that #a - q < 0 and gt.-. (g) < 0. The second inequality follows from the

facts that 0 > q# - q0 > qK - q0 , and t, - ti (j - i)(S + 1) (from the constraints

on separating periods between successive promotions). By using the properties of the

functions gk from Assumption 12, we obtain: 0 > gt.-(qkI) g(j-i)(s+i1)(qK).

4.E Proofs of Tightness for Additive Demand

1. Lower bound

Proof. In the case when S > M, we know from Proposition 4.5.1 that an optimal

solution of the LP is also an optimal solution of the POP. Thus, the result holds in this

case.
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In the case when S < M, we will construct a POP problem:

POP((q), (fif 1, (Ct)T , (gm)M=1, L, S),

and a price vector p*, which we will show is both an LP optimal solution and a POP

optimal solution. Let T = L(M + 1). Let us define the price vector p* by:

qK t E U,

={qO toU.

LetU= {1,(M+1)+1,2(M+1)+,..., (L - 1)(M + 1)+1} denote the promotion

periods of p*.

Let us define Y = _g(qK) and Z = (L + 1)qOY/qK and the demand functions

ft to be:

Z if t E U and pt =qK7

Mpt) Y otherwise.

Note that for any feasible price vector p, the demand at each time is nonnegative. Let

us define the costs ct = 0, Vt = 1,... , T. We prove the proposition by the following

steps:

Step 1: We show that an optimal LP solution is the price vector p =

Step 2: We show that an optimal POP solution is the price vector p'O" p

Proof of Step 1 By defintion, we have: POP(p{(t, K)}) -POP(pO) = qKZ- q0 -

q0Y for t E U. The first term is the period t profit of POP(p{(t, K)}), the second term

is the period t profit of POP(pO), and the third term is the reduction in profit of periods

t + 1, ... , t + M of POP(p{(t, K)}) due to the promotion in period t. Therefore, the
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LP coefficients as defined in (4.6) are:

qKZ-2q0Y> iftEU,k=K

<0 otherwise

The LP optimal solution selects at most L of'yt, for k = 1,... , K to be 1. Consequently,

the optimal LP objective is bounded above by Tq0Y + L(qKZ - 2q0Y). In fact, the

following y* corresponding to p* achieves this bound and is therefore optimal:

1 iftEU,k=K

71 if t f U7k = 0

0 otherwise

We conclude that pLP*.

Proof of Step 2 We show that for any feasible price vector p, we have POP(p*)

POP(p). Observe that the POP profit for p* is given by:

POP(p*) = LqKZ + (T - L)q0Y - LqOY.

In particular, the first term corresponds to the profit from the promotion periods U and

the second term is the profit from the non-promotion periods T \ U before promotions.

Finally, the third term represents the reduction in profit during the non-promotion

periods due to the promotions in U.

Let POP be the POP(p) profit at period t. If we promote at time t E U using the

price qK, then POPt = qKZ and otherwise, POP q0Y. For any p = p*, p has at

most L - 1 promotions at the time periods t E U. Therefore, we obtain: POP(p)

(L - 1)qKZ (T - L + 1)q0Y. The first term results from the promotions during the

periods in U, whereas the second term comes from the non-promotion periods. One
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can see that:

POP(p*) - POP(p) = LqKZ + (T - L)qoY - Lq*Y - [(L -1)qKZ + (T - L + 1)q0Yj

=q KZ_ (L +1)q 0Y > 0

from the definition of Z. Therefore, POP(p*) POP(p) as desired. 0

2. Upper bound

Proof. In the case when S > M, we know from Proposition 4.5.1 that an optimal

solution of the LP is also an optimal solution of the POP. We also know from equation

(4.22) that R = 0. Thus, the result holds in this case.

In the case when S < M, we will construct a POP problem:

an optimal LP price vector pLP, and an optimal POP price vector p" "', such that

POP(p, 0P') = POP(pL) +R. Let T = (M + 1)L. Let us define Y = 21]g (qK

Z = (L + 1)qOY/qK and the demand functions ft to be:

Z if1<t<LM+1andpt=qK
ft (Ae)=

Y otherwise.

Note that for any feasible price vector p, the demand at each time is nonnegative. We

prove the proposition by the following steps:

Step 1: We show that the following price vector is an optimal LP solution:

LP =qK 0 Oqq K O O q K q qO

M times M times M times
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Step 2: We show that the following price vector is an optimal POP solution:

p POP (qKq . q0 K7O O K O 
,..., q0

S times S times T-(L-I)(S+1>-1 times

Step 3: We show that POP(p )= -Pp(pL + R which concludes the proof.

Proof of Step 1. By definition, we have:

POP(p{(t, K)}) - POP(p) = qKZ - q0Y - qeY

for t E U. The first term is the period t profit of POP(p{(t, K)}), the second term is

the period t profit of POP(pQ), and the third term is the reduction in profit of periods

t + 1,..., t + M of POP(p{(t, K)}) due to the promotion in period t. Therefore, the

LP coefficients as defined in (4.6) are:

qKZ-2qoY> iftEU,k=K
t =

<0 otherwise

The LP optimal solution selects at most L of -y, for k = 1,... , K to be 1. Consequently,

the optimal LP objective is bounded above by Tq0 Y + L(qKZ - 2q0 Y). In fact, the

following 7 LP corresponding to pLP achieves this bound and is therefore optimal:

1 iftEU,k=K

(P 1 iftoU,k=0

0 otherwise

We conclude that pLP is an optimal solution to LP. Note that because any two pro-

motions are separated by at least M periods, ER(pLP) = 0 and then from Proposition
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4.6.6:

POP(pLP) = LP(pLP). (4.39)

Proof of Step 2. By using Proposition 4.6.6, we know that for any feasible price

vector p: POP(p) = LP(p) + ER(p). One can see that LP(p) LP(p"OP). Indeed,

we note that the price vector p"P is also optimal for the LP by using a similar argument

as for pLP. In other words, in this case, both pLP and pP'O are optimal LP solutions.

By using the definition of R from (4.22), one can see that ER(p) R for all feasible

p. In other words, R corresponds to the largest possible error term. In addition, we

have in this case: ER(ppop) = W by construction. Since LP(p) LP(pPOP) and

ER(p) ER(pA 0O) for any p, we obtain POP(p) POP(pIOP) for any p so that

PPOP is an optimal POP solution. In addition, we have shown that:

POP(ppop) = LP(p"p') + . (4.40)

Proof of Step 3. In the proof of Step 2 we have shown that LP(p LP) = LP(p"P0 ).

Combining this equation with (4.39) and (4.40) gives us the desired result. 0

4.F Additive demand: illustrating the bounds

In what follows, we test numerically the upper bound for the additive model from

Section 4.6.2 by varying the different model parameters. In Figures 4.F.1, 4.F.2 and

4.F.3, the demand model is given by: dt(p) = 30 - 50pt + 15p- + 10P-2 + 5pt-3-

Dependence on separating periods: In Figure 4.F.1, we vary the number of sep-

arating periods S. We make the following observations: a) As one would expect from

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S > M = 4. b) As expected, as S increases, the upper bound 1 + /POP(7 LP) de-

creases. Indeed, the larger is S, the more separated promotions are and as a result, it
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- POP('tO')
pOp(7 LP) +-POP( )/P0P(7LOP)
Do Nothing -- 1+ R/pOp(yLP)

108
* 1.01

134 0
106'

I 1

5 10 15 5 10 15
Separating Periods Separating Periods

(a) Profits (b) Profit ratio

Figure 4.F.1: Results of Additive Demand Model (Varying Separation)

Note. Example parameters: L =3, Q = {1,0.95,0.90,0.85,0.80,0.75,0.70}.

reduces the interaction between promotions which are neglected in the LP approxima-

tion. c) For any value of S, the upper bound on the relative optimality gap (between

the POP objective at optimality versus evaluated at the LP approximation solution)

is at most 2.5%, whereas the realized one is less than 1.5%. In practice, typically the

number of separating periods is at least 2.

Dependence on the number of promotions allowed: In Figure 4.F.2, we vary

the number of promotions allowed L. We make the following observations: a) As one

would expect from Proposition 4.5.1, the LP approximation coincides with the optimal

POP solution for L = 1. b) For L < 6 (recall that T = 13), the upper bound on

the relative optimality gap is at most 10%. As expected, the upper bound increases

as L increases. This follows from the definition of W in Theorem 4.6.5. Unlike the

multiplicative case for which R was asymptotically converging as L increases; in the

additive case, W can grow to infinity as L increases.
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- POP(YPQP)

- Pop(,LP)

Do Nothing

02

0

1.04

1.02

1

-+-p( 9PgOP)/pp( 7 LP)
-- 1+ /POP( yLP)

7

- -

- -

0 1 2 3 4 0 1 2 3 4
Promotion Limit Promotion Limit

(a) Profits (b) Profit ratio

Figure 4.F.2: Results of Additive Demand Model (Varying Promotion Limit)

Note. Example parameters: S= 0, Q = {1, 0.95,0.90,0.85,0.80,0.75,0.70}.

POp(7 POP)
-- POP(LP)

-w- Do Nothing

I I I

0.6 0.8
Minimum Price

(a) Profits

42
-p4

1.08

1.06

1.04

1.02

1

1 0.6 0.8
Minimum Price

(b) Profit ratio

Figure 4.F.3: Results of Additive Demand Model (Varying Minimum Price)

Note. Example parameters: L = 3, S= 0.
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Dependence on the minimal price of the price ladder: In Figure 4.F.3, we

vary the minimum promotion price qK. We make the following observations: a) As

one would expect, the LP approximation coincides with the optimal POP solution for

qK , i.e., the promotion price is equal to the regular price at all times. b) The upper

bound on the relative optimality gap is at most 2.5%. From the definition of R in

Theorem 4.6.5, one can see that the additive contribution 7 increases as qK decreases.

-e-POP1OP)

p- p(yLP) -POP(YO P)/POPP(LP)
Do Nothing - 1+ W/POP(# )

140 1.04
0130 -4.

20 1.02

110

0 2 4 6 0 2 4 6
Memory Memory

(a) Profits (b) Profit ratio

Figure 4.F.4: Results of Additive Demand Model (Varying Memory)

Note. Example parmeters:dt(p) =30-(20+20M)pt+20pt-1+20pt.-2+- --+20pt-m,
L = 3,S = 0.

Dependence on the length of the memory: In Figure 4.F.4, we vary the mem-

ory parameter M. Note that in this example, we have chosen equal coefficients for

gi,.2,...,- 7gm, as a "worst case"' so that past prices have a uniformly strong effect on

current demand. We make the following observations: a) As one would expect from

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S ;> M, i.e., M = 0. b) The upper bound on the relative optimality gap is at most 4.5%.

From the definition of W -in Theorem4.6.5, one can see that W increases with M, until

it hits the constraint on the limited number of promotions (in this case is L = 3). In
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particular, we have two cases. When M < L, increasing the memory parameter by one

unit will increase R. Indeed, from the definition of W, some of the terms g0-j)(S+j)(qK)

will switch from zero to a negative value. When M > L, increasing the memory pa-

rameter by one one will not increase . In this case, the terms g(-)(s+1 )(qK) do not

change.

4.G Unified demand: illustrating the bounds

In what follows, we test numerically the upper bounds for the unified model from

Section 4.6.3 by varying the different parameters of the model. In Figures 4.G.1, 4.G.2

and 4.G.3, the demand model is given by: dt(p) = 0.5d (p) + 0.5d'""(p), where:

dmlit(p) = 10p~ 4ptdipt? 2aI-4, da(p) = 30 - 50pt + 15p-1 + 0P-2 + 5pt-3. We

next illustrate both upper bounds UB1 and UB2 from equations (4.31) and (4.30)

respectively as well as the performance of the LP approximation for the above unified

demand model.

-*POP('YP0') -ePOP(-YPOF)1POP(-Y )
POP(f'P) + UB1POP(yLP)
Do Nothing + UB2fPOP(yLP)

115 1La* E1.24

110

105 1
I I I

5 10 15 5 10
Separating Periods Separating Periods

(a) Profits (b) Profit ratio

Figure 4.G.1: Results of Unified Demand Model (Varying Separation)

Note. Example parameters: L = 3, Q = {1,0.95,0.90,0.85,0.80,0.75,0.70}.
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Dependence on separating periods: In Figure 4.G.1, we vary the number of sep-

arating periods S. We make the following observations: a) As one would expect from

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S > M = 4. b) As expected, as S increases, the upper bound 1 + W/POP(-rLP)

decreases. Indeed, the larger is S, the more separated promotions are and hence it

reduces the interaction between promotions neglected in the LP approximation. c) For

any value of S, the upper bound UB1 on the relative optiniality gap (between the POP

objective at optimality versus evaluated at the LP approximation solution) is less than

4%. In practice, typically the number of separating periods is at least 2.

--*POP('0) P-- pOp( 7POP)/POP(LP)
POP(LP) - UBIPOP(-y")

-*- Do Nothing UB2/POP(-f)

120- 1.3

3 115 -1.2 -

04

110 1.1

105 1

0 2 4 6 0 2 4 6
Promotion Limit Promotion Limit

(a) Profits (b) Profit ratio

Figure 4.G.2: Results of Unified Demand Model (Varying Promotion Limit)

Note. Example parameters: S = 1, Q = {1,0.95,0.90,0.85,0.80,0.75,0.70}.

Dependence on the number of promotions allowed: In Figure 4.G.2, we vary

the number of promotions allowed L. We make the following observations: a) As

one would expect from Proposition 4.5.1, the LP approximation coincides with the

optimal POP solution for L = 1. b) For L < 6 (recall that T = 13), the upper

bound UB1 on the relative optimality gap is at most 9%. However, the upper bound

will continue to grow with L. This follows from the additive part of the demand for
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which R in (4.22) is increasing with L. Unlike the multiplicative case for which R was

asymptotically converging as L increases; in the additive case, R can grow to infinity

as L increases. Consequently, for any unified model with 0 < A < 1, the additive upper

bound contribution will grow with respect to L.

-p-POP(7p0) POP(POP)/POP(-7 LP)
- PO P(YLP) - UB1/POP(-y'L)

Do Nothing -+- UB2/POP(-t)

130

.2 1.4
120

1.2

110

0.6 0.8 1 0.6 0.8 1
Minimum Price Minimum Price

(a) Profits (b) Profit ratio

Figure 4.G.3: Results of Unified Demand Model (Varying Minimum Price)

Note. Example parameters: L = 3, S = 1.

Dependence on the minimal price of the price ladder: In Figure 4.G.3, we

vary the minimum promotion price qK. We make the following observations: a) As one

would expect, the LP approximation coincides with the optimal POP solution when

q = 1, i.e., the promotion price is equal to the regular price at all times. b) The upper

bound UB1 on the relative optimality gap is at most 11%. FRom the definition of 1? in

Theorem 4.6.5, one can see that B increases as qK decreases.

Dependence on the length of the memory: In Figure 4.G.4, we vary the mem-

ory parameter M. Note that in this example, we have chosen equal coefficients for

91, 92, - - -, M, as a "worst case" so that past prices also have a uniformly strong effect

on current demand. We make the following observations: a) As one would expect from
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-+POp(OP(W) pop(7 POP)/p~p(7 LP)
p- p(yLP) --- UBI/POP(7 LP)
Do Nothing -- UB2/POP(-L)

130

1.15-
0

120

54-D

110-10

0 2 4 6 0 2 4 6
Memory Memory

(a) Profits (b) Profit ratio

Figure 4.G.4: Results of Unified Demand Model (Varying Memory)

Note. Example parameters: dt(p) = 0.5(1Wp,-p P-2 --P fu) + 0.5[30 - (20 +

20M)pt + 20pt-1+ 20pt- + --+. 20pt-, L = 3,S = 1.

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S > M, i.e., M = 0. b) The upper bound UB1 on the relative optimality gap is at

most 5%. From the definition of 1in (4.22), one can see that the additive contribution

R increases with M, until it hits the constraint on the limited number of promotions

(in this case is L = 3). In particular, we have two cases. When M < L, increasing the

memory parameter by one unit will increase R. Indeed, from the definition of R, some

of the terms g90-)(s+1 )(qK) will switch from zero to a negative value. When M > L,

increasing the memory parameter by one one will not increase R. In this case, the

terms g(jj)(S+1 )(qK) do not change.

Dependence on the the parameter A: Note that when A is set to either 0 or 1, we

retrieve the bounds for the additive and multiplicative models respectively. As one can

see from Figure 4.G.5, the upper bound, UB1 is better than the second bound UB2 for

any value of 0 < A < 1. In addition, the upper bound UB1 achieves its worst value of

4.5% when A = 0.3 for which the model is a mixture of both demand forms. In other
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e-POP(1'POP)

POP(tfh)
-- Do Nothing

I I I I

.2

1.2

1.1

1

-p-POP0)/POP(7LP)
--- UB1/POP(-L)

- UB21POP

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Lambda Lambda

(a) Profits (b) Profit ratio

Figure 4.G.5: Results of Unified Demand Model (Varying A)

Note. Example parameters: dm1u(p) = P4 Pi -. - - M' a p 30 -2pt +
2pt- 1+ + 2pt-m, dt(p) = AdlUf(p) + (1 - A)dacd(p), L = 3,S =1.

words, the bound is better when computed for each segment separately but achieves its

worst case for some given combination of both segments (in this case, A = 0.3).
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-*-w- POP(,POP)

+ POP(LP)
Do Nothing

40 1 2 3
Promotion Limit

(a) Profits

.4

1

-+-POP(POP)/pOp(LP)
1+ /POP(LP)

I I I-

-

40 1 2 3
Promotion Limit

(b) Profit ratio

Figure 4.F.2: Results of Additive Demand Model (Varying Promotion Limit)

Note. Example parameters: S =0, Q = {1, 0.95,0.90,0.85,0.80,0.75,0.70}.

-- POP(,POP)

- pop(LP)
-a-Do Nothing

-+- POP(-YPOP)pOp(.,LP)
-U- 1+ /POP(YLP)

- --~ -

0.6 0.8
Minimum Price

(a) Profits

1

A4

1.08

1.06

1.04

1.02

1

0.6 0.8
Minimum Price

(b) Profit ratio

Figure 4.F.3: Results of Additive Demand Model (Varying Minimum Price)

Note. Example parameters: L =3, S= 0.
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Dependence on the minimal price of the price ladder: In Figure 4.F.3, we

vary the minimum promotion price qK. We make the following observations: a) As

one would expect, the LP approximation coincides with the optimal POP solution for

qK = 1, i.e., the promotion price is equal to the regular price at all times. b) The upper

bound on the relative optimality gap is at most 2.5%. From the definition of W in

Theorem 4.6.5, one can see that the additive contribution R increases as qK decreases.

-U- POP(LP0) -e-POP(tPOP)/pP( LP)
Do Nothing 1+ 7/POP((YLP)

140 1.1.04

130 - .

0 .1.02s120-

110-

0 2 4 6 0 2 4 6
Memory Memory

(a) Profits (b) Profit ratio

Figure 4.F.4: Results of Additive Demand Model (Varying Memory)

Note. Example parameters: dt(p) = 30-(20+20M)pt+20pt-1+20pt-2+- - -+20pt-m,
L = 3,S= 0.

Dependence on the length of the memory: In Figure 4.F.4, we vary the mem-

ory parameter M. Note that in this example, we have chosen equal coefficients for

91,92, - gm , as a "worst case" so that past prices have a uniformly strong effect on

current demand. We make the following observations: a) As one would expect from

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S > M, i.e., M = 0. b) The upper bound on the relative optimality gap is at most 4.5%.

From the definition of 1 in Theorem4.6.5, one can see that R increases with M, until

it hits the constraint on the limited number of promotions (in this case is L = 3). In
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particular, we have two cases. When M < L, increasing the memory parameter by one

unit will increase W. Indeed, from the definition of R, some of the terms g-i)(s+1) (qK)

will switch from zero to a negative value. When M > L, increasing the memory pa-

rameter by one one will not increase R. In this case, the terms gU.-)(s+ 1)(qK) do not

change.

4.G Unified demand: illustrating the bounds

In what follows, we test numerically the upper bounds for the unified model from

Section 4.6.3 by varying the different parameters of the model. In Figures 4.G.1, 4.G.2

and 4.G.3, the demand model is given by: dt(p) = 0.5dmUit(p) + 0.5d"(p), where:

dmuft(p) = 10p74P 3dip5l2P d423P, a (P) = 30 - 50p + 15p-1 + 1OPt-2 + 5A-3. We

next illustrate both upper bounds UB1 and UB2 from equations (4.31) and (4.30)

respectively as well as the performance of the LP approximation for the above unified

demand model.

pOp(POP) POP(PO%|POP(7 LP)

- PO P(-YLP) -*- UB1POP(yLP)

-+- Do Nothing -+- UB2/POP(LP)

115 
12

110 -
pA4

105 - -t -i - + + + W

5 10 15 5 10 15
Separating Periods Separating Periods

(a) Profits (b) Profit ratio

Figure 4.G.1: Results of Unified Demand Model (Varying Separation)

Note. Example parameters: L = 3, Q = {1, 0.95,0.90,0.85,0.80,0.75,0.70}.
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Dependence on separating periods: In Figure 4.G.1, we vary the number of sep-

arating periods S. We make the following observations: a) As one would expect from

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S > M = 4. b) As expected, as S increases, the upper bound 1 + R/POP(-f)

decreases. Indeed, the larger is S, the more separated promotions are and hence it

reduces the interaction between promotions neglected in the LP approximation. c) For

any value of S, the upper bound UB1 on the relative optimality gap (between the POP

objective at optimality versus evaluated at the LP approximation solution) is less than

4%. In practice, typically the number of separating periods is at least 2.

+-POP(7" "') .. P0p(PO P)/p p()/ LP)
- PoP(o ) UB1fPOP(7')

Do Nothing UB2/POP(9"')

120 1.3
0

. 115 -1.2
$4a

p4  0
110- - 1.1 -

105 1

0 2 4 6 0 2 4 6
Promotion Limit Promotion Limit

(a) Profits (b) Profit ratio

Figure 4.G.2: Results of Unified Demand Model (Varying Promotion Limit)

Note. Example parameters S = 1, Q = {1, 0.95,0.90,0.85,0.80,0.75,0.70}.

Dependence on the number of promotions allowed: In Figure 4.G.2, we vary

the number of promotions allowed L. We make the following observations: a) As

one would expect from Proposition 4.5.1, the LP approximation coincides with the

optimal POP solution for L = 1. b) For L < 6 (recall that T = 13), the upper

bound UB1 on the relative optimality gap is at most 9%. However, the upper bound

will continue to grow with L. This follows from the additive part of the demand for
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which R in (4.22) is increasing with L. Unlike the multiplicative case for which R was

asymptotically converging as L increases; in the additive case, W can grow to infinity

as L increases. Consequently, for any unified model with 0 < A < 1, the additive upper

bound contribution will grow with respect to L.

-ePop(qtpo) -*~ POpP0O'PO~(P)
- POP(YPO) -- UB1POP(LP)

-a- Do Nothing -e- UB2/POP(7L)

130

.0 1.4-
120-

1.2
110-

1 - -

0.6 0.8 1 0.6 0.8 1

Minimum Price Minimum Price

(a) Profits (b) Profit ratio

Figure 4.G.3: Results of Unified Demand Model (Varying Minimum Price)

Note. Example parameters: L = 3, S =1.

Dependence on the minimal price of the price ladder: In Figure 4.G.3, we

vary the minimum promotion price qK. We make the following observations: a) As one

would expect, the LP approximation coincides with the optimal POP solution when

qK = 1, i.e., the promotion price is equal to the regular price at all times. b) The upper

bound UB1 on the relative optimality gap is at most 11%. From the definition of W in

Theorem 4.6.5, one can see that R increases as qK decreases.

Dependence on the length of the memory: In Figure 4.G.4, we vary the mem-

ory parameter M. Note that in this example, we have chosen equal coefficients for

9i, 92, .. , gM, as a "worst case" so that past prices also have a uniformly strong effect

on current demand. We make the following observations: a) As one would expect from
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POP(1PQP) e-pO -tPPO POP-LP)
pOp(7 LP) - UB1/POP(yLP)

- - Do Nothing UB2POP(L)

130 I

1.15

1200 ~120 1.1
10 4

110 1.05

0 2 4 6 0 2 4 6
Memory Memory

(a) Profits (b) Profit ratio

Figure 4.G.4: Results of Unified Demand Model (Varying Memory)

Note. Example parameters: dt(p) = 0.5(1i-p _ 2 --. 9.2M) + 0.5[30 - (20 +
20M)pt + 20p1+20p-2+--+ 20pt-M, L = 3,S =1.

Proposition 4.5.1, the LP approximation coincides with the optimal POP solution for

S > M i.e., M = 0. b) The upper bound UB1 on the relative optimality gap is at

most 5%. From the definition of R in (4.22), one can see that the additive contribution

R increases with M, until it hits the constraint on the limited number of promotions

(in this case is L = 3). In particular, we have two cases. When M < L, increasing the

memory parameter by one unit will increase R. Indeed, from the definition of R, some

of the terms g(.-j)(s+ 1)(qK) will switch from zero to a negative value. When M > L,

increasing the memory parameter by one one will not increase R. In this case, the

terms g(j-)(S+1 )(qK) do not change.

Dependence on the the parameter A: Note that when A is set to either 0 or 1, we

retrieve the bounds for the additive and multiplicative models respectively. As one can

see from Figure 4.G.5, the upper bound, UB1 is better than the second bound UB2 for

any value of 0 < A < 1. In addition, the upper bound UB1 achieves its worst value of

4.5% when A = 0.3 for which the model is a mixture of both demand forms. In other

216



-+POP(-YPOP)
-- POP(-YL)

-s- Do Nothing

.0

1.2

1.1

1

+POP(7POP)/pOp(-LP)
- UB1/POP(-'y')

- UB2/POP(-L)

-

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8
Lambda Lambda

(a) Profits (b) Profit ratio

Figure 4.G.5: Results of Unified Demand Model (Varying A)

Note. Example parameters: dI"'(p) = 10p4 p02 - - - 2Md, dd = )3--20+
2pte1+ - -+ 2 pt-M, dt(p) = Adu(p)+ (1 - A)dadd(p), L = 3,S= 1.

1

words, the bound is better when computed for each segment separately but achieves its

worst case for some given combination of both segments (in this case, A = 0.3).
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Chapter 5

Conclusions

In this thesis, we applied operations research techniques to address three interesting

and important practical operational problems. Although there are clear differences

that distinguish the three problem settings, I wish to identify the following common

themes that they share.

First, one of the key challenges of being a researcher in the field of operations

research is that of creating a suitable mathematical model to analyze a complex real-

world system. In each of the three settings, we formulated an operational decision as a

mathematical optimization problem. In addition, for the case of the Zambia problem,

it was necessary for us to build a computer simulation model of the Zambia medical

supply chain because the supply chain was too complicated to model using only a

mathematical model.

Second, it is often computationally intractable to compute optimal solutions to

optimization models that arise from practical operational problems (e.g. computing the

optimal promotional price schedule for a grocery retailer). However, with pespiration

and inspiration, one can often derive reasonable bounds or heuristics for the problem,

sometimes with provable near-optimality guarantees.

Finally, over the course of working on these three problems, I relished the experience

of working with real data, as I did not have such an opportunity prior to my doctoral
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studies at MIT. I believe that mathematical models that are connected to real-world

data are more likely to make a positive impact on the world. For instance, we were able

to validate our computer simulation model of the Zambia medical supply chain using

empirical data collected from health facilities in Zambia. This increases our confidence

in the predictions of the computer simulation model.

Although my doctoral thesis is now ebmplete, my hope is to continue to apply

operations research techniques to important and challenging problems faced by our

world. My desire is also to see our research bear fruit not merely as academic papers,

but in improving peoples' health and happiness through improving complex real world

systems.
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