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Abstract

Information asymmetry is a central problem in both computer science and economics. In many fundamental problems, an uninformed principal wants to obtain some knowledge from an untrusted expert. This models several real-world situations, such as a manager's relation with her employees, or the delegation of computational tasks to workers over the internet.

Because the expert is untrusted, the principal needs some guarantee that the provided knowledge is correct. In computer science, this guarantee is usually provided via a proof, which the principal can verify. Thus, a dishonest expert will always get caught and penalized. In many economic settings, the guarantee that the knowledge is correct is usually provided via incentives. That is, a game is played between expert and principal such that the expert maximizes her utility by being honest.

A rational proof is an interactive proof where the prover, Merlin, is neither honest nor malicious, but rational. That is, Merlin acts in order to maximize his own utility. I previously introduced and studied Rational Proofs when the verifier, Arthur, is a probabilistic polynomial-time machine [3].

In this thesis, I characterize super-efficient rational proofs, that is, rational proofs where Arthur runs in logarithmic time. These new rational proofs are very practical. Not only are they much faster than their classical analogues, but they also provide very tangible incentives for the expert to be honest. Arthur only needs a polynomial-size budget, yet he can penalize Merlin by a large quantity if he deviates from the truth.
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Chapter 1

Introduction

Exchanging knowledge for money is central in a market economy. Two concrete examples of knowledge being sold are Amazon's Mechanical Turk, where individuals are paid to solve problems that are impractical to automate, and cloud computing where computational resources are rented from far away servers. In order to fully understand the potential of these markets, we need to develop a theory of delegation of computation to rational agents.

A classical way to delegate computation is by using interactive proofs [5] [19]. An interactive proof system guarantees that (1) there is a way for a prover (colorfully called Merlin) to convince a skeptical verifier (colorfully called Arthur) that a theorem is true, but (2) there is no way (with overwhelming probability) to convince Arthur that a false theorem is true. Accordingly, Arthur can agree to pay Merlin a fixed amount of money (e.g., a thousand dollars) if Merlin manages to convince him that a given computation is correct, and zero dollars otherwise. Interactive proofs can be much faster than traditional proofs which use no interaction. Unfortunately, they are not always as efficient as we would like them to be. This is so because Arthur needs to verify whether Merlin is being honest or dishonest.

Rational proofs [3] are an alternative to interactive proofs where Merlin is neither honest nor arbitrarily malicious. Instead, he is economically motivated and seeks to maximize a monetary reward. Thus, a rational proof system needs to ensure that Merlin maximizes this reward if and only if he honestly reports the correct
answer to Arthur's problem. In such proofs, even though Arthur cannot run the computation himself and cannot even verify whether the provided result is correct, he can surprisingly come up with an easy to evaluate reward function—to be evaluated on Merlin's answer—that is only maximized by Merlin whenever he gives a correct answer.

By considering rational provers, we can significantly improve the efficiency of interactive proofs. Indeed, in this thesis, we present new rational proofs with two strong properties

1. Super-Efficiency. Most of the proofs in this thesis involve a logarithmic time verifier. Furthermore, our super-efficient rational proofs are prover feasible [24]. That is, all provers (including unbounded ones) are incentivized to give an honest answer and the amount of computation required by an honest prover is no larger than the amount required to solve the problem at hand.

2. Bounded Budget. All the rational proofs we present (1) enable Arthur to reward Merlin with a polynomial (in the input length) budget and (2) ensure that Merlin suffers polynomial losses from giving a wrong answer. This gives Merlin very strong incentives to be truthful, and is an improvement over previous rational proofs where Merlin would only lose an exponentially small amount if he deviated from the truth.

Budgets are important when Merlin has costly computation. In particular, assume that every computational step in an algorithm costs Merlin $1. If Merlin can run said algorithm in a polynomial number of steps (say $n^c$ where $n$ is the size of the algorithm's input), his total cost would be $cn^c$. If Merlin does not get compensated for his costs, then he could presumably make a larger profit by giving a default answer that does not cost him anything to compute, such as 0. By giving this answer, he gets some reward and does not have to pay any computational cost. Thus, a properly structured rational proof with polynomial budget must make the difference in reward between a correct answer and an incorrect answer larger than Merlin's computational cost of computing the right answer.
Super-efficiency is also important, as we want to make the verifier exert as little effort as possible. Even when Merlin is a polynomial-time machine, he can still solve problems that a super-efficient Arthur running in logarithmic time cannot solve. For many problems we study in this thesis, there is no known classical proof where Arthur runs in $O(\log n)$ time. However, even when Arthur can run polynomial time algorithms, it is possible that Merlin holds a "trade secret" that allows him to solve problems than Arthur cannot solve. For example, Merlin may have a quantum computer which allows him to factor numbers. Another example is that Merlin may have found an algorithm for the graph non-isomorphism problem. Instead of revealing his algorithm in full, Merlin can sell his knowledge as a service to Arthur using a rational proof. We remark that for these two problems (factoring and graph non-isomorphism), there exist classical interactive proofs which allow Merlin to convince Arthur that his work is correct. However, these proofs require Arthur to use polynomial time to verify the proofs. As mentioned before, all our rational proofs (including for $NP$ and $co-NP$ problems) only require Arthur to use $O(\log n)$ time to compute Merlin's reward.

Our Results In this thesis we study rational proofs where Arthur only uses $O(\log n)$ time and Merlin's reward sensitivity is polynomial in $n$, where $n$ is the size of the input. This allows us to work in a setting where all possible losses from deviating from the truth are larger than $1000$, and where Arthur's budget is a polynomial function $p(n)$ of the problem size $n$.

We focus on three complexity classes:

- **Uniform $TC^0$**. This class is powerful enough to include all multi-variable rational functions of constant degree [20]. More formally, it is the set of languages decidable by uniform, polynomial-size, constant-depth threshold circuit families.

- **$P^{||NP}$**. Finding the largest clique in a graph, finding the maximum number of satisfying assignments in a boolean formula, and finding the maximum of an

---

1
Note that, if we scale rewards by a large enough polynomial factor $q(n)$, we can make Merlin's losses from lying as large as $1000q(n)$, while still keeping Arthur's budget polynomial in $n$. For convenience of notation, we will in most cases normalize the budget so that Merlin loses at least $1000$ when he is dishonest.
arbitrary function \( f : \{0,1\}^{n^{O(1)}} \rightarrow \{1,\ldots,n^{O(1)}\} \) can be reduced to decision problems in \( P^{\text{NP}} \). More formally, this class is the set of languages decidable by a polynomial time machine that can make parallel queries to an NP oracle.

Let us emphasize that this class also includes all problems in co-\( NP \), which do not admit constant-round classical interactive proofs even when Arthur is allowed to use polynomial time.\(^2\) In contrast, the rational proofs that we give for this class, will always have a single round of interaction.

- \( P^{\text{MA}} \). This is the analogue of \( P^{\text{NP}} \) where instead of making queries to an NP oracle, we can make queries to an even "more powerful" oracle.

In particular, we prove that

1. Uniform \( TC^0 \) coincides with the set of languages \( L \) that admit a rational proof with an \( O(\log n) \)-time Arthur, \( O(\log n) \) communication, a constant number of rounds and a polynomial-size budget.

2. \( P^{\text{NP}} \) coincides with the set of languages having a rational proof with an \( O(\log n) \)-time Arthur, \( poly(n) \) communication, one round, and a polynomial-size budget.

3. \( P^{\text{MA}} \) coincides with the set of languages having a rational proof with a poly-time Arthur, \( poly(n) \) communication, one round, and a polynomial-size budget.

**Remarks** When Arthur has logarithmic time, he can only query a few bits of Merlin’s messages via random access. This is the same model of interaction as that given in Probabilistically Checkable Proofs (PCPs). Our second result thus says that "rational PCPs" can be much more efficient than traditional PCPs. Indeed, in classical PCPs the verifier —although reading very few of the bits transmitted by the prover— runs in time at least linear in \( n \), whereas our verifier runs in time \( O(\log n) \).

Our third result gives a limit on the power of polynomial budget rational proofs, and makes explicit the intuition that, in order to give rational proofs for \( \#P \) or higher classes one needs an exponential budget (under standard complexity theoretic assumptions).

\(^2\)More precisely, if co-\( NP \) admitted constant round interactive proofs, the polynomial hierarchy would collapse. This is not believed to be true under standard complexity theoretic assumptions.
Chapter 2

Related Work

Rational Proofs for high complexity classes  A previous paper [3] introduced rational proofs and showed that the complexity class $\#P$ admitted one-round rational proofs. We also showed that the languages admitting constant round rational proofs are exactly those in the counting hierarchy $CH$. In this thesis, I extend these previous results by giving characterizations of (relatively) lower complexity classes such as $TC^0$, $P^{||NP}$ and $P^{||MA}$. Our previous rational proofs for $CH$ required Merlin to be sensitive to exponentially small losses in reward, and they required Arthur to be a polynomial time machine. In contrast, the new rational proofs that I present in this thesis only require Merlin to be sensitive to polynomially large differences in reward, and (for $TC^0$ and $P^{||NP}$) only require Arthur to do logarithmic time computations.

Interactive Proofs  Interactive Proofs were introduced by Goldwasser, Micali and Rackoff [19] and by Babai and Moran [5], from whom we have borrowed the Arthur-Merlin terminology. In both these papers, Arthur is assumed to be a polynomial time machine. Many ways of weakening Arthur's computational requirements have been considered, including, but not limited to, the work of Dwork and Stockmeyer [13][14], who have studied interactive proofs with verifiers that are probabilistic finite state automata, and the work of Condon and Lipton [11], who study interactive proofs for space bounded verifiers.

A closer point of comparison for our proofs of circuit evaluation are Goldwasser,
Kalai, and Rothblum’s notions and techniques for interactive proofs for muggles. [27]. Their main result gives interactive proofs for uniform $NC$ circuits of size $S(n)$ and depth $d(n)$, where the verifier acts in time $(n + d(n)) \cdot polylog(S(n))$ and the prover acts in time $poly(S(n))$. In contrast, by switching to a rational model, we can give interactive proofs for more general uniform $TC$ circuits, and reduce the verifier time to $O(d(n) \log(n))$.

For the rational proof characterization of $P^{||NP}$, the relevant point of comparison is the literature on probabilistically checkable proofs (PCPs) [1][16][2], and holographic proofs [4]. Here, in essence, to prove that an $n$-bit string $x$ belongs to an $NP$ language $L$, the prover provides the verifier with a $poly(n)$ bit string, which is sampled at a constant number of locations by a verifier who then performs a polynomial time computation.\(^1\) As already mentioned in the introduction, in our case, Arthur not only reads only $O(\log n)$ bits, but also performs only $O(\log n)$ computation.

There are other alternative models of PCPs which have weak verifiers. Batu, Rubinfeld and White [8] and Ergun, Kumar and Rubinfeld [15] study a variant of PCPs, where the solutions to the given problems are only approximate solutions. In this setting, and for many problems of interest, they give PCPs which can be verified in polylogarithmic time.

In addition, the notion of committing the computation of a circuit, and then allowing the verifier to locally de-commit and check it, is deeply rooted in the cryptographic literature. In particular, CS Proofs [21, 24] present a variant of this approach that allows for just a logarithmic amount of communication, but still requiring a polynomial amount of computation from the verifier. We also remark that, by switching to the rational model, we do not need to make any cryptographic assumptions.

**Optimization Problems** One of the main results in this thesis is a characterization of $P^{||NP}$ in terms of super-efficient rational proofs. There are other characterizations of $P^{||NP}$, especially in terms of optimization problems. First, we remark that it is well known that $P^{||NP} = P^{NP[O(\log n)]}$, the class of languages decidable in polynomial

\(^1\)It is important that this polynomial only depends on the input size $|x|$, but not on the language $L$ for which the proof is given.
time with $O(\log n)$ queries to an $NP$ oracle. Furthermore, Krentel [23] shows that
the corresponding function class $FP^{NP[O(\log n)]}$ is equal to $OptP[O(\log n)] = \{y(\cdot) : y(x) = \arg\max_y f(x, y)\}$ where $f(x, y)$ is computable in polynomial time and can be written with $x(|x|)$ bits. That is, for any function $g(x) \in FP^{NP[O(\log n)]}$, there exists another function $f(x, y)$ computable in polynomial time and taking polynomially many different values such that $g(x) = \arg\max_y f(x, y)$.

One immediate consequence of this characterization is that we can give the following informal rational proof for it. Given a function $g$ which we want to evaluate on input $x$, ask Merlin for a value $y$, allegedly equal to $g(x)$. In order to incentivize Merlin to give the correct answer, give him a reward equal to $f(x, y)$. This is a rational proof with polynomial budget, and can be used to give polynomial budget rational proofs for $P\|NP$. However, it is not super-efficient. Arthur needs to evaluate the function $f(x, y)$, which can take polynomial time. While the above rational proof is simple, and recasts optimization problems as a tool to obtain trust from incentives, we also give a more sophisticated rational proof for $P\|NP$, one which only requires Arthur to act in logarithmic time, an exponential savings in verifier time.

Game-Theoretic Characterizations of Complexity Classes Rational proofs are not the first characterization of complexity classes in terms of the actions of economic agents. Most of the existing work focuses on the complexity of finding properties of games with two or more players, each of whom has at least polynomial time to act. In contrast, the results in this thesis focus on an honest logarithmic time referee (Arthur) who interacts with a single utility-maximizing agent (Merlin). Furthermore, and to the best of my knowledge, these results are the first to give game-theoretic characterizations of "low" complexity classes such as $TC^0$. In the following paragraphs, we give a brief (and by no means exhaustive) summary of work in this area.

The idea of a referee interacting with utility-maximizing players has been explored by Feige and Kilian [17]. They define the class $RG(k)$ of languages that can be decided
by a polynomial-time verifier who "pits two experts against each other." That is, one prover is honest, the other one is dishonest, and the referee needs to determine which one's which. This can be interpreted as deciding which player is the winner in a zero-sum game with $k$ rounds.

Kol and Raz [22] combine the refereed games framework with interactive proofs for muggles. That is, they give two-prover proofs for circuits and delegation of computation, where one prover is honest and the other one dishonest. Their results imply that for a uniform $NC$ circuit of depth $d$ and size $S$, one can give an interactive proof with $r$ rounds where the verifier complexity is $d^{\frac{2}{3}}polylog(S)$.

Feigenbaum, Koller and Shor [18] give a framework to characterize complexity classes based on two-player games with imperfect information and imperfect recall. They show that languages in $EXP$ and $co-NEXP$ can be characterized as games where players have imperfect information (and one player has imperfect recall). They also apply their framework to characterizations of $PSPACE$ in terms of games.

As mentioned above, all of the work on refereed games and debates involves a referee encouraging two experts to participate in a zero-sum game, whereas the rational proofs model concerns only one expert. A closer point of comparison is Papadimitriou's characterization of $PSPACE$ in terms of games against nature [25]. He introduces the problem of stochastic satisfiability, where a player and "nature" alternate assigning boolean variables in a random formula (with the player seeking to make the formula satisfied), and shows that this problem is $PSPACE$-complete.

One can also give game-theoretic characterizations of complexity classes in terms of properties of non-zero sum games. Schoenebeck and Vadhan [26] give characterizations of $P^{#P}$, $co-NP^{#P}$ and $co-NP$ in terms of deciding whether a profile of strategies is an exact equilibria in games defined by succinct boolean circuits. The problem of deciding whether a profile of strategies is an approximate Nash equilibrium characterizes classes such as $P^{BPP}$ and $co-NP^{BPP}$. Other game-theoretic problems on concise games characterize different classes such as $NEXP$ and $MA$. We refer the reader to their work for more details. Daskalakis, Goldberg and Papadimitriou [12] show that finding an $\epsilon$-Nash equilibrium on graphical games with 4 players is complete for the
complexity class PPAD. Chen and Deng [10] extend this result to graphical games with 2 players.
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Preliminaries

Strings and Circuits  Given a string $x \in \{0, 1\}^*$, $|x|$ represents the description length of $x$. A circuit family $\{C_n\}_{n=1}^\infty$ is a sequence of boolean circuits such that $C_n : \{0, 1\}^n \rightarrow \{0, 1\}$.

DLOGTIME Uniformity  Because Arthur will be computationally limited, he may not be able to handle arbitrary non-uniform circuits. This is why we will require our circuits families to be uniform. Traditionally, a circuit family is said to be DLOGTIME-uniform if the connection language

$$\{(1^n, g, h, i) : h \text{ is the } i^{th} \text{ input gate to } g \text{ in } C_n\} \cup \{(1^n, g, t) : g \text{ is a gate of type } t \text{ in } C_n\}$$

is decidable in logarithmic time [7]. This is a decision version of uniformity. We will use a search variant of this definition, that enables us to make our results tight. (For notational convenience we actually treat output and input wires as gates, so that all wires run from gates to gates. A gate representing the $i^{th}$ input $x_i$ takes no arguments and produces the output $x_i$.)

**Definition 1.** Let $t : \mathbb{N} \rightarrow \mathbb{N}$ be a time-constructible function. A circuit family $\{C_n\}_{n=1}^\infty$ is $t(n)$-search uniform if there exists a Turing Machine $M$ running in time $t(n)$ such that

- On input $(1^n, OUTPUT)$, $M$ outputs a pointer to the output gate of $C_n$. 
• On input \((1^n, g, i)\), where \(g\) is a pointer to a gate and \(i\) is an integer, \(M\) outputs a pointer to the \(i^{th}\) input of gate \(g\).

• On input \((1^n, g)\), where \(g\) is a pointer to a gate, \(M\) outputs the type of gate \(g\). The types of possible gates are AND, OR, NOT, THRESHOLD and INPUT. Furthermore, if \(g\) is an input gate then \(M\) outputs which input \(x_i\) it corresponds to.

We denote by \(\text{Search - Uniform} - \text{TC}_d\) the class of \(\text{DLOGTIME}\)-Search-Uniform threshold circuits of depth \(d\) and by \(\text{Search - Uniform} - \text{TC}_0\) the class of \(\text{DLOGTIME}\)-Search-Uniform threshold circuits of constant depth.

Rational Proofs for Circuits Given an input \(x\) of length \(n\), and a circuit \(C : \{0, 1\}^n \rightarrow \{0, 1\}\), we can define a rational proof that \(C(x) = y\). Informally, Arthur and Merlin perform several rounds of interaction. After this interaction is complete, Arthur should be able to

1. Quickly compute the value of \(C(x)\).

2. Quickly compute a reward \(R(x, T)\) for Merlin which depends on the input \(x\), and the transcript \(T\) from Merlin and Arthur’s communication.

Merlin should be incentivized to always act truthfully. That is, if the protocol up to round \(k\) has followed a truthful execution, then Merlin will maximize his expected reward in the future by following the protocol truthfully at round \(k + 1\).

More formally, we can define Interactive Protocols and resource-bounded rational interactive proofs as follows.

Definition 2 (Interactive Protocols). A \(k\)-round interactive protocol consists of two randomized functions \(P, V : \{0, 1\}^* \rightarrow \{0, 1\}^*\). Given an input \(x\) and a round \(i\), they define the transcript \(T_i\), the prover’s view \(P_i\), the verifier’s view \(V_i\), the prover’s message \(a_i\) and the verifier’s message \(b_i\) as follows:

Set \(T_0, V_0, P_0 = \{x\}\). Then, for \(i = 1\) to \(k\),
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• \( P_i \triangleq (P_{i-1}, T_{i-1}, r_i) \), where \( r_i \) is a sequence of random coin tosses, and \( a_i \triangleq P(P_i) \).

• \( V_i \triangleq (V_{i-1}, T_{i-1}, s_i, a_i) \), where \( s_i \) is a sequence of random coin tosses, and \( b_i \triangleq V(V_i) \).

• \( T_i \triangleq (T_{i-1}, a_i, b_i) \).

We use the term honest transcript of \((P, V)\) on input \( x \) for any \( T_k \) computed using this protocol on input \( x \).

The protocol is public-coin if, for every round \( i \), Arthur’s message \( b_i \) at round \( i \) consists of just his random coins \( s_i \). Given fixed coin tosses \( b = (b_1, ..., b_k) \), and an arbitrary prover \( P' \), we define the transcript generated by \( P' \) and \( b \) to be

\[ T(P', b) = (P'(x), b_1, P'(x, b_1), ..., P'(x, P'(x), ..., b_{k-1})) \]

**Definition 3 (Rational Interactive Proof).** Let \( t, cc, rc, b : \{0, 1\}^* \to \mathbb{N} \) be non-decreasing functions. A circuit family \( \{C_n\}_{n \in \mathbb{N}} \) has a rational interactive proof with time complexity \( t \), communication complexity \( cc \), round complexity \( rc \), and budget \( b \) (for short, a \((t, cc, rc, b)\)-Rational Interactive Proof) if there exists a public coin interactive protocol \((P, V)\), a reward function \( R(\cdot, \cdot) \) and a predicate \( \pi(\cdot, \cdot) \) such that, for every input \( x \)

- The verifier is a machine that makes at most \( t(|x|) \) computational steps in each round.

- The number of bits exchanged in each round is at most \( cc(|x|) \).

- The number of rounds is \( k = rc(|x|) \).

- The reward \( R(x, T) \) and the predicate \( \pi(x, T) \) can be computed in time \( k \cdot t(|x|) \).

- If \( T_k \) is an honest transcript given \( P, V \) and \( x \), then \( \pi(x, T) = C_n(x) \).
- Given a prover $P'$, the expected reward of $P'$,

$$R(x, P') \triangleq \mathbb{E}_b[R(x, T(P', b))]$$

is an integer in $[0, b(|x|)]$.

- For any $P' \neq P$, we have $R(x, P) - R(x, P') > 1000$.

Our first four conditions require that a rational proof has limited time complexity, communication complexity, and round complexity. The fifth condition ensures that an honest transcript will always help the verifier decide the underlying language $L$ correctly. The sixth condition ensures not only that all expected rewards are integers (which can always be done by multiplying any rational reward by a large enough number) but also that they are bounded by the budget function $b(|x|)$. Unless specified otherwise, the budget that we use in our results is polynomial in $|x|$. Our last condition ensures that honesty is by far the only rational behavior. If Merlin deviates from the honest protocol $P$ and instead acts like a dishonest prover $P'$, then he expects to lose at least $1000. We remark that this quantity can be an arbitrary polynomial $q(|x|)$, while still keeping a polynomial budget.

**Definition 4 (DRMA(t,cc,rc,b)).** Let $t, cc, rc, b$ be as in the definition above. The set of all languages which admit a $(t, cc, rc, b)$-rational interactive proof with public coins is called DRMA$(t, cc, rc, b)$. For most results in this thesis, the budget $b(n)$ will be a polynomial function of the input size $n$. Thus, we will often write DRMA$(t, cc, rc, \text{poly}(n))$ as DRMA$(t, cc, rc)$ and assume implicitly in this notation that Arthur’s budget is polynomial.

**Proper Scoring Rules** Let $\Omega$ be a finite state space, and $\Delta(\Omega)$ be the set of distributions over $\Omega$. A scoring rule is a function $S : \Delta(\Omega) \times \Omega \rightarrow \mathbb{R}$. Such a function can be interpreted as a reward that the expert obtains for reporting a probabilistic prediction $P$ when the realized state of the world turns out to be $\omega$. The scoring rule
\( S \) is strictly proper if the expert strictly maximizes her reward by announcing the true distribution \( D \). That is, \( D = \arg \max_{\mathcal{P}} \mathbb{E}_{\omega \sim \mathcal{D}}[S(\mathcal{P}, \omega)] \). A well known strictly proper scoring rule is Brier's scoring rule

\[
BSR(\mathcal{P}, \omega) = 2\mathcal{P}(\omega) - \sum_{x \in \Omega} \mathcal{P}(x)^2 + 1.
\]

Besides being strictly proper, Brier’s scoring rule is always bounded in \([0, 2]\).
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Rational Proof Characterization of $TC^0$

We first consider rational proofs with a constant number of rounds where Merlin can only send logarithmic length messages and Arthur only has logarithmic computation. We can prove the following theorem

**Theorem 1.** $DRMA[O(\log n), O(\log n), O(1)] = Search - Uniform - TC^0$

We prove this theorem via two lemmas, each showing a side of the inclusion.

**Lemma 1.** *For any constant $d > 0$, Search - Uniform - $TC_d \subset DRMA[O(\log n), O(\log n), d]*

**Proof.** First we remark that threshold gates can simulate $AND$ and $OR$ gates, so it suffices to focus on circuits composed entirely of threshold gates and their negations. Let $C_n : \{0,1\}^n \rightarrow \{0,1\}$ be a uniform threshold circuit of depth $d$. Let $C_n(x) = y$. $C_n$ can be thought of as the composition of two circuits $A \circ B$, where $A$ is a threshold circuit of depth 1 and $B$ is a multi-output threshold circuit of depth $d - 1$. This allows us to use induction to prove our lemma.

First, we prove the base case: any threshold circuit $Th_k$ of depth 1 has a rational proof with $O(\log n)$ time complexity, $O(\log n)$ communication complexity, one round, and budget $O(n^2)$. It suffices, in order to evaluate $Th_k(x_1, \ldots, x_n)$, to know how many input bits are equal to 1. Arthur can incentivize Merlin to reveal this count by using a *proper scoring rule*. The rational proof proceeds as follows
1. Merlin announces a probability distribution $Y$ over the domain $\{0, 1\}$, with $\Pr[Y = 1] \in \frac{\mathbb{Z}}{n} \cap [0, 1]$.

2. Arthur draws an index $r \leftarrow \{1, \ldots, n\}$ at random, and looks at the input bit $x_r$. He rewards Merlin using Brier's scoring rule $\text{BSR}(Y, x_r)$.

3. If $n \cdot \Pr[Y = 1] > k$, then Arthur outputs 1. Otherwise, Arthur outputs 0. \(^1\)

Because Arthur draws $x_r$ at random from $\{x_1, \ldots, x_n\}$ and uses a strictly proper scoring rule to compute Merlin's reward, Merlin is incentivized to report $Y$ such that $\Pr[Y = 1] = \frac{\# \{i : x_i = 1\}}{n}$. The proof obviously proceeds in one round, and Merlin needs $\log n$ bits to communicate the distribution $Y$. So now all we need to show is that Arthur uses $O(\log n)$ computation and can communicate Merlin's reward using $O(\log n)$ bits. Note that $\text{BSR}(Y, x_r) = 2 \cdot \Pr[Y = x_r] - (\Pr[Y = 1]^2 + \Pr[Y = 0]^2) + 1$, and that both $\Pr[Y = 0]$ and $\Pr[Y = 1]$ are $\log n$-bit numbers. Thus, the reward itself is an $O(\log n)$ bit number and can be computed in time $O(\log n \cdot \log \log n)$, which is the time required to square a $\log n$-bit number.

We can improve this running time to $O(\log n)$ by using a randomized version of Brier's scoring rule. This randomized version is computed by the following procedure:

1. Merlin announces a distribution $Y$ over $\{0, 1\}$, where $\Pr[Y = 1] \in \frac{\mathbb{Z}}{n}$.

2. Arthur randomly samples a $y \leftarrow Y$.

3. Arthur randomly samples $x_r \leftarrow \{x_1, \ldots, x_n\}$.


Notice that Arthur can sample $y \leftarrow Y$ in time $O(\log n)$ by choosing a number $k \leftarrow \{1, \ldots, n\}$ and setting $y = 1$ if $\frac{k}{n} \leq \Pr[Y = 1]$ and $y = 0$ otherwise. He can sample $x_r$ in time $O(\log n)$ (by uniformity of the given circuit), and he can compute the reward in time $O(\log n)$ because he is adding $\log n$-bit numbers. Notice furthermore, that

$$E_{y \leftarrow Y} [2\Pr[Y = x_r] - \Pr[Y = y] + 1] =$$

---

\(^1\)If instead we want to evaluate $-\text{Th}_k(x_1, \ldots, x_n)$, Arthur outputs 0 when $n \cdot \Pr[Y = 1] > k$ and 1 otherwise.
so Merlin’s expected reward (where the expectation is taken over Arthur’s random choice of y) is exactly equal to $BSR(Y, x_r)$. Thus, Merlin is still incentivized to strictly announce $Pr[Y = 1] = \frac{\#\{x_r = 1\}}{n}$.

Finally, note that the budget from this rational proof is $O(n^2)$. Merlin’s expected reward from announcing $Y$ is

$$Pr[x_r = 1] \cdot BSR(Y, 1) + Pr[x_r = 0] \cdot BSR(Y, 0) =$$

$$2Pr[x_r = 1]Pr[Y = 1] + 2Pr[x_r = 0]Pr[Y = 0] - (Pr[Y = 0]^2 + Pr[Y = 1]^2) + 1.$$}

Since all the probabilities are integer multiples of $\frac{1}{n}$, Merlin’s expected reward is always an integer multiple of $\frac{1}{n^2}$. By multiplying all rewards by $1000n^2$, Arthur can guarantee that if Merlin deviates from the truth, he will always receive a penalty of at least $1000$ in his reward.

This proves the base case of the induction. To prove the inductive step, assume that we have shown that, for circuits of depth $d - 1$, there exist rational proofs with $O((d - 1)\log n)$ time and communication complexity, $d - 1$ rounds and $b(n) = O(n^{2(d-1)})$ budget. By shrinking rewards appropriately, we can assume that the reward for any $d - 1$ rational proof with budget $b(n)$ is in $[0, 1]$ and Merlin loses at least $\frac{1}{b(n)}$ by deviating from the honest protocol.

Decompose circuit $C_n$ of depth $d$ into the composition $A \circ B$ where $A$ is a threshold circuit of depth 1 and $B$ is a multi-output threshold circuit of depth $d - 1$. Let $B_i(x)$ be the $i$th output of $B$. The proof proceeds as follows

1. Merlin announces a distribution $Y$, allegedly satisfying $Pr[Y = 1] = Pr_i[B_i(x) = 1]$.

2. Arthur chooses one input to $A$ at random using the uniformity of the circuit.

Let’s say input $r$. He needs to compute $B_r(x)$, which he does by using a $d - 1$-
round rational proof, since \( B_r \) has depth \( d - 1 \). Let \( R \) and \( \pi \) be the reward and output functions associated with this \( d - 1 \) rational proof, and let \( \mathcal{T} \) be the transcript.

3. Arthur gives Merlin an extra reward of \( \delta_d \cdot \text{BSR}(Y, B_r(x)) \), where \( \delta_d \) is a scaling factor which only depends on \( d \), and is defined below.

4. If Merlin is truthful, Arthur can use the announced distribution \( Y \) to compute 
\[ n \cdot Pr[Y = 1] = \#\{i : B_i(x) = 1\}, \]
and using this number Arthur can compute \( A(B(x)) \).

First, note that the number of rounds in this protocol is \( d \): there are \( d - 1 \) rounds to compute \( B_r(x) \), and 1 round to compute \( A(B(x)) \). Furthermore, Arthur only adds \( O(\log n) \) computation steps, the ones he needs to pick the random index \( r \), to compute \( \text{BSR}(Y, B_r(x)) \),\(^2\) and to compute \( A(B(x)) \) from the distribution \( Y \). Finally, the communication complexity increases by \( O(\log n) \), the amount needed to communicate the distribution \( Y \) and the reward \( \text{BSR}(Y, B_r(x)) \).

Now we need to show that Merlin has the right incentives to tell the truth. Note that, because we are interacting with Merlin multiple times, there is a dynamic incentive compatibility problem. The only reason that Arthur knows the value of \( B_r(x) \) is because Merlin told him this value with a \( d - 1 \) round rational proof. For this information, Merlin receives an expected reward \( \mathbb{E}_T[R(x, \mathcal{T})] \) where \( \mathcal{T} \) is the transcript of the interaction and the expectation is taken over Arthur's coin tosses. Merlin maximizes this reward by following the protocol honestly and producing a transcript \( \mathcal{T} \) compatible with the true value \( B_r(x) \). Thus, if Merlin's only reward was \( R(x, \mathcal{T}) \), he would correctly report \( B_r(x) \). However, Merlin's total reward is \( R(x, \mathcal{T}) + \delta_d \text{BSR}(Y, B_r(x)) \). It is possible that Merlin is willing to deviate at some point and produce a dishonest transcript \( \mathcal{T}' \) together with a dishonest \( B'_r(x) \) because it would increase his reward from \( \mathbb{E}_r[\text{BSR}(Y, B_r(x))] \) to some higher \( \mathbb{E}_r[\text{BSR}(Y, B'_r(x))] \). To prevent Merlin from doing this, we need to guarantee that 
\[
\mathbb{E}_r[\delta_d(\text{BSR}(Y, B'_r(x)) - \text{BSR}(Y, B_r(x))) < \mathbb{E}_T[R(x, \mathcal{T})] - \mathbb{E}_{\mathcal{T}'}[R(x, \mathcal{T}')]\]
That is, any
\(^2\)Again, using the randomized version of Brier's scoring rule.
gains that Merlin obtains from reporting the fake value $B_r'(x)$ are offset by losses that he gets by generating a corresponding dishonest transcript $T'$.

Recall that the budget function $b(n)$ satisfies $E_{T,T'}[R(x,T) - R(x,T')] > \frac{1}{b(n)}$, where the expectation is taken with respect to Arthur's random coin tosses in the transcripts, and that by inductive hypothesis $b(n) = O(n^{2(d-1)})$. Recall also that $BSR(\cdot, \cdot) \in [0,2]$ and thus $BSR(Y, B_r'(x)) - BSR(Y, B_r(x)) < 2$. Thus, if we set $\delta_d = \frac{1}{2b(n)}$ we will have $E_r[\delta_d \{BSR(Y, B_r'(x)) - BSR(Y, B_r(x))\}] \leq \frac{1}{b(n)} < E_T[R(x,T)] - E_{T'}[R(x,T')]$. This implies that Merlin strictly maximizes his reward by reporting both $T$ and $Y$ honestly.

Finally, we need to show that Arthur's budget is $O(n^{2d})$. Note that Merlin’s expected reward is $E_r[\frac{1}{2b(n)} BSR(Y, B_r(x))] + E_T[R(x,T)]$. If Merlin deviates and produces an alternative dishonest transcript $(T', Y')$, his expected reward is $E_r[\frac{1}{2b(n)} BSR(B_r'(x), Y')] + E_{T'}[R(x,T')]$. The difference in rewards is $E_r[\frac{1}{2b(n)} (BSR(Y, B_r(x)) - BSR(B_r'(x), Y'))] + (E_T[R(x,T)] - E_{T'}[R(x,T')])$. Note that, since $(T,Y) \neq (T', Y')$, both terms cannot be zero simultaneously. The first difference satisfies $E_r[\frac{1}{2b(n)} (BSR(Y, B_r(x)) - BSR(B_r'(x), Y'))] \in \frac{1}{2b(n)} \cdot \frac{1}{n^2} \cdot Z$. If $T \neq T'$, the second difference satisfies $E_T[R(x,T)] - E_{T'}[R(x,T')] > \frac{1}{b(n)}$. Multiplying the reward by $2000b(n) \cdot n^2$, we get that the loss that Merlin gets by producing a dishonest transcript $(T', Y')$ is always greater than 1000. Since $2000b(n) \cdot n^2 = O(n^{2(d-1)} \cdot n^2) = O(n^{2d})$, we conclude that our rational proof's budget is $O(n^{2d})$.

Thus, we have shown that depth $d$ threshold circuits admit rational proofs with $O(d \cdot \log n)$ communication and time complexity, that these proofs can be completed in $d$ rounds, and that they can be done with an $O(n^{2d})$ budget. Q.E.D.

Lemma 2. \textbf{DRMA}[$O(\log n), O(\log n), O(1)] \subset Search - Uniform - TC^0$

\textbf{Proof.} We prove this by induction. We begin with the case $d = 1$. In this case, we want to show that rational proofs with $\log n$ bits of communication and with one round can be simulated by a $DLOGTIME$-search-uniform circuit in $TC^0$.

\footnote{Otherwise, the dishonest transcript $(T', Y')$ would maximize Merlin's reward.}
Let $L$ be a language that can be decided with a $d$-round rational proof that uses $k(n) = O(\log n)$ communication and time complexity per round. The transcript $T$ of this interaction is $(a_1, b_1, \ldots, a_d, b_d)$ where $a_i$ is Merlin’s message in round $i$ and $b_i$ consists of Arthur’s random coins in that round. In round $i$, Merlin chooses $a_i^*(a_1, b_1, \ldots, a_{i-1}, b_{i-1})$ as a function of the transcript up to that round in order to maximize

$$V(a_i; a_1, \ldots, b_{i-1}) = \sum_{b_i \in \{0,1\}^{k(n)}} \max_{a_{i+1}} \sum_{b_{i+1}} \ldots \max_{a_d} \sum_{b_d} R(x, (a_1, b_1, \ldots, a_d, b_d)).$$

A threshold circuit can reconstruct Merlin’s choices by doing backwards induction. Given as input a transcript $a_1, \ldots, a_{d-1}, b_{d-1}$ of the interaction up to round $d-1$, a uniform threshold circuit of constant depth can compute $\max_{a_d} \sum_{b_d} R(x, (a_1, \ldots, a_d, b_d))$ and choose the input $a_d^*$ that maximizes this expected reward. Similarly, when given as input the transcript $T_{i-1}$ up to round $i-1$, a depth $O(d - i)$ circuit can compute $a_i^* = \arg\max_{a_i} V(a_i; a_1, \ldots, b_{i-1})$. Thus, we can reconstruct Merlin’s choices using a uniform threshold circuit of depth $O(d)$. Given the input $x$ to the rational proof, the circuit first computes Merlin’s action

$$a_1^* = \arg\max_{a_1} \sum_{b_1} \max_{a_2} \ldots \sum_{b_d} R(x, (a_1, b_1, \ldots, a_d, b_d)).$$

Because each message $a_i$ or $b_i$ is restricted to be of length $O(\log n)$, every $MAX$ gate is taking the maximum of $\text{poly}(n)$ numbers and every $SUM$ gate is taking the sum of $\text{poly}(n)$ numbers. Furthermore, all numbers have $\text{poly}(n)$ bits. Thus, this can be computed using a search-uniform threshold circuit of polynomial size and depth $d$. Merlin then tosses $O(\log n)$ random coins to choose $b_1^*$ and computes $a_1^* (a_1^*, b_1^*)$, which again can be computed with a polynomial size threshold circuit of depth $d$. Continuing with this procedure, we can reproduce an honest transcript $T = (a_1^*, b_1^*, a_2^*, \ldots, a_d^*, b_d^*)$.

---

4 Each $R(x, T)$ must be computed in time $O(\log n)$ and hence has $O(\log n)$ bits. The addition of $\text{poly}(n)$ such numbers will be a $\text{poly}(n)$-bit number.

5 The only operations we use are iterated addition and taking maxima. For both these operations, one can construct threshold circuits where the $i^{th}$ input to an arbitrary gate $g$ can be computed in logarithmic time. See [9] for a description of such circuits.
with a circuit of depth $O(d^2)$. Finally, given $T$, we can compute the output $\pi(x, T)$ of the rational proof in time $O(\log n)$, and hence in $TC^0$.

This shows that any language decidable by a $d$-round rational proof with $O(\log n)$ communication per round is decidable by a search-uniform threshold circuit of depth $O(d^2)$. Q.E.D.

**Remark** Our proof also applies to circuits with non-constant depth $d(n)$, as long as Arthur only performs $O(\log n)$ computation per round, and communication is limited to $O(\log n)$ bits per round. In this case, a $d(n)$-round rational proof with budget $O(n^{2d(n)})$ can be given for any threshold circuit of depth $d(n)$. Furthermore, any $d(n)$ round proof can be simulated by a circuit of depth $O(d^2(n))$. 
Chapter 5

Rational Proof Characterization of $P^{||NP}$

In this chapter, we study a rational analogue of Probabilistically Checkable Proofs (PCPs). We show that the set of languages for which there exists a rational proof with $O(\log n)$ verification time, $poly(n)$ communication and 1 round is exactly $P^{||NP}$, the set of languages that can be decided by a polynomial time machine that can make non-adaptive queries to NP.

In addition, while in Theorem 1 we prove our results for search-uniform circuits, in this theorem our proof will actually hold for the decision version of uniformity. Nevertheless, our proof will proceed as if our circuits were search-uniform until the very end, when we explain how to modify it for decision-uniform circuits.

Theorem 2. DRMA[$\log(n), poly(n), 1$] = $P^{||NP}$.

Proof. We will first show a rational proof for any language in $P$. Combining this with a rational proof for SAT, we will show how to obtain such proofs for any language in $P^{||NP}$.

Let \( \{C_n\}_{n=1}^{\infty} \) be a uniform\(^1\) polynomial size circuit family, where the gates are AND, OR and NOT gates. Given an input $x \in \{0,1\}^n$, a circuit $C_n$ and a gate

\(^1\)The class $P$ can be characterized as the set of languages decidable by $DLOGTIME$-uniform circuits [7],[6]. We give our proof for Search-Uniform circuits (see chapter 3), but it can be adapted to uniform circuits using the definition of [7], as we remark below.
$g \in C_n$, let $v_g(x)$ be the value that gate $g$ outputs when the circuit is evaluated on input $x$. Input wires are considered gates of the circuit. If a gate $g$ corresponds to the $i^{th}$ input wire, then $v_g(x) = x_i$.

Our rational proof proceeds as follows. Given an input $x$ and a circuit $C_n$, Merlin sends as his message a vector $\{\alpha_g\}_{g \in C_n}$. Allegedly, $\alpha_g = v_g(x)$, the correct output that gate $g$ would produce when the circuit is evaluated on $x$. To incentivize Merlin to fill out the circuit correctly, Arthur can choose a gate $g$ at random using $O(\log n)$ coin tosses. If $g$ is an input gate representing input $x_i$, Arthur can pay Merlin $\$1000$ if $\alpha_g = x_i$ and $\$0$ if it is not. If $g$ is an AND gate with input gates $i, j$, Arthur can pay Merlin $\$1000$ if $\alpha_g = \text{AND}(\alpha_i, \alpha_j)$ and zero otherwise. Analogously, Arthur can compute the rewards for OR and NOT gates.

It is clear that the maximum expected payment that Merlin can obtain is $\$1000$, and that he receives this payment if and only if he fills out the circuit with the correct values at every step. Given the filled out circuit, Arthur can simply read $\alpha_{g_{\text{out}}}$ for the output gate $g_{\text{out}}$ which, given that Merlin is incentivized to be truthful, should be the value of $C(x_1, \ldots, x_n)$.

As a remark, let us point out that this proof requires, for any gate $g$ in a polynomial size circuit, the ability of finding any given input to $g$ in logarithmic time. For example, if $g$ was an AND gate, then we needed to check that $\alpha_g = \text{AND}(\alpha_i, \alpha_j)$ where $i, j$ were the input gates to $g$. If we want to use the decision version of uniformity, we can alter our proof so Arthur chooses three gates $(g, i, j)$ at random, and proceeds with the proof only if $i, j$ are the inputs to $g$ (which he can check by deciding whether the tuples $(1^n, g, i, 1)$ and $(1^n, g, j, 2)$ are in the connection language of the circuit). If they are not the inputs to $g$, the proof halts and Merlin gets nothing. Note that this does not affect Merlin's incentives and scales down his expected reward by at most a polynomial factor, so the budget of the proof is still polynomial. Thus, we can modify our rational proof so it applies to the decision version of $\text{DLOGTIME}$ uniformity.

This shows that there exist one round rational proofs with $O(\log n)$ complexity, $\text{poly}(n)$ communication and one round for languages in $P$. We now show such proofs.
also exist for the language $\text{SAT} = \{ \phi : \phi \text{ is a satisfiable boolean formula} \}$. Given a formula $\phi : \{0, 1\}^n \rightarrow \{0, 1\}$ with $m$ clauses, Merlin sends Arthur a pair $(y, k)$, where $y \in \{0, 1\}^n$ is an assignment of the variables that (allegedly) maximizes the number of satisfied clauses in $\phi$ and $k$ is (allegedly) the number $\#\phi(y)$ of clauses satisfied by $y$. Arthur gives Merlin the following rewards to ensure that $k$ and $y$ are reported truthfully:

1. To incentivize Merlin to announce $y$ to satisfy as many clauses as possible, Arthur chooses a clause $c$ of $\phi$ at random by tossing $O(\log n)$ coins. Denote the clause by $c = x_{i_1} \lor x_{i_2} \lor x_{i_3}$ (to make notation simpler, we assume the inputs are not negated). Arthur can now read $y_{i_1}, y_{i_2}, y_{i_3}$ from Merlin’s message $y$ and check whether $c(y) = y_{i_1} \lor y_{i_2} \lor y_{i_3}$ is satisfied. If it is, then Arthur pays Merlin $\$1000. Otherwise, Arthur pays Merlin $\$0$. Call this reward $R_1(\phi, y, c)$.

2. Even knowing $\phi$ and $y$, and knowing that $y$ satisfies as many clauses as possible, Arthur still does not know if $\phi(y) = 1$ (implying $\phi$ is satisfiable) or $\phi(y) = 0$ because evaluating $\phi$ requires polynomial time. Thus, Arthur needs to trust that Merlin correctly reports $k$ to be $\#\phi(y)$, the number of clauses satisfied by $y$. To incentivize Merlin to make this report, Arthur samples another clause $c'$ from $\phi$ uniformly at random, evaluates $c'(y)$ and gives Merlin a reward equal to $\delta \cdot \text{BSR}(K, c'(y)),^2$ where $K$ is a random variable over $\{0, 1\}$ constructed so that $\Pr[K = 1] = \frac{k}{m}$ and $\delta$ is a scaling factor to be chosen later. Note that, since $c'$ is a uniformly random clause, the probability $\Pr[c'(y) = 1]$ is equal to $\frac{\#\phi}{m}$. Assume momentarily that $y$ was honestly reported and is now out of Merlin’s control, so the only way that Merlin controls this reward is by setting $k$. Since BSR is a strictly proper scoring rule, he will want to announce $\Pr[K = 1] = \Pr[c'(y) = 1]$, or equivalently $k = \#\phi(y)$. Call this reward $\delta \cdot R_2(\phi, y, k, c')$.

Note that if the two rewards were given to two separate Merlins, we could guarantee that (1) the first Merlin correctly announces a $y$ maximizing the number of clauses satisfied by $\phi$ and Merlin is rewarded $\$1000$, and (2) the second Merlin truthfully reports $k = \#\phi(y)$ and Merlin is rewarded $\delta \cdot R_2(\phi, y, k, c')$.

---

^2As in theorem 1, use the randomized Brier scoring rule so the computation can be done in $O(\log n)$ time.
satisfied clauses in $\phi$ and (2) the second Merlin correctly announces $k = \#\phi(y)$. However, since we only have one expert, we need to scale his rewards so that he will simultaneously announce all of this information truthfully.

When we work with one Merlin, we can guarantee that his incentives are correct by scaling the rewards, as in our proof of theorem 1. Merlin's total expected reward is

$$E_{c \leftarrow \phi}[R_1(\phi, y, c)] + \delta \cdot E_{c' \leftarrow \phi}[R_2(\phi, y, k, c')]$$

where $\delta$ is a scaling factor that we will control. Note that $R_2(\phi, y, k, c') = BSR(K, c'(y)) < 2$, and that for any $y \neq y'$ we have $E_{c \leftarrow \phi}[R_1(\phi, y, c) - R_1(\phi, y', c)] > \frac{1}{m}$. If we make $\delta < \frac{1}{2m}$, then Merlin always has a much higher incentive to report a $y$ maximizing the number of clauses in $\phi$ (and hence get a very large reward), over reporting a "fake" $y$ to manipulate the (much smaller) reward obtained from $\frac{1}{2m}BSR(K, c'(y))$. This shows that Merlin is incentivized to report a correct $y$. Given that he reports a correct $y$, he is also incentivized via the scoring rule to report a correct $k$. Finally, Arthur can read $k$ and determine whether the formula is satisfiable or not by checking whether $k = m$ or $k < m$. This shows that SAT admits a one-round rational proof. Note that $BSR(K, c'(y))$ is always an integer multiple of $\frac{1}{m^2}$, and hence the proof has a polynomial size budget. Merlin's smallest loss from lying is $\frac{1}{2m} \cdot \frac{1}{m^2} = \frac{1}{2m^3}$. Note that this rational proof pays at most $1002$. We will use this fact in our construction of rational proofs for $P^{\Pi NP}$.

So far, we have shown that any language in $P \cup \{SAT\}$ admits a rational proof with $O(\log n)$ complexity, $poly(n)$ communication and 1 round. Now we need to show that such proofs also exist for languages in $P^{\Pi NP}$.

Let $L$ be a language in $P^{\Pi NP}$. This means that there exists a polynomial time machine with an access oracle to SAT that, on input $x$, can make polynomially many non-adaptive queries $\phi_1, ..., \phi_t$ to the SAT oracle. Let $SAT(\phi_j)$ be the oracle's answer on query $\phi_j$. The machine can then continue its computation on input $x$ and the oracle answers $SAT(\phi_1), ..., SAT(\phi_t)$ to decide whether $x \in L$. More formally, there exist two uniform polynomial-size circuit families $\{A_n\}_{n=1}^{\infty}, \{B_n\}_{n=1}^{\infty}$ such that
on input $x \in \{0, 1\}^n$

1. $A(x)$ outputs $m$ boolean formulas $\phi_1, \ldots, \phi_m$.

2. $B(x, SAT(\phi_1), \ldots, SAT(\phi_m))$ outputs $L(x)$.

To produce our rational proof, we need to incentivize Merlin to simultaneously

1. Evaluate the circuit $A(x) = (\phi_1, \ldots, \phi_m)$ correctly.

2. Give correct answers to $SAT(\phi_1), \ldots, SAT(\phi_m)$.

3. Evaluate the circuit $B(x, SAT(\phi_1), \ldots, SAT(\phi_m))$ correctly.

Any of these three problems can be solved individually. However, because we are asking Merlin to solve the three problems simultaneously, there might be a conflict of incentives for Merlin. The formulas $\phi_1, \ldots, \phi_m$ depend on Merlin’s computation of $A(x)$. Arthur only knows what queries to ask the $NP$ oracle because Merlin computed $A(x)$ for him. If Merlin does not perform this computation truthfully, then Arthur might query Merlin on different boolean formulas $\psi_1, \ldots, \psi_m$, and reporting his knowledge about $\psi$ might give Merlin a higher reward than reporting his knowledge about $\phi$. Thus, Merlin might be incentivized to lie on the computation of $A(x)$ in order to get a higher reward for his knowledge about boolean formulas.

We solve this problem by scaling Merlin’s reward. Let $n^c$ be the size of circuit $A_n$. This is also a bound on the number $\ell$ of queries to the $SAT$ oracle. Let $\alpha(\phi_1), \ldots, \alpha(\phi_m)$ be Merlin’s answers to the $SAT$ queries. Let $n^d$ be a bound on the size of the circuit $B_{n+n^c}(x_1, \ldots, x_n, \alpha(\phi_1), \ldots, \alpha(\phi_m))$. We note that the size of this circuit does not depend on the answers $\alpha(\phi_1), \ldots, \alpha(\phi_m)$.

Regardless of Merlin’s answers $\alpha(\phi_1), \ldots, \alpha(\phi_m)$ to the SAT queries, Merlin always maximizes his reward by evaluating $B_{n+n^c}(x_1, \ldots, x_n, \alpha(\phi_1), \ldots, \alpha(\phi_m))$ correctly. If he fills out this circuit correctly, he gets $\$1000$ in expectation, and he gets less money if he gives incorrect answers. Thus, we do not need to scale down Merlin’s reward for computing the circuit $B$ in order to incentivize him to truthfully compute $\alpha(\phi_i) = SAT(\phi_i)$.
However, Merlin can still lie on the computation of $A(x) = (\phi_1, ..., \phi_\ell)$ in order to obtain more money for his knowledge about boolean formulas. To prevent this, we note that the maximum amount of money that Merlin can make by answering queries about $\phi_1, ..., \phi_\ell$ is $\ell \cdot $1002 because Merlin makes at most $1002$ on each SAT query, and there are $\ell$ such queries. Since $\ell < n^c$, Merlin makes at most $1002 \cdot n^c$ by answering SAT queries.

How do we prevent Merlin from lying on the computation of $A_n(x)$? Since $A_n$ has size $n^c$, by lying on one gate $g$ of $A_n(x)$ Merlin loses at least $\frac{1}{n^c}$1000. Thus, if Arthur scales down the reward for each SAT query by a factor of $\gamma = \frac{1}{2n^c}$, Merlin cannot make more than $\gamma 1002n^c < \frac{1}{n^c}$1000 by answering SAT queries. Thus, Merlin will never lie on the computation of $A(x)$ (obtaining an expected loss of at least $\frac{1000}{n^c}$) in order to gain only a small reward on his answers to SAT queries.

This shows that any language in $P^{||NP}$ has one-round rational proofs with logarithmic complexity and polynomial communication. Note that if we scale all the rewards by a large enough polynomial (depending on the circuit size) we can make all rewards integers (that are bounded above by a polynomial in $n$) and any differences in reward larger than $1000$. Thus, the proof has polynomial budget.

Now we need to show that $\text{DRMA}[^{\log(n)}_{\text{poly}(n)}, 1] \in P^{||NP}$. Let $L$ be a language that admits a one-round rational proof with reward function $R$, predicate function $\pi$. For any input $x$, message $a$ from Merlin and random coin tosses $b$ from Arthur, let $V(a) = E_b[R(x, a, b)]$.

Let $n = |x|$ and let $B = n^c$ be the budget of the rational proof. This means that we can think of the value function $V(a)$ as taking integer values in the set $[0, B]$. Let $i^* = \max_a V(a)$ and let $A^* = \arg\max_a V(a)$. Since any $a^* \in A^*$ maximizes Merlin's value $V(a)$, we must have that $\pi(x, a^*)$ correctly tells us whether $x \in L$ or not. Furthermore, for any $a \notin A^*$ we have $V(a^*) - V(a) > 1000$

Let $M$ be the language of pairs $(i, c) \in \{0, ..., B\} \times \{0, 1\}$ such that there exists a message $a$ satisfying $V(a) \geq i$ and $\pi(x, a) = c$. Note that the language $M$ is in NP. Since Arthur only tosses logarithmically many coins, the value $V(a) = E_b[R(x, a, b)]$

---

We use the notation $V(a)$ to denote the value of message $a$. It should not be confused with the verifier in the formal definition of rational proofs, who we just call Arthur in this chapter.
can be computed in polynomial time. Once this value has been computed, we can verify in polynomial time whether $V(a) \geq i$, and whether $\pi(x, a) = c$.

Our goal now is finding the largest value $i^* \in \{0, \ldots, B\}$ such that there exists a $c$ with $(i^*, c) \in M$. Such $i^*$ will satisfy $i^* = V(a^*)$ for any $a^*$ that maximizes $V$. For any such $a^*$, we must have $\pi(x, a^*) = L(x)$. Therefore, exactly one of $(i^*, 0)$ or $(i^*, 1)$ belongs to the language $M$. This unique bit $c$ allows us to determine whether $x \in L$ or not.

To find $i^*$, we can make $2 \cdot B$ parallel queries to the $NP$ language $M$, one for each pair $(i, c)$. Since $(i, c) \in M$ if and only if there exists $a$ such that $V(a) \geq i$ and $\pi(x, a) = c$, $i^*$ will be the largest value of $i$ for which our oracle tells us $(i, c) \in M$. Since the bit $c$ associated with $i^*$ is unique, we conclude that $L$ can be decided in $P^{||NP}$. $Q.E.D.$
Chapter 6

Rational Proof Characterization of $P||MA$

The rational proof for $P||NP$ shows that, even for languages in $co - NP$ —which do not admit classical Merlin Arthur proofs unless the polynomial hierarchy collapses—there exist polynomial budget, logarithmic time, 1 round rational proofs. How limited are we by the restriction that Arthur act in logarithmic time? Is it possible to give a constant round rational proof with polynomial budget and a *polynomial time verifier* that for languages much more powerful than those in $P||NP$? We show that this is not the case: the set of languages decidable by one round polynomial budget rational proofs with a polynomial time verifier is exactly $P||MA$. That is, the $NP$ oracle in our previous proof is replaced by an $MA$ oracle.

**Theorem 3.** $DRMA[poly(n), poly(n), 1] = P||MA$

**Proof.** First, it is clear that $MA$ admits one-round rational proofs with polynomial (actually constant) budget. Let $L$ be a language in $MA$ and let $x$ be an input. There exists a verifier $V(\cdot, \cdot, \cdot)$ such that, if $x \in L$, there exists a message $a$ from Merlin that $Pr_b[V(x, a, b) = 1] \geq \frac{2}{3}$ where the probability is taken over Arthur’s random coin tosses $b$. If $x \notin L$, then for every message $a$ by Merlin we have $Pr_b[V(x, a, b) = 0] \geq \frac{2}{3}$. The rational proof for $L$ proceeds in the following way. Merlin reports a certificate $a$ and a bit $c \in \{0, 1\}$. If $c = 1$ (that is, Merlin reports that $x \in L$, then Arthur tosses
random coins $b$ and gives Merlin a reward equal to $V(x, a, b)$. If $c = 0$ (that is, Merlin reports that $x \notin L$, then Arthur gives Merlin a reward equal to $\frac{1}{2}$.

Clearly Merlin maximizes his reward by being honest and reporting $c = L(x)$. When $L(x) = 1$, he gets an expected reward of $Pr[V(x, a, b) = 1] \geq \frac{2}{3}$ for being honest and reporting $c = 1$, and an expected reward of $\frac{1}{2}$ for lying and reporting $c = 0$. When $L(x) = 0$, he gets an expected reward of $\frac{1}{2}$ for being honest and reporting $c = 0$ and an expected reward of $Pr[V(x, a, b) = 1] \leq \frac{1}{3}$ for lying and reporting $c = 1$.

Now we show that $P^{\|MA}$ admits one round rational proofs. In our rational protocol, the verifier uses the prover as an oracle for the $MA$ queries. The verifier can ask all these queries in parallel, which does not affect the prover's incentives. Finally, he uses the prover's answers as oracle answers in his $P^{\|MA}$ computation.

The proof that $\text{DRMA}[\text{poly}(n), \text{poly}(n), 1] \subseteq P^{\|MA}$ is similar to our proof above that $\text{DRMA}[O(\log n), \text{poly}(n), 1] \subseteq P^{\|NP}$. Let $L$ be a language admitting a one-round rational proof with reward function $R$ and predicate $\pi$. Let $a$ be Merlin’s message and $b$ be Arthur’s coin tosses. Recall that we defined the value of Merlin’s message as $V(a) = \mathbb{E}_b R(x, a, b)$, where $x$ is the input whose membership in $L$ we are trying to decide. The key is that, since the rational proof has a polynomial budget, the value $V(a)$ is an integer in $\{0, ..., B\}$ for some $B$ that is polynomial in $|x|$. Let $M$ be the language of pairs $(i, c) \in \{0, ..., B\} \times \{0, 1\}$ such that there exists $a$ with $V(a) \geq i$ and $\pi(x, a) = c$. In our proof for showing $\text{DRMA}[O(\log n), \text{poly}(n), 1] \subseteq P^{\|NP}$, we made use of a language $M \in NP$. $M$ was in $NP$ because when Arthur tosses logarithmically many coins, the value $V(a)$ can be computed in polynomial time.

What happens if we allow Arthur to use polynomially many coins? In this case, we can’t necessarily verify whether a pair $(i, c) \in M$ in polynomial time because computing $V(a) = \mathbb{E}_b [R(x, a, b)]$ requires adding up exponentially many terms. However, the language $M$ is in the class $MA$. To see this, consider the following classical Merlin–Arthur protocol. On input a pair $(i, c)$, Merlin sends Arthur a message $a$, allegedly one that makes $V(a) = \mathbb{E}_b [R(x, a, b)] \geq i$. Arthur now generates $m$ uniformly random strings $b^1, ..., b^m$, where each $b^i \leftarrow \{0, 1\}^{\text{poly}(n)}$ and computes the sample aver-
age $S = \frac{1}{m} \sum_{j=1}^{m} R(x, a, b^j)$. Arthur accepts if $S > i - \frac{1}{3}$ and $\pi(x, a) = c$, and rejects otherwise.

We need to prove soundness and completeness for this protocol. We first prove completeness. That is, the case where $(i, c) \in M$ and Merlin is honest. That is, Merlin sends a message $a$ such that $V(a) \geq i$ and $\pi(x, a) = c$. One can show using Chernoff's bound that if $m$ is large enough (but still polynomial), then $Pr[S > V(a) - \frac{1}{3}] \geq \frac{2}{3}$.

Now we prove soundness. That is the case where $(i, c) \notin M$. Given Merlin's message $a$, Arthur can quickly detect whether $\pi(x, a) = c$, so Merlin will get caught if he gives the wrong $c$. Since $V(a)$ is an integer and $V(a) < i$, we have $V(a) \leq i - 1$. Thus, by flipping a polynomial number of coins Arthur can guarantee that $Pr[S < i - \frac{1}{3}] \geq Pr[S < V(a) - \frac{1}{3}] \geq \frac{2}{3}$. This proves soundness.

By making $2B$ parallel queries of the form "is $(i, c)$ in $M$?", the $P^{||MA}$ machine can decide whether $x \in L$ or not. Q.E.D.

**Remark** It is easy to generalize the argument in theorem 2 to show that $d$-round rational proofs with polynomial budget and polynomial communication are contained in the polynomial hierarchy. This suggests that the polynomial hierarchy might admit $d$-round rational proofs. However, in order to construct good multi-round rational proofs, we need to prevent Merlin from lying in one round in order to answer more (or better) queries in the next rounds. While we have been able to avoid this problem for $TC^0$ and the counting hierarchy by using random coin tosses to decide future queries, this technique is tied to the nature of these "majority" complexity classes. It is not clear whether such techniques can be extended to give rational proofs for the polynomial hierarchy.
Chapter 7

Conclusion

This thesis introduced a new way of delegating computation, and showed that, as long as we trust our computation providers to act in their best interest, verification is not necessary. Thus, the rational proofs that we propose are much faster and efficient ways of delegating computation than traditional interactive proofs that rely on verifying that the prover is not cheating.

With these tools, I was able to give new characterizations of complexity classes, such as $TC^0$, $P||NP$ and $P||MA$ based on incentives. One ambitious avenue for future work would be to use these rational characterizations in order to better understand the power of these complexity classes.

I believe that there is a large potential role for incentives in computation. The world is not full of malicious adversaries who will go out of their way to sabotage our best intentions. Instead, it is full of rational people who act in their best interest (and even sometimes altruistically). Being aware of this rationality may hold the key to designing faster and more powerful interactive protocols.
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