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Abstract
The focus of this thesis is on the identification of multiscale autoregressive (MAR) models for stochastic processes from second-order statistical characterizations. The class of MAR processes constitutes a rich and powerful stochastic modeling framework that admits efficient statistical inference algorithms. To harness the utility of MAR processes requires that the phenomena of interest be effectively modeled in the framework. This thesis addresses this challenge and develops MAR model identification theory and algorithms that overcome some of the limitations of previous approaches (e.g., model inconsistency and computational complexity) and that extend the breadth of applicability of the framework. One contribution of this thesis is the resolution of the problem of model inconsistency. This is achieved through a new parameterization of so-called internal MAR processes. This new parameterization admits a computationally efficient, scale-recursive approach to model realization. The efficiency of this approach stems from both its scale-recursive structure and from a novel application of the estimation-theoretic concept of predictive efficiency. Another contribution of this thesis is to provide a unification of the MAR and wavelet frameworks. This unification leads to wavelet-based stochastic models that are fundamentally different from conventional ones.

A limitation of previous MAR model identification approaches is that they require a complete second-order characterization of the process to be modeled. Relaxing this assumption leads to the problem of covariance extension in which unknown covariance elements are inferred from known ones. This thesis makes two contributions in this area. First, the classical covariance extension algorithm (Levinson's algorithm) is generalized to address a wider range of extension problems. Second, this algorithm is applied to the problem of designing a MAR model from a partially known covariance matrix. The final contribution of this thesis is the development of techniques for incorporating nonlocal variables (e.g., multiresolution measurements) into a MAR model. These techniques are more powerful than those previously developed and lead to computational efficiencies in model realization and statistical inference.
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## Notational Conventions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>\lfloor \cdot \rfloor</td>
<td>“floor” function, denotes the greatest integer no larger than the argument</td>
</tr>
<tr>
<td>\lceil \cdot \rceil</td>
<td>“ceiling” function, denotes the least integer no smaller than the argument</td>
</tr>
<tr>
<td></td>
<td>for matrix arguments, element-wise absolute value; for set arguments, cardinality</td>
</tr>
<tr>
<td>| \cdot |</td>
<td>2-norm, unless indicated otherwise</td>
</tr>
<tr>
<td>\cdot^T</td>
<td>matrix or vector transpose</td>
</tr>
<tr>
<td>\cdot^{-1}</td>
<td>matrix inverse</td>
</tr>
<tr>
<td>\cdot^{1/2}</td>
<td>matrix square root, i.e., $A = A^{1/2}A^{T/2}$</td>
</tr>
<tr>
<td>[a : b]</td>
<td>set of integers between $a$ and $b$, inclusive</td>
</tr>
<tr>
<td>a : b</td>
<td>same as $[a : b]$</td>
</tr>
<tr>
<td>[a, b]</td>
<td>closed interval of the real numbers between $a$ and $b$</td>
</tr>
<tr>
<td>(a, b)</td>
<td>$[a, b] - {a, b}$</td>
</tr>
<tr>
<td>(a, b)</td>
<td>$[a, b] - {a}$</td>
</tr>
<tr>
<td>(a, b)</td>
<td>$[a, b] - {b}$</td>
</tr>
<tr>
<td>$A(i, j)$</td>
<td>element in the i-th row and j-th column of $A$</td>
</tr>
<tr>
<td>$[A]_{i,j}$</td>
<td>same as $A(i,j)$</td>
</tr>
<tr>
<td>$A(\alpha, \beta)$</td>
<td>submatrix of $A$ consisting of elements whose row index is in set $\alpha$ and column index is in set $\beta$. A colon (:) in place of $\alpha$ ($\beta$) indicates that the row (column) indices are unconstrained</td>
</tr>
<tr>
<td>$[A]_{\alpha, \beta}$</td>
<td>same as $A(\alpha, \beta)$</td>
</tr>
<tr>
<td>$\delta(\cdot)$</td>
<td>discrete-time Dirac function</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>mean-square estimation error</td>
</tr>
<tr>
<td>$\mathbb{E}[]$</td>
<td>expected value</td>
</tr>
<tr>
<td>$\hat{E}[f</td>
<td>g]$</td>
</tr>
<tr>
<td>$\hat{f}$</td>
<td>linear least-squares estimate of $f$</td>
</tr>
<tr>
<td>$f^M$</td>
<td>fine-scale process to be modeled</td>
</tr>
<tr>
<td>$I, I_\ell$</td>
<td>identity matrix; $\ell$ (when specified) denotes number of rows</td>
</tr>
<tr>
<td>$\mathcal{M}_r$</td>
<td>set of matrices with no more than $r$ rows</td>
</tr>
<tr>
<td>$\mathcal{M}_r^*$</td>
<td>subset of $\mathcal{M}_r$ consisting of block diagonal matrices</td>
</tr>
</tbody>
</table>
### Symbol | Definition
--- | ---
**General Notation (continued)**

\( O(\cdot) \) | computational complexity (operation count) is asymptotically bounded by a constant multiple of the argument
--- | ---
\( \rho \) | correlation coefficient
\( P_g \) | covariance matrix for \( g \)
\( P_{gf} \) | cross-covariance of \( g \) and \( f \)
\( P_{f|g} \) | covariance of \( f \) conditioned on \( g \)
\( \mathbb{R} \) | real numbers
\( \mathbb{Z} \) | integers

**Graphs and Covariance Extension**

\( (a,b) \) | edge between vertices \( a \) and \( b \)
--- | ---
\( \text{edge}(G) \) | set of edges of graph \( G \)
\( G = (V,E) \) | denotes a graph defined over vertices \( V \) with edges \( E \)
\( G_U \) | the subgraph of graph \( G \) induced by the set of vertices \( U \)
\( p_{a,b} \) | covariance element indexed by \( (a,b) \)
\( P_E \) | partial covariance matrix in which known elements correspond to edges in \( E \)
\( Q \) | maximal clique with \( a \) and \( b \) active elements
\( \text{ucli}(T) \) | "union of cliques", i.e., for \( T = (\mathcal{K},\mathcal{E}) \), denotes the union of the elements in \( \mathcal{K} \)
\( U \) | intersection of the sets \( A \) and \( B \) which are maximal cliques containing the element \( a \) and \( b \), respectively
\( U_a \) | union of the singleton set \( \{a\} \) and the set \( U \)
\( U_b \) | union of the singleton set \( \{b\} \) and the set \( U \)
\( \text{vert}(G) \) | the set of vertices of graph \( G \)
\( z_D \) | vector indexed by elements in \( D \)

**MAR Processes**

\( A(\cdot) \) | autoregression matrix
--- | ---
\( A_n \) | block matrix containing all \( A(s) \) for scale \( n \)
\( C(\cdot) \) | measurement equation matrix
\( \eta(s) \) | indices mapped to node \( s \) of an end-point MAR model
\( \Phi(\cdot,\cdot) \) | state transition matrix
\( Q(\cdot) \) | process noise covariance
\( Q_n \) | diagonal block matrix containing \( Q(s) \) for scale \( n \)
\( R(\cdot) \) | measurement noise covariance
\( \Upsilon(\cdot,\cdot) \) | scale transition matrix
\( \upsilon(\cdot) \) | measurement noise
\( w(\cdot) \) | process noise
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Symbol | Definition
--- | ---

**Tree-Indexed Processes**

- \( d_s \): dimension of vector at node \( s \)
- \( d \): maximum dimension, i.e., \( \max_{s \in S_0} d_s \)
- \( s(s) \): shift of node \( s \)
- \( m(s) \): scale, i.e., tree-distance, from the root node to node \( s \)
- \( M \): finest scale of a tree
- \( N \): total number of fine-scale variables, i.e., \( \sum_{s \in T_0(M)} d_s \)
- \( q \): number of children associated with a non-leaf node of a tree
- \( r_s, s, t \): variables used to denote nodes of a tree
- \( s \gamma \): parent of node \( s \)
- \( s \alpha_i \): \( i \)-th child of node \( s \), \( i \in \{1, 2, \ldots, q\} \)
- \( s \wedge t \): common ancestor of \( s \) and \( t \) with maximal scale
- \( S_s \): tree nodes in subtree rooted at \( s \)
- \( S_s^c \): tree nodes other than those in subtree rooted at \( s \)
- \( T_s(n) \): tree nodes at scale \( n \) descending from \( s \)
- \( T_s^c(n) \): tree nodes at scale \( n \) not descending from \( s \)
- \( V_s \): local internal matrix at node \( s \)
- \( W_s \): internal matrix at node \( s \)
- \( x(s) \): (vector) value of a tree-indexed process at node \( s \)
- \( x_s^n \): sub-process of tree-indexed process indexed by \( T_s(n) \)
- \( x_s^{nc} \): sub-process of tree-indexed process indexed by \( T_s^c(n) \)
- \( x^M \): finest-scale sub-process of tree-indexed process

**Wavelets**

- \( a_j(n) \): scaling coefficient at scale \( j \) and shift \( n \)
- \( d_j(n) \): detail coefficient at scale \( j \) and shift \( n \)
- \( h, g \): discrete-time analysis filters
- \( \tilde{h}, \tilde{g} \): discrete-time synthesis filters
- \( \phi(\cdot), \tilde{\phi}(\cdot) \): scaling and dual scaling functions
- \( \phi_{j,n}, \tilde{\phi}_{j,n} \): scaling and dual scaling basis function at scale \( j \) and shift \( n \), i.e., \( \phi_{j,n} = \sqrt{2^j} \psi(2^j t - n) \) and similarly for \( \tilde{\phi}_{j,n} \)
- \( \psi(\cdot), \tilde{\psi}(\cdot) \): wavelet and dual wavelet functions
- \( \psi_{j,n}, \tilde{\psi}_{j,n} \): wavelet and dual wavelet basis function at scale \( j \) and shift \( n \), i.e., \( \psi_{j,n} = \sqrt{2^j} \psi(2^j t - n) \) and similarly for \( \tilde{\psi}_{j,n} \)
- \( R, \tilde{R} \): the supports of \( h \) and \( \tilde{h} \)
Chapter 1

Introduction

In the last two decades, multiscale techniques, many of which are based on the wavelet transform, have been widely and successfully applied in signal\(^1\) processing. This is due both to their ability to capture compactly the salient scale-to-scale properties that many signals exhibit and to the efficiency of the algorithms to which they lead. With both of these attractive features in mind, the multiscale autoregressive (MAR) framework was introduced [28–30] to support the development of optimal multiscale statistical signal processing. Recent work [37–40,96–98,100] has focussed on systematic approaches to MAR model identification. This thesis extends this recent identification work and develops a consistent and complete realization theory that leads to efficient algorithms.

The utility of the MAR framework has already been established in a wide variety of applications [39, 41, 66–69, 74, 90, 91, 99, 106–108, 111, 114, 128, 162, 165]. The success that the framework enjoys stems from two sources: (1) its ability to model compactly a rich class of phenomena and (2) its ability to address efficiently complications that arise in many signal processing problems. With respect to the former, it has previously been shown that the class of processes that can be effectively modeled within the MAR framework includes one-dimensional Markov processes [127, 129], 1/f-like phenomena [28, 29, 37, 38, 40, 63, 68, 127, 128], some Markov random fields [127, 129], and others [96, 97, 100].

Fast and flexible signal processing algorithms have been developed for MAR processes. Sample-path generation, linear least-squares estimation [28, 29], and likelihood calculation [127, 130] have computational complexity that scale linearly with problem size (under certain conditions to be discussed in the sequel). Moreover, these algorithms are capable of simultaneously handling a variety of challenging features that are typical of real-world statistical signal processing problems such as:

- large data sets,
- nonstationary processes with correlations at many length- or time-scales,
- irregularly spaced, nonlocal, and multiresolution measurements,

\(^{1}\)Unless specified otherwise, "signal" refers to signals, images, and higher-dimensional processes.
• the need for error statistics.

While a variety of multiscale frameworks for representing and processing signals have been proposed \([12,24–27,29,30,35,36,47,50,62,75,76,83,133,142,178,190–192]\), only the MAR framework can simultaneously and efficiently address all of the aforementioned challenges.

To harness the power of the MAR framework, of course, requires that the phenomena of interest be effectively modeled in the framework. This thesis develops MAR model identification theory and algorithms that overcome some of the limitations of previous approaches and that extend the breadth of applicability of the framework. In particular, the following topics are addressed:

• model consistency,
• computationally complexity,
• unifying wavelets and MAR processes,
• model realization from an incomplete second-order characterization,
• incorporating nonlocal variables systematically.

These topics, and the way they are addressed, are motivated by the prior work of others, which is reviewed in the following section.

## 1.1 History of the MAR Framework

Figure 1.1 illustrates the progression of work on MAR processes, algorithms, and applications. While the publications by those named in the figure \([12–14,16,28–30,37–41,43,44,63,66–69,73,74,77–79,96–100,110,111,127–131,140,160,162]\) do not represent all of the work associated with MAR processes (see, for example, \([106–108,114,153,165]\)), they certainly cover all of the theory and most of the applications. A line linking two authors indicates that the work of the later author builds primarily on that of the earlier author although the research lineage could, in fact, be ordered in other ways.

MAR processes grew out of a research effort begun by Basseville, Benveniste, and Willsky in the late 1980s \([13,14]\). This effort was aimed at developing a statistical system theory for multiscale analysis and synthesis of signals. The main result of \([13]\) is to establish that the only suitable parameterization of isotropic processes on dyadic trees is via a generalization of Schur-Levinson parameterization for standard time series. Additional theoretical developments such as lattice structures for whitening such isotropic processes is the topic of \([14]\). In \([16]\) a deterministic realization theory is developed.

Building on the work in \([13,14]\), Chou considers a variety of processes indexed by lattice and tree structures. In \([12,28]\) multiscale stochastic models of and optimal estimation algorithms for processes that are whitened by the wavelet transform are
developed. Generalizations of the notion of stationarity give rise to several classes of autoregressive processes defined on lattices and trees.

One of these classes is the class of MAR processes which generalize discrete-time state-space processes.\(^2\) Chou developed a computationally efficient linear least-squares estimation algorithm [29] for MAR processes which generalizes the Kalman filter [104, 105] and Rauch-Tung-Striebel smoother [155] for state-space processes. Although not the main focus of his work, Chou provides several one-dimensional examples which hint at the great variety of applications for which the MAR framework is suited. Not surprisingly, \(1/f\) processes, which are approximately whitened by the wavelet transform [190–192], are well-approximated by simple MAR models. Chou’s work also suggests that one-dimensional Markov processes are also well-approximated.

Once an efficient estimation algorithm had been developed, a natural question to ask was: how rich a class of processes could MAR models capture? This question formed the basis of the work by Luetgen in [127, 129] which represents the first steps toward a MAR stochastic realization theory (although it was not couched in those terms at the time). The work in [127, 129] provides three fundamentally important results. First, it definitively demonstrates that the class of processes effectively modeled by MAR processes is at least as rich as all one-dimensional Markov processes and includes many two-dimensional Markov processes. Second, it shows that to represent a two-

\(^2\)As we will discuss in detail, a MAR process, like a state-space one, consists of a collection of vectors, called states, that are related by affine dynamics. The difference is that a MAR process may be indexed by the nodes of any tree, while a state-space process is indexed by a monadic tree (i.e., the integers).
dimensional Markov random field exactly with a MAR model requires state dimensions that scale with the linear size of the image leading to statistical inference algorithms that, asymptotically, do not scale linearly with problem size. To circumvent this complexity, Luettggen introduces a class of approximate models which brings us to the third significant contribution of his work. What is shown in [127,129] is that the state dimension may be reduced (essentially through subsampling of the wavelet transform) so that the exact desired Markov random field is not captured by the MAR model but, nevertheless, the essential statistical features of the field are retained.

In [127,128] Luettggen provides the first fully developed two-dimensional application of MAR models. Interpreting a quadratic gradient smoothness penalty in a variational formulation of the optical flow problem as a $1/f$ prior and then approximating this $1/f$ prior with a MAR process, Luettggen demonstrates the efficacy of the application of MAR models to the problem of optical flow. In doing so, he suggests (correctly) that MAR models may be successfully applied to a broad range of image processing problems.

Luettggen's other work [127,130,131] is of a more theoretical nature. In [127,131] he develops a statistical characterization of the estimation error associated with linear least-squares estimates of a MAR process. The main result is that the error is also a MAR process. In [127,130] an efficient likelihood calculator is developed and applied to the problem of texture discrimination.

Fieguth primarily builds on the range of applications of MAR models in [63,66,68,69] and provides the first application to an extremely large problem—estimating the shape of the north Pacific ocean surface from satellite altimetry measurements. This work is presented in [63,66] and involves the estimation of 100,000 variables from 20,000 measurements. In [63,68], Fieguth applies Luettggen's fast likelihood calculator to the problem of Hurst parameter estimation for fractional Brownian motion. The work of [63,69] addresses the surface reconstruction problem and relies upon an ingenious application of the interpretation of quadratic gradient penalties as fractal priors.

Fieguth's surface reconstruction approach also relies upon the theoretical work of overlapping trees done jointly with Irving and presented in [63,96,97]. The overlapping tree approach offers a way to trade off smoothness of estimates and sample-paths with computational complexity. The motivation for this work is that low dimensional MAR models, while admitting efficient estimation and sample-path generation, can exhibit distracting blockiness in estimates and sample-paths. In some applications this is not a statistically or practically significant issue. However, in others, such as surface reconstruction which requires the calculation of gradients, smoothness is a significant issue. An essential feature of Fieguth's and Irving's approach to the smoothness problem is that it does not involve low-pass filtering the estimates. Therefore, fine-scale features are not smoothed away, just the blocky artifacts.

Several authors have built upon the work of Fieguth. In [160,162] Schneider extends Fieguth's surface reconstruction approach to accommodate the problem of image segmentation. This work is, in essence, a multiscale counterpart to the variational
formulation for segmentation proposed by Shah [167]. Ho [67], in collaboration with Fieguth and other authors, extends Fieguth's ocean surface estimation work by simultaneously estimating sea level and orbit-induced errors from satellite altimetry data. Ho has also extended the applicability of multiscale models to dynamic problems where the model parameters change over time [90–92].

To a large extent, the work of Irving is motivated by Luettgen's work in [127,129]. The main focus of Irving's work is the MAR stochastic realization problem [96,98,100]. Recall that Luettgen showed that modeling two-dimensional Markov random fields requires prohibitively large state dimensions. Luettgen's approach—subsampling the wavelet transform of Markov random field region boundaries—while effective, is ad hoc and does not suggest a way to model non-Markov textures with reduced-order models.

Irving's approach, on the other hand, provides a general framework for building exact and reduced-order models for any process whose second-order statistics are known. Irving's basic idea is to exploit the Markovianity of MAR processes which dictates what information must be kept at each node to model exactly a given process. Irving's approach, based on the concept of canonical correlations [6–8,49,54,94,96,100,183], not only finds this information but prioritizes it. Then, if a reduced-order, approximate realization is desired, the least important information is discarded. Two weaknesses of this approach are addressed in this thesis: (1) it leads to inconsistent models and (2) it is computationally intensive.

Irving's final contribution is a modeling framework for synthetic aperture radar (SAR) imagery [96,99]. This approach has proved effective for a number of SAR processing problems and has spawned several additional studies. Ir. [96,99], Irving applies his methodology to automatic target recognition while in [73,74], Fosgate applies it to segmentation of SAR imagery and the enhancement of anomalies. In turn, Kim builds on Fosgate's work using it as a basis for SAR image compression [110,111].

Daniel's work [37–41] is of both a theoretical and applied nature and builds on both that of Fieguth and of Irving. Daniel applies the MAR framework to groundwater hydrology problem of hydraulic conductivity estimation from measurements of conductivity and head in [37,39] and to the problem of travel time estimation in the advective transport of mass in ground-water aquifers in [37,41]. One of the primary difficulties in these applications is that they require the fusion of data at different resolutions. While the MAR framework can accommodate such data, doing so requires some care. One of Daniel's contributions in [37,39] is to show how to augment a MAR model to incorporate multiresolution variables.

In his other work [37,38,40], Daniel focuses on the efficient design of MAR models for self-similar processes. He explores two approaches in an effort to find an approximate MAR representation useful for the generation of fractional Brownian motion sample-paths. One approach involves the synthesis of the wavelet model proposed by Fieguth in [68] with the midpoint displacement model commonly used for fractal Brownian

---

3As we develop in the sequel, a MAR process is a Markov random field on a tree.
motion (see [9,129]). The second approach makes clever use of the machinery developed by Irving. In particular, using the stationarity and self-similarity of the increments of fractional Brownian motions, Daniel shows that one can circumvent some of the computational effort required by Irving's canonical correlations approach to the general MAR stochastic realization problem.

While the aforementioned authors have substantially developed the theory, algorithms, and applications of MAR processes, there are a number of important issues that are not addressed by their work. Some of these are raised in the following section and further developed in the body of this thesis. Some of those that remain are posed as challenges to future researchers in Chapter 8.

1.2 Main Problems Addressed

This thesis addresses three main problems which are summarized in this section.

1.2.1 Computationally Efficient Internal MAR Stochastic Realization

A MAR process is a collection of random vectors \( \{x(s)\} \), called states, each of which is indexed by a node \( s \) of a tree. These nodes are organized into scales as indicated in Figure 1.2. MAR states are coupled with affine coarse-scale to fine-scale dynamics that generalize those of a state-space process. One problem addressed in this thesis and which motivates much of the theoretical development of subsequent chapters, is choosing parameters for the dynamics of a MAR process to model the second-order statistics of any given fine-scale random signal.

A similar stochastic realization problem arises in the state-space context [151,181]. Although a MAR process is a generalization of a discrete state-space one, the MAR stochastic realization problem is not a generalization of the state-space realization problem. To see this, consider a one-dimensional, finite-length signal modeling problem in which case the index set for the signal to be modeled is a subset of the integers (call this subset \( J \)). In the state-space setting, the index set for the model is also \( J \). However, in the MAR setting, the index set for the model is a tree whose leaf nodes correspond to \( J \) (see Figure 1.2). From a graphical modeling point of view, MAR models, unlike state-space ones, have “hidden nodes” since the statistics to be modeled are provided.
only for the leaf node states. As shown in Figure 1.2, these hidden nodes are interpreted as residing at coarser scales (with the leaf nodes comprising the finest scale). Building a MAR model requires supplying the “missing” coarse-scale statistical information at the hidden nodes, a step which has no counterpart in state-space modeling.

Although the MAR stochastic realization problem is not a generalization of the state-space one, many of the concepts developed for state-space modeling have useful counterparts in the MAR setting. One of these is the concept of \textit{internality}. An internal state-space process is one for which each state is a linear function of the observed process [123]. The corresponding definition of an internal MAR process is one for which each state $x(s)$ is a linear function of the states indexed by the leaf nodes that descend from node $s$.

Internal MAR processes, which we discuss in detail in Chapter 3, are important for a variety of reasons. First, internality vastly simplifies model realization because, for an internal process, the statistics for the “hidden” coarse-scale states can be determined from the given finest-scale statistics (i.e., there is no exogenous randomness). Second, as we will discuss, the MAR models developed in [37, 40, 96, 98, 100] are inconsistent precisely because they are not internal (although the intent was to make them so). In contrast, internal models are, by definition, consistent. Third, internal MAR models admit the consistent inclusion of nonlocal linear functions at coarser-scale nodes and, thereby, permit the statistically optimal fusion of multiresolution measurements [39]. The incorporation of nonlocal linear functionals, while aided by the property of internality, is a nontrivial problem in its own right. This thesis presents several techniques for addressing this problem and their development represents important extensions to the theory of internal MAR model realization.

The final important fact about internality is that it plays a role in overcoming the computational burden of previous model building approaches [37, 40, 96, 98, 100]. The computational complexity of these methods stems from two sources. First, they are not scale-recursive and, therefore, do not take advantage of the natural efficiency of tree data structures. Second, they are based on canonical correlations, a burdensome approach involving the inversion and singular value decomposition of large matrices. Consequently, the approach developed in [96, 98, 100] is quartic in problem size while that of [40] is cubic in problem size.\(^4\)

One of the contributions of this thesis is the development of a computationally efficient realization algorithm with complexity quadratic in problem size.\(^5\) The efficiency of this algorithm stems from the fact that it is scale-recursive and is \textit{not} based on canonical correlations. With respect to the former, the theoretical basis for the scale-recursive realization algorithm developed in this thesis follows from a thorough analysis of (wide-sense) Markovianity for internal tree-indexed processes. In addition to internality, Markovianity is another important concept in the state-space setting that

\(^4\)The approach in [40] is only applicable to self-similar processes with stationary increments while that of [96, 98, 100], as well as the approach developed in this thesis, is completely general.

\(^5\)As discussed in Chapter 4, an approximation leads to a linear-time algorithm.
generalizes to MAR processes and that plays a central role in the stochastic realization problem. Moreover, and most importantly, it can be shown that, for internal processes, this Markov property has an equivalent scale-recursive definition that is vastly simpler to work with and leads to efficient model realization. Because of the structure it reveals and the efficiency to which it leads, the development of this scale-recursive Markov property is one of the important contributions of this thesis.

The efficiency of the realization approach developed in this thesis stems also from the fact that it is based on the estimation-theoretic concept of predictive efficiency \([8, 154]\) rather than on canonical correlations. In brief, predictive efficiency is the idea of finding and prioritizing the best (in a minimum mean-square error sense) linear functionals of one random vector for the purpose of linearly estimating another. An important feature of predictive efficiency is the asymmetric way in which it treats data and variables to be estimated. A consequence of this for our approach to the stochastic realization problem is that state variables are chosen to provide maximal total reduction in estimation error variance. This is in contrast to the canonical correlations approach which provides maximal fractional error variance reduction and is therefore equally concerned with low- and high-variance features. Another important advantage of predictive efficiency's asymmetry is that it avoids the costly inversion and singular value decomposition of large matrices, steps which cannot be avoided in the canonical correlations approach.

\subsection{1.2.2 Unification of the Wavelet and MAR Frameworks}

Like other methods \([96, 98, 100]\), the approach to the MAR stochastic realization problem summarized in the previous section focuses on designing MAR states to, in some sense, optimally match the statistics of the fine-scale process being modeled. As a consequence, the resulting states typically have no discernible structure beyond the fact that they represent solutions to specific optimization problems. Another approach, which does not suffer from this limitation, is to choose the linear functionals that define the elements of internal MAR states from a library of linear functionals that have some convenient structure. This idea is one motivation for one of the contributions of this thesis—the unification of the wavelet and MAR frameworks. This union proves to be a powerful one because it combines the modeling efficacy of wavelets with the processing efficiency and flexibility of the MAR framework.

MAR processes were motivated by and have much in common with wavelets. In particular, MAR processes and wavelet synthesis both construct signals by adding detail at each successive finer scale. Despite the apparent similarities, however, it seemed, until recently, that the two frameworks could not be easily reconciled except in the simplest case of the Haar wavelet \([38, 68]\). In this thesis, we show that through a particular definition of MAR state vectors, MAR dynamics can be chosen to match the reconstruction algorithm associated with any compactly supported orthogonal or biorthogonal wavelet. Our ultimate objective, however, is not signal synthesis but rather stochastic modeling. As mentioned previously, internality is a desirable property of a MAR model because it simplifies MAR model identification.
Sec. 1.2. Main Problems Addressed

In the early attempts to marry MAR processes and wavelets, it was incorrectly thought that the internal property doomed the union in all but the Haar case. This is because, for all but the Haar wavelet, the supports of the wavelet functions overlap. We will show the connection between the overlapping of the wavelet functions and the internal property and illustrate how the non-overlapping property of the Haar wavelet permits its simple union with the MAR framework. After proving some particular relationships between wavelet coefficients and through appropriate state augmentation, we show how to build internal MAR processes based on any compactly supported wavelet.

Our main objective, after showing how to unify the MAR and wavelet frameworks, is to build approximate internal MAR models for stochastic processes. To do so, we use the statistics of the process to be modeled to derive the dynamics of our internal MAR-wavelet models. While wavelets have nice decorrelation properties, the decorrelation they provide is not exact in general. Therefore, our MAR models based on wavelets are approximate. This does not mean that we assume in our internal models that the detail coefficients are white. In fact, while (for comparison purposes) we do make this assumption for what we shall call the standard MAR-wavelet model, our internal MAR-wavelet models are more sophisticated. In particular, they incorporate the powerful property of optimal stochastic prediction for the detail coefficients at a given scale from both detail and scaling coefficients at coarser scales. This is different from the common wavelet-based modeling in which the detail coefficients are assumed to be white. In our internal models, we make the weaker assumption that the errors in predicting the detail coefficients from coarser-scale coefficients are white.

MAR-wavelet states of low dimension can lead to surprisingly good models. We will see that the state dimension of our MAR-wavelet models grows only linearly with the lengths of the support of the scaling functions, which are related, in some cases, such as orthogonal wavelets, to the number of vanishing moments of the analyzing wavelet. However, the fact that wavelets with a large number of vanishing moments do a good job of whitening a large class of processes [4,72,166,179,199] does not imply that the degree of statistical fidelity of our internal models necessarily increases with the number of vanishing moments. This is because we are not exclusively concerned with the correlations between wavelet coefficients, but rather with the conditional correlation between them (i.e., the correlation remaining after conditioning on coarser-scale coefficients). Therefore, as will be illustrated, with internal MAR-wavelet models, it is possible to build accurate models using wavelets with fairly short supports and, thus, without dramatically increasing the state dimension.

1.2.3 Covariance Extension

A limitation of all previous approaches to the MAR stochastic realization problem (including those discussed in the preceding two sections) is that they rely on the complete knowledge of the second-order statistics of the signal to be modeled. In many real-world problems, it is unlikely that one will have this complete knowledge. More-
over, in large image (and higher-dimensional) processing problems, such knowledge is impractical due to the amount of memory it would require. Therefore, if the MAR framework is ultimately to be applied to real-world problems of the type just described, it is essential that model identification techniques be developed that do not rely on a complete second-order characterization. A substantial contribution of this thesis is the development of techniques for MAR model realization for circumstances in which the covariance matrix of the signal to be modeled is only partially known.

The problem of inferring the unknown elements of a covariance matrix from known ones is the covariance extension problem which has been extensively studied [2, 10, 11, 33, 51, 58, 88, 102, 120, 132, 159]. One well-known result is that, for certain problems, an efficient recursive algorithm—Levinson’s algorithm [21, 89, 118, 119, 152]—may be used to compute extensions. One of the contributions of this thesis is to provide a generalization of the classical Levinson algorithm. This generalized-Levinson algorithm, like its classical counterpart, computes a covariance extension one element at a time. Each new element is parameterized by a so-called reflection coefficient and, collectively, the reflection coefficients parameterize all valid extensions (i.e., those that are positive semi-definite). The definition of generalized-reflection coefficients, the development of the generalized-Levinson algorithm, and the precise characterization of the problems to which it can be applied are based on the graph-theoretic concept of chordality, which will be explained in detail.

While we will rely and build on the theory associated with covariance extension, we are, ultimately, not interested in finding a full extension of the given, partially known covariance matrix. Rather, our interest is in a MAR model for an extension. In particular, for one-dimensional signals, we show how to obtain an exact MAR model for the maximum-entropy extension of a banded, partially known covariance matrix (i.e., correlations among the k nearest neighbors of each point are known). To obtain this model, only a small subset of the unknown covariance elements need to be computed, and they may be computed using the generalized-Levinson algorithm we develop. This results in an order of magnitude of computational savings relative to explicitly computing the full extension. In fact, the complexity of computing the parameters of a MAR model for the maximum-entropy extension of a banded, partially known covariance matrix is equivalent (asymptotically) to computing the parameters of a standard autoregressive model using the classical Levinson algorithm.

1.3 Thesis Organization and Main Contributions

The remainder of this thesis is organized as follows.

Chapter 2. Preliminaries

This chapter begins with a review of linear least-squares estimation with an emphasis on structured models that lead to efficient algorithms. This discussion leads naturally to a consideration of state-space models which are a special case of MAR models. After a
formal introduction to MAR processes and their associated signal processing algorithms, the chapter turns to a detailed discussion of previously-developed realization theory. This discussion includes a review of MAR models based on the Haar wavelet which have been used for modeling fractional Brownian motion [37, 38, 63, 68], MAR models for Markov processes [127, 129], stochastic realization based on canonical correlations [96, 98, 100], the overlapping tree approach to achieve smoothness [63, 96, 97], and a state augmentation technique for incorporating nonlocal variables [37, 39]. The chapter concludes with a review of predictive efficiency [8, 154], a technique which we will use in Chapter 4 for MAR model realization.

Chapter 3, Internality and Markovianity
This chapter resolves the issue of MAR model inconsistency which is intimately related to the notion of internality. While this issue has been recognized by previous authors, it has, until now, not been addressed in a theoretically complete and computationally tractable way. The approach developed in this chapter requires the consideration of general tree-indexed processes, not necessarily MAR ones. The theory of internal tree-indexed processes is formally developed and results in a new parameterization for internal processes which leads to MAR models that are consistent. After the development of internality, we consider its consequences for Markovianity and show that it substantially simplifies this important property. The chapter closes with a discussion of the implications of internality and the scale-recursive notion of Markovianity to which it leads for stochastic realization algorithms and their computational complexity.

Chapter 4, Scale-Recursive Stochastic Realization
This chapter develops a MAR stochastic realization algorithm. This algorithm makes use of the theory of internality and scale-recursive Markovianity as developed in Chapter 3. Additionally, it is based on predictive efficiency which is introduced in Chapter 2. These three ideas (internality, scale-recursive Markovianity, and predictive efficiency) combine to result in a realization algorithm that has complexity quadratic in problem size. An approximation is then introduced that leads to a complexity linear in problem size. An analysis of this approximation is provided and the chapter concludes with examples that illustrate the degree of approximation error relative to the exact algorithm.

Chapter 5, MAR-Wavelet Processes
This chapter unifies the wavelet framework and the MAR framework. While MAR processes based on the Haar wavelet have been developed and applied by previous authors (see Chapter 2), generalization to other wavelets has been difficult. This difficulty stems from the constraints imposed by internality, constraints that were not well understood until this thesis (see Chapter 3 and Chapter 4). After proving some particular properties of wavelets, internal MAR processes based on any compactly supported orthogonal
or biorthogonal wavelet are developed. The chapter concludes with an application of these MAR-wavelet processes to stochastic realization.

Chapter 6, Covariance Extension

All previous systematic approaches to MAR stochastic realization have required complete knowledge of the second-order statistics of the process being modeled. The work presented in this chapter takes a first step toward relaxing this assumption. The chapter includes a detailed review of covariance extension and its relation to graph theoretic concepts. A generalized-Levinson algorithm is developed that permits computation of extensions under quite general conditions. This algorithm is then applied to the problem of designing a MAR model for the maximum-entropy extension of a banded, partially known covariance matrix. A significant feature of maximum-entropy covariance extension using MAR models is that the complexity of the approach is an order of magnitude below that of explicitly computing a full covariance extension. Moreover, the complexity is comparable to that required to build a standard autoregressive model using the classical Levinson algorithm.

Chapter 7, Incorporation of Nonlocal Variables

This chapter presents several methods for incorporating nonlocal linear functionals into MAR models. Such linear functionals may represent coarse-scale measurements or variables to estimate and including them requires care because of the constraints imposed by internality and Markovianity. Three approaches to this problem are developed and they represent powerful alternatives to the approach of [37, 39] which is reviewed in Chapter 2. The first approach incorporates nonlocal linear functionals approximately. The second does so exactly but, in contrast to the method of [37, 39], they are incorporated prior to model realization so that the information they carry may be exploited in modeling signal statistics. Finally, an intellectual successor to the Markov property is developed that focuses only on MAR states that carry information relevant for the estimation problem at hand. This is in contrast to the usual Markov property that focuses on all MAR states regardless of their importance for estimation.

Chapter 8, Contributions and Suggestions

This chapter summarizes the contributions of this thesis and provides suggestions for extending the theoretical foundation developed in the preceding chapters. Other open problems associated with the MAR framework are also discussed.
Chapter 2

Preliminaries

This chapter primarily focuses on MAR processes, associated signal processing algorithms, and previously-developed realization theory. The MAR framework, which we review in Section 2.2, was principally developed to support efficient linear least-squares estimation. To motivate the MAR framework and to provide additional insight into its structure, we first provide, in Section 2.1, a review of linear least-squares estimation with an emphasis on structured models that lead to computational efficiencies. Much of the chapter is devoted to MAR realization theory, elements of which are reviewed in Section 2.3. The chapter concludes with Section 2.4 in which we review predictive efficiency, a technique which we will use in Chapter 4 for MAR model realization.

2.1 Linear Estimation and Structured Models

In this section we first consider a generic, finite-dimensional, linear least-squares estimation problem and then consider several classes of such problems which have special structure. Many of the topics covered here are discussed in greater detail in [37, 63, 96, 126, 148, 168, 184, 188]. A finite-dimensional, linear estimation problem is one of estimating a zero-mean\(^1\) vector of unknowns \(f\) with a linear function of a zero-mean vector of observations \(g\). That is,

\[
\widehat{f}_L = Lg
\]

(2.1)

is a linear estimate of \(f\). The estimation error is \(e_L \triangleq f - \widehat{f}_L = f - Lg\) and the estimation error covariance matrix is

\[
P_{e_L} = P_f + LP_g L^T - LP_g - P_f g^T
\]

(2.2)

where \(P_x \triangleq E[xx^T] - E[x] E[x]^T\) is our notation\(^2\) for the covariance matrix of random vector \(x\) and \(P_{xy} \triangleq E[xy^T] - E[x] E[y]^T\) is our notation for the cross-covariance matrix for random vectors \(x\) and \(y\).

\(^1\)The assumption of zero-mean results in no loss of generality because, for the case of non-zero mean, we may consider the deviation from the mean. This results in an affine estimator rather than a linear one.

\(^2\)\(E[\cdot]\) is the expectation operator. All notational conventions are summarized on pages 17–19.
### 2.1.1 Linear Least-Squares Estimation

The linear estimator that minimizes the mean-square estimation error is called the linear least-squares (LLS) estimator. The LLS estimate of $f$ based on $g$ will be denoted by $\hat{f}[f|g]$ or, when the dependence on $g$ is clear, simply $\hat{f}$. The form of the LLS estimator and estimation error covariance is

$$\hat{f} = \bar{E}[f|g] = P_{fg}P_g^{-1}g,$$

$$P_e = P_f - P_{fg}P_g^{-1}P_f^T$$

where $e = f - \hat{f}$. The LLS estimator possesses a number of theoretically and practically useful properties including the following:

- The LLS estimator and error covariance depends only on the joint second-order statistics of $f$ and $g$.

- The LLS estimate is unbiased.

- The LLS estimation error is orthogonal to all affine functions of the data upon which it is based.

- An estimator that is orthogonal to all affine functions of the data upon which it is based is the LLS estimator.

- $P_e - P_{eL} \leq 0$, where $P_e$ is the LLS estimation error covariance and $P_{eL}$ is the error covariance of any linear estimator $Lg$. Equality obtains if and only if $Lg$ is the LLS estimator and inequality is in the sense of negative-definiteness.

- $P_{e|g} = P_e$ where $e$ is the LLS estimation error. That is, the conditional estimation error covariance does not depend on the data $g$.

A special and important class of LLS estimation problems are those based on an affine measurement model,

$$g = Hf + \nu$$

where $H$ is an $N_g \times N_f$ dimensional matrix. When $\nu$ is zero-mean, uncorrelated with $f$, and has a covariance $P_{\nu}$, the LLS estimator and error covariance have the form

$$\hat{f} = P_fH^T(HP_fH^T + P_{\nu})^{-1}g,$$

$$P_e = P_f - P_fH^T(HP_fH^T + P_{\nu})^{-1}HP_f.$$

Another way of expressing (2.5) is

$$\hat{f} = (P_f^{-1} + H^TP_{\nu}^{-1}H)^{-1}H^TP_{\nu}^{-1}g,$$

$$P_e^{-1} = P_f^{-1} + H^TP_{\nu}^{-1}H.$$
We point out for future reference that (2.6a) may be written as

\[ P_e^{-1} \hat{f} = H^T P_e^{-1} g. \]  
(2.7)

The computational complexity of implementing (2.5) or (2.6) depends on \( N_f \) and \( N_g \), the dimensions of the unknown vector and the data vector, respectively. For the case in which \( P_e \) is diagonal but all other matrices in (2.5) and (2.6) are full, direct solution (i.e., with explicit matrix inversions) of (2.5) requires \( O(N_g^3 + N_f^2 N_g) \) computations and (2.6) requires \( O(N_g^3) \) computations. Thus, when \( N_g \ll N_f \), (2.5) will be more efficient to implement, and when \( N_f \ll N_g \), (2.6) will be more efficient to implement. In either case, the computational complexity of implementing (2.5) or (2.6) becomes prohibitively burdensome as \( N_g \) and \( N_f \) become large. Additionally, explicit storage of \( P_e \) is prohibitive for large \( N_f \).

If one requires only the estimates and not the estimation error covariance then standard conjugate gradient-based methods [52, 84] can be used to solve (2.7) iteratively and, in many cases, with \( O(N_f) \) complexity. Recently, a new Krylov subspace method has been developed [161, 163, 164] that extends the standard conjugate gradient methods and iteratively computes both the estimates and the diagonal elements of the estimation error covariance (i.e., the estimation error variances) with, asymptotically, no more work than standard conjugate gradient. Moreover, this technique yields an implicit and approximate model for the entire error covariance matrix. This approach is applicable in cases where the matrix-vector product \( P_g z \) can be computed quickly for any length-\( N_g \) vector \( z \) and where the estimator can be interpreted as acting as a low-pass filter.

### 2.1.2 Structured Models

Computational savings can be achieved in some cases for which the matrices in (2.5) and (2.6) have additional structure. One such case is when \( H \) is the identity matrix and \( f \) is stationary with circular boundary conditions (i.e., in one dimension, \( f \) is indexed by a circular lattice and in two dimensions, a toroidal one). In this case, all of the matrices that appear in (2.5) can be diagonalized by the discrete Fourier transform basis vectors and the diagonalization may be implemented efficiently with the fast Fourier transform (FFT) [96, 182]. Hence, estimates and error statistics may be computed with complexity \( O(N_f \log(N_f)) \). Other fast transform techniques, like the wavelet transform, lead to efficient estimation and the computation of error statistics in some cases in which \( f \) is nonstationary [191]. However, one drawback to fast transform techniques (FFT or otherwise) is that they require that \( H = I \), corresponding to a dense, regularly-spaced set of measurements. Another is that they require that the statistics possess special structure (e.g., stationarity in the case of the Fourier transform).

Another type of structured LLS problem that leads to some level of computational savings arises when \( f \) is a wide-sense Markov random field (MRF). In this case, \( f \) can be specified implicitly as [53, 121, 122, 189]

\[ M f = \eta \]  
(2.8)
where $M$ is a symmetric matrix representing a discretization of an elliptic partial differential operator and, so, is sparse. Moreover, $M$ is the covariance matrix for $\eta$ and, hence, the inverse of the covariance matrix for $f$ (i.e., $P_f^{-1} = M$). If the measurements are point observations (i.e., the rows of $H$ are a subset of the rows of the identity matrix) then $H^TP_\nu^{-1}H$ is diagonal, assuming that $P_\nu$ is diagonal. Therefore, (2.7) is a sparse system of equations where

$$P_e^{-1} = P_f^{-1} + H^TP_\nu^{-1}H = M + H^TP_\nu^{-1}H$$

has the same sparsity structure as $M$.

While there are a variety of iterative procedures one can apply to MRF problems corresponding to sparse systems of equations of the type just described (e.g., relaxation and multigrid methods [20,178]), these do not produce estimation error statistics. Nested dissection [57,61,82,187], on the other hand, can be used to compute directly both the estimates with $O(N_f^{3/2})$ complexity and, with only a little extra work, the elements of $P_e$ that lie in the non-zero locations of a Cholesky factor of $M$. A significant limitation of nested dissection, however, is that it cannot efficiently handle a substantial number of nonlocal measurements as they destroy the sparsity of $P_e^{-1}$.

Having just discussed special classes of two-dimensional processes, we now turn to one-dimensional ones. One-dimensional, wide-sense Markov processes can be written as state-space processes, which are a sub-class of MAR processes. A state-space process and corresponding observation equation have the form

$$x(n) = A(n)x(n-1) + w(n),$$

$$y(n) = C(n)x(n) + v(n)$$

where $x(\cdot), w(\cdot)$, and $v(\cdot)$ are all zero-mean, $w(\cdot)$ is white, uncorrelated with $x(0)$ (the assumed initial value of the Markov process), $v(\cdot)$ is white, uncorrelated with $x(\cdot), w(\cdot)$. If we define

$$f \triangleq [x(0)^T \ x(1)^T \ \cdots \ x(N-1)^T]^T,$$

$$\eta \triangleq [x(0)^T \ w(1)^T \ \cdots \ w(N-1)^T]^T$$

then it is clear that (2.10a) can be written in the form of (2.8) with

$$M = \begin{pmatrix}
I & 0 & 0 & \cdots & 0 & 0 \\
-A(1) & I & 0 & \cdots & 0 & 0 \\
0 & -A(2) & I & \cdots & 0 & 0 \\
0 & 0 & -A(3) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -A(N-1) & I
\end{pmatrix}.$$ 

(2.12)

However, in contrast to the MRF case, for a state-space process $\eta$ is white and so $P_f^{-1} = M^TM$ and is block tri-diagonal. A similar correspondence can be made between
(2.10b) and (2.4) in which \( H \) is block diagonal. Hence, (2.7) is a sparse system where

\[
P_e^{-1} = P_f^{-1} + H^T P_v^{-1} H = M^T M + H^T P_v^{-1} H
\]

(2.13)
is block tri-diagonal.

State-space processes are statistically rich and admit efficient inference algorithms. Indeed, any wide-sense stationary process with a rational spectrum and many nonstationary processes can be written in the form of a state-space process. The Kalman filter [104, 105] and Rauch-Tung-Striebel smoother [155] may be used to solve for the LLS estimates and estimation error variances. The former corresponds to Gaussian elimination on the system (2.7), and the latter corresponds to back substitution. Due to the tri-diagonal structure of \( P_v^{-1} \), these algorithms are extremely efficient, with complexity linear in \( N \), the temporal length of the state-space process, and cubic in the dimension of the state vectors \( x(\cdot) \). Moreover, in solving for the LLS estimates, these algorithms produce, as a by-product, estimation error variances as well as a model for the estimation error which is, itself, a state-space process. These algorithms may also be used to whiten the data \( y(\cdot) \) and, thus, admit efficient computation of likelihood functions.

State-space processes are indexed by the integers. Therefore, they constitute a natural modeling framework for one-dimensional signals. While they have been applied to two-dimensional problems, doing so efficiently requires the imposition of a somewhat unnatural and ad hoc ordering of image pixels (e.g., raster-scan ordering). A natural question to pose is: how might one retain the attractive features of state-space processes while obviating the inflexibility of integer indexing?

The answer is to generalize the index set from integers (which form a monadic tree) to trees. This generalization gives rise to MAR processes which evolve, not in time, but in scale. As we review in the following sections, there is no loss in statistical richness or algorithmic efficiency associated with the generalization of state-space processes to MAR processes. Indeed, the class of processes that can be modeled with MAR models includes state-space processes and the MAR inference algorithms are generalizations of state-space ones.

## 2.2 MAR Framework

In this section we provide our notational conventions for trees and tree-indexed processes as well as a review of MAR processes and associated statistical signal processing algorithms. In this thesis, we will consider processes indexed by \( q \)-adic trees, although all the techniques developed are applicable to processes indexed by any tree, however irregular. Our notation for referring to nodes of a \( q \)-adic tree is indicated in Figure 2.1. The root node is labeled 0, the parent of node \( s \) is denoted by \( s\tilde{r} \), and the children of node \( s \) are, from left to right, \( sa_1, sa_2, \ldots, sa_q \).

There is a natural notion of scale associated with \( q \)-adic trees. The root node represents the coarsest scale (scale zero), while the leaf nodes constitute the finest scale
Figure 2.1. (a) A dyadic tree. The root node is indexed by \( s = 0 \). The parent of node \( s \) is denoted \( s^\gamma \). The children of node \( s \) are labeled from left to right by \( s\alpha_1, s\alpha_2 \). (b) For a \( q \)-adic tree the children of node \( s \) are labeled from left to right by \( s\alpha_1, s\alpha_2, \ldots, s\alpha_q \).

(scale \( M \)). More generally, the nodes \( \{ s \mid \gamma^n = 0 \} \) reside at scale \( n \). We denote the scale of node \( s \) by \( m(s) \). The shift of node \( s \) is denoted by \( \nu(s) \) where the left-most node at a given scale has shift \( \nu(s) = 0 \), and the right-most node has shift \( \nu(s) = q^{m(s)} - 1 \). For dyadic trees, \( q = 2 \) and scale \( n \) indexes a one-dimensional vector-valued signal of length \( 2^n \). For quad-trees, \( q = 4 \) and scale \( n \) indexes a two-dimensional vector-valued field of size \( 2^n \times 2^n \). Extensions to other values of \( q > 4 \) are straightforward.

A MAR process is a generalization of a discrete-time state-space process. Both are graphical models with affine dynamics. However, a MAR process may be indexed by the nodes of any tree\(^3\) and it reduces to a state-space process in time when the tree is monadic. Precisely, a zero-mean MAR process \( x(\cdot) \) has dynamics

\[
x(s) = A(s)x(s\gamma) + w(s)
\]

where \( w(s) \) is white with auto-covariance \( Q(s) \) and is uncorrelated with \( x(0) \), the value of the MAR process at the root node. With these definitions, it is clear that (2.14) is a generalization of the state-space dynamics of (2.10a). In analogy with state-space processes and for other reasons that will be made clear in the sequel, \( x(s) \) is called the state of \( x(\cdot) \) at node \( s \).

In this thesis, we will provide techniques for building MAR models for fine-scale random signals which we view as indexed by the leaf nodes of \( q \)-adic trees. In our development of theory and algorithms, we frequently refer to other scales and other subsets of nodes. So, for simplicity of our subsequent presentation, we make the following definitions for subsets of the set of nodes of a \( q \)-adic tree to which we refer.

---

\(^3\)Strictly speaking, a MAR process may be indexed by the nodes of any directed tree where the edges between nodes are directed from parent to child (coarse-scale to fine-scale). Our notation for nodes \( (s, s\gamma, s\alpha_1) \) and the orientation of our figures (coarser scales are above finer ones) make this sense of direction clear so our figures are drawn with undirected (i.e., arrow-less) edges.
Figure 2.2. Notation for sub-processes of a tree-indexed process \( x(\cdot) \).

frequently:

\[
S_s \triangleq \{ t \mid t = s \text{ or } t \text{ is a descendent of } s \} = \text{nodes in subtree rooted at } s, \\
S^c_s \triangleq S_0 - S_s = \text{nodes other than those in subtree rooted at } s, \\
T_s(n) \triangleq \{ t \in S_s \mid m(t) = n \} = \text{nodes at scale } n \text{ descending from } s, \\
T^c_s(n) \triangleq T_0(n) - T_s(n) = \text{nodes at scale } n \text{ not descending from } s.
\]

Again, to simplify our development, we make the following definitions for sub-processes of a tree-indexed process \( \{x(s)\}_{s \in S_0} \), to which we refer frequently:

\[
x^n_s \triangleq \{ x(t) \}_{t \in T_s(n)} = \text{process at scale } n \text{ that descends from node } s, \\
x^n_{c,s} \triangleq \{ x(t) \}_{t \in T^c_s(n)} = \text{process at scale } n \text{ that does not descend from node } s.
\]

We often interpret these sub-processes as vectors.\(^4\) Also, when referring to the entire sub-process at a particular scale we often drop the 0 subscript. For instance \( x^M = x^M_0 \) is the finest-scale sub-process. Some of this notation is summarized in Figure 2.2.

MAR dynamics provide a complete and implicit second-order characterization for the collection of states \( \{x(s)\}_{s \in S_0} \). The state covariances satisfy the Lyapunov equation

\[
P_{x(s)} = A(s)P_{x(s)}A(s)^T + Q(s) 
\]  

(2.15)

which is a generalization of the more familiar state-space Lyapunov equation. The cross-covariance between any two states is most easily written in terms of the state transition matrix\(^5\)

\[
\Phi(s, t) = \begin{cases} 
I & \text{if } s = t, \\
A(s)\Phi(s \gamma t, t) & \text{if } m(s) > m(t), \\
\Phi(s, t \gamma)A(t)^T & \text{if } m(t) > m(s).
\end{cases} 
\]  

(2.16)

\(^4\)Using, for example, lexicographic ordering of the nodes comprising \( T_s(n) \) or \( T^c_s(n) \) in order to construct a large vector from the component vectors \( x(t) \).

\(^5\)Note that \( \Phi(s, t) \) is only defined for nodes \( s, t \) such that \( s \) is an ancestor of \( t \) or vice versa. That is, \( s = t^{\ell} \) or \( t = s^{\ell} \) for some non-negative integer \( \ell \).
which is a generalization of the more familiar state transition matrix for state-space processes. The cross-covariance between any two states \(x(t)\) and \(x(s)\) is

\[
P_{x(s) x(t)} = \Phi(s, s \land t)P_{x(s \land t)} \Phi(s \land t, t)
\] (2.17)

where \(s \land t\) is defined as the common ancestor of \(s\) and \(t\) with maximal scale. A consequence of the foregoing discussion is that the MAR dynamics can be viewed as an implicit representation of \(P_{x, M}\), the covariance matrix for the leaf-node states of a MAR process.

The most important property that MAR processes possess is a wide-sense Markovianity.

**Definition 2.2.1 (Markov Property).** A tree-indexed process \(x(\cdot)\) has the Markov property if for all \(s \in S_0 - T_0(M)\), conditioned on \(x(s)\), the sub-processes indexed by the sets of nodes in the sub-trees separated by \(s\), namely, \(\{x(t)\}_{t \in S_{s_{10}}}\), \(\{x(t)\}_{t \in S_{s_{20}}}\), \ldots, \(\{x(t)\}_{t \in S_{s_{a0}}}\) and \(\{x(t)\}_{t \in S_{s_{b0}}}\), are conditionally uncorrelated.

That MAR processes have the Markov property is easily shown [37, Appendix A]. If a MAR process is Gaussian then it has the (equivalent) properties of “pairwise Markovianity,” “local Markovianity,” and “global Markovianity” from the graphical modeling literature [115]. The Markov property of Definition 2.2.1 is a wide-sense equivalent to these notions of Markovianity.

The Markov property leads to fast statistical signal processing algorithms. Sample-path generation is accomplished using (2.14) and has complexity \(O(\sum_{s \in S_0} d_s^2)\) where \(d_s\) is the dimension of \(x(s)\). Also, a linear least-squares estimator [28–30] (which generalizes the Kalman filter [104, 105] and Rauch-Tung-Striebel smoother [155]) and likelihood calculator [127, 130] have been developed based on a measurement model analogous to the classical state-space one:

\[
y(s) = C(s) x(s) + v(s)
\] (2.18)

where \(v(s)\) is white and uncorrelated with \(x(\cdot)\) and \(w(\cdot)\). The estimator and likelihood calculator have computational complexity \(O(\sum_{s \in S_0} d_s^3)\). When the state dimension is a constant \(d\) which is independent of \(|S_0|\), the complexity of the sample-path generation and estimation/likelihood calculation is \(O(d^2|S_0|)\) and \(O(d^3|S_0|)\), respectively. Since \(|S_0|\) is an affine function of the number of fine-scale variables, \(N = dq^M\), this corresponds to a constant per pixel, or \(O(N)\), complexity.\(^6\)

We emphasize that this efficiency is only achieved if the state dimension, \(d\), is independent of \(|S_0|\) or, equivalently, \(N\). If \(d\) grows slowly with \(N\), say, logarithmically, then reasonably low complexity can also be achieved. However, if \(d\) is proportional to \(N\) or even \(N^{1/2}\), the complexity of these signal processing algorithms may be prohibitive for large problems. While there are many examples of processes for which the state dimension is independent of, or grows slowly with, \(N\) (e.g., one-dimensional Markov processes,

\(^6\)For a \(q\)-adic tree, \(|S_0| = q^{M+1} - 1\). Since \(N = dq^M\), we have that \(|S_0| = q^{\left(\frac{N}{d} - 1\right)}\) which is affine in \(N\).
1/f-like processes), there is no theory that completely answers the question: what class of processes can be well-modeled in the MAR framework with state dimensions that grow sufficiently slowly with problem size?

In addition to computational efficiency, there are a number of other advantages to estimation within the MAR framework. One is statistically optimal fusion of multiresolution data. Indeed, since the MAR estimator computes the LLS estimate of \( x(s) \) given \( y(s) \) for all \( s \in S_0 \), it automatically fuses data at coarse nodes (which may represent nonlocal measurements) with those at leaf nodes. This feature distinguishes the MAR framework from nested dissection which cannot efficiently handle nonlocal measurements.

A second advantage is that the MAR estimator can handle irregularly spaced data and nonstationary statistics with no algorithmic changes. That is, the algorithm, much like the Kalman filter and Rauch-Tung-Striebel smoother on which it is based, does not require any additional structure such as regularly spaced data or stationarity to achieve its efficiency. This is in contrast to fast-transform techniques such as those based on the FFT or wavelet transform which require either regularly spaced data or stationarity, or both.

A third important point is that the MAR estimator produces estimation error variances with no additional computations beyond those that are needed to compute the estimates themselves. This fact distinguishes the MAR framework from other approaches (like multigrid) that lead to fast algorithms for estimates but which cannot efficiently produce error statistics.

Lastly, the MAR estimator produces the parameters of a MAR model for the estimation errors with only a small amount of additional work beyond what is needed to compute estimates [127, 131]. The MAR error model can be used compute individual off-diagonal elements of the estimation error covariance. Moreover, the error model is useful for generating conditional sample-paths [37, 41], for performing sequential data fusion, or for adapting the MAR estimator to time-dynamic problems [90–92].

### 2.3 MAR Stochastic Realization Theory

The MAR stochastic realization theory developed in this thesis is motivated by and, to some extent, directly builds upon the prior work of others [37–39, 63, 68, 96–98, 100, 127, 129]. In this section we review this previously-developed realization theory which primarily addresses the following problem. Suppose we are given the covariance matrix \( P_{FM} \) for the length \( N \) random vector \( f^M \) which may represent a one-dimensional signal or a multi-dimensional field, lexicographically ordered. The stochastic realization problem is to specify the parameters of a MAR process \( x(s) \) so that the finest-scale subprocess \( x^M \) is an exact or approximate model for the random signal \( f^M \), i.e., so that \( P_{x^M} \approx P_{FM} \).

The parameters, \( A(\cdot) \), \( Q(\cdot) \) and \( P_{x(0)} \), that govern MAR dynamics are a function of state covariances \( P_{x(s)} \) and child-parent cross-covariances, \( P_{x(s)x(s')} \). To see this, notice
that the MAR dynamics of (2.14) represent the linear least squares estimate of \( x(s) \) from \( x(s\gamma) \) plus the estimation error \( w(s) \). Therefore,

\[
A(s) = P_{x(s)x(s\gamma)}P_{x(s\gamma)}^{-1},
\]

\[
Q(s) = P_{x(s)} - P_{x(s)x(s\gamma)}P_{x(s\gamma)}^{-1}P_{x(s)x(s\gamma)}^T.
\]

Thus, to specify a MAR process, we need only determine the joint second-order statistics of all child-parent pairs. As developed in [96, 98, 100], this task is vastly simplified by considering a so-called internal MAR process\(^7\) which is one with the property that each state \( x(s) \) is linearly related to \( x^M \), the vector of states indexed by fine-scale nodes. That is, for all \( s \in \mathcal{S}_0 - \mathcal{T}_0(M) \),

\[
x(s) = L_s x^M
\]

for some set of matrices \( \{L_s\} \). A point recognized, but not resolved, in [96,100] is that (2.20) is not an appropriate parameterization for internal MAR states as it can lead to inconsistent models. One of the main contributions of this thesis is to resolve this issue of model consistency.

If our MAR model is exact, then \( P_{x^M} = P_{f^M} \) and the state covariances and child-parent cross-covariances are given by

\[
P_{x(s)} = L_s P_{x^M} L_s^T = L_s P_{f^M} L_s^T,
\]

\[
P_{x(s)x(s\gamma)} = L_s P_{x^M} L_{s\gamma}^T = L_s P_{f^M} L_{s\gamma}^T.
\]

As discussed in [96,98,100], (2.21) may be used to define \( P_{x(s)} \) and \( P_{x(s)x(s\gamma)} \) even when \( P_{x^M} \neq P_{f^M} \). However, a clear interpretation of this step is not provided in [96,98,100] and another contribution of this thesis is to make this step precise. Despite this imprecision and the consistency issues mentioned previously, (2.19)–(2.21) correctly imply that the stochastic realization problem can be posed as a problem of finding a set of linear functionals \( \{L_s\} \) that define MAR states. In the remainder of this section we discuss several ways of specifying these linear functionals and the consequences for stochastic realization.

Each of the following five sections provides the background necessary for subsequent developments. However, a reader interested in only certain specific topics need not read all five sections. Table 2.1 serves as a guide and indicates to which contribution of this thesis each of the following sections pertains and in what section or chapter the development of that contribution may be found.

\section{2.3.1 MAR-Haar Models for Fractional Brownian Motion}

Perhaps the quickest route toward understanding MAR stochastic realization begins with examining a conceptually simple example. In this section we will do just that

\(^7\)The property of internality will be developed in much greater depth in Chapter 3.
by considering MAR processes based on the Haar wavelet. Our discussion is based on ideas in [37, 38, 44, 63, 68] and we refer the reader to these papers for more detail.

The Haar scaling function\(^8\) is

\[
\phi(t) = \begin{cases} 
1 & \text{for } 0 \leq t < 1, \\
0 & \text{otherwise}.
\end{cases}
\] (2.22)

For a fixed scale \(j\), the family of functions given by \(\phi_{j,n} = \sqrt{2^j} \phi(2^j t - n)\) for \(n \in \mathbb{Z}\) constitutes an orthonormal basis for functions that are piecewise constant on intervals of length \(2^{-j}\). Therefore, with increasing \(j\), \(\{\phi_{j,n}\}_{n \in \mathbb{Z}}\) is a basis for finer resolution function approximation. Expanding a function in this basis we obtain for each \(j\),

\[
\sum_n a_j(n) \phi_{j,n} \text{ where the scaling coefficients } \{a_j(n)\}_{(j,n) \in \mathbb{Z}^2} \text{ associated with the scaling functions } \{\phi_{j,n}\}_{(j,n) \in \mathbb{Z}^2} \text{ obey the fine-to-coarse scale-recursive analysis equation}
\]

\[
a_j(n) = \frac{1}{\sqrt{2}} a_{j+1}(2n) + \frac{1}{\sqrt{2}} a_{j+1}(2n + 1). \tag{2.23}
\]

Note that, while our convention of finer resolution corresponding to increasing \(j\) is consistent with the indexing of MAR scales, it is opposite of the customary convention adopted in the wavelet literature.

The detail required to obtain the \(j\)-th resolution approximation of a function from the approximation at resolution \(j - 1\) is given in terms of the Haar wavelet function:

\[
\psi(t) = \begin{cases} 
1 & \text{for } 0 \leq t < 1/2, \\
-1 & \text{for } 1/2 \leq t < 1, \\
0 & \text{otherwise}.
\end{cases}
\] (2.24)

The family of functions indexed by \((j, n) \in \mathbb{Z}^2\) and given by \(\psi_{j,n} = \sqrt{2^j} \psi(2^j t - n)\) constitutes an orthonormal wavelet basis of \(L^2(\mathbb{R})\). The detail coefficients \(\{d_j(n)\}_{(j,n) \in \mathbb{Z}^2}\) associated with the wavelet functions \(\{\psi_{j,n}\}_{(j,n) \in \mathbb{Z}^2}\) obey the fine-to-coarse scale-recursive analysis equation

\[
d_j(n) = \frac{1}{\sqrt{2}} a_{j+1}(2n) - \frac{1}{\sqrt{2}} a_{j+1}(2n + 1). \tag{2.25}
\]

---

\(^8\)A more comprehensive review of wavelets is found in Chapter 5.
The Haar synthesis equation obeys the coarse-to-fine scale-recursion
\[
a_j(n) = \frac{1}{\sqrt{2}} a_{j-1}([n/2]) + \frac{(-1)^n}{\sqrt{2}} d_{j-1}([n/2])
\]  
(2.26)
where \([\cdot]\) is the “floor” function and denotes the greatest integer that is no larger than the argument. Thus, for the Haar system, each scaling coefficient \(a_j(n)\) for the \(j\)-th resolution approximation is derived from one scaling coefficient \(a_{j-1}([n/2])\) for the approximation at resolution \(j-1\) and one detail coefficient \(d_{j-1}([n/2])\). Using this fact and assuming that the detail coefficients are white noise, (2.26) can be easily written as a MAR process, as shown in [63, 68], by defining each \(x(s)\) as containing a scaling and detail coefficient for scale \(m(s)\) and shift \(i(s)\). That is, let \(x(s) \triangleq \begin{bmatrix} a_{m(s)}(i(s)) & d_{m(s)}(i(s)) \end{bmatrix}^T\). The MAR dynamics for such a model are given by
\[
x(s) = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & (-1)^{i(s)} \\ 0 & 0 \end{bmatrix} x(s) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} d_{m(s)}(i(s))
\]  
(2.27a)
for scale \(m(s) < M\) and
\[
x(s) = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & (-1)^{i(s)} \end{bmatrix} x(s)
\]  
(2.27b)
for scale \(m(s) = M\). Notice that (2.27a) is simply a rewriting of (2.26) and (2.27b) terminates the scale-recursive synthesis at scale \(M\).

To use the MAR-Haar process just defined as a model for a random process \(f^M\) with covariance \(P_{f^M}\) we must specify the covariance matrix for \(x(0)\) and the variance of the detail coefficients \(d_j(n)\) which act as driving noise in (2.27a). This is easy to do if we view the state elements of the MAR-Haar process as consisting of scaling and detail coefficients of \(f^M\). Indeed, then \(x(0) = L_0 f^M\) where the matrix \(L_0\) is implicitly given by recursive application of (2.23) and (2.25). Similarly, the \(d_j(n)\) are linearly related to \(f^M\) via (2.25). Since \(P_{f^M}\) is given, we may immediately derive the required statistics. Notice that we do not need to derive the matrices \(A(\cdot)\) because they are specified by the Haar synthesis equation as indicated in (2.27a) and (2.27b). The simplicity of this procedure (originally described in [63, 68]) belies a major weakness—it leads to an inconsistent model. This issue will be further developed in the subsequent chapters of this thesis.

As an example, consider using the MAR-Haar process as a model for fractional Brownian motion with Hurst parameter \(H\) (fBm(\(H\))). Fractional Brownian motion has received a great deal of attention in recent years [3, 70–72, 113, 179, 190–193] due to the fact that it captures the \(1/f\) spectral behavior of many natural and engineered phenomena [17, 109, 124, 125, 185, 195]. The correlation function for fBm(\(H\)) is [135]
\[
r_H(t_1, t_2) = \frac{1}{2} \left( |t_1|^{2H} + |t_2|^{2H} - |t_1 - t_2|^{2H} \right).
\]  
(2.28)
Figure 2.3. (a) Exact covariance for 64 samples of fBm(0.3) on (0, 1]. (b) Realized covariance using the MAR-Haar model of (2.27a) and (2.27b). (c) Realized covariance using the MAR-Haar model with optimal prediction from parent to child.

Figure 2.3(a) illustrates $P_{fM}$, 64 samples of fBm(0.3) on the interval (0, 1]. Figure 2.3(b) illustrates the realized fine-scale covariance, $P_{zM}$, based on the MAR-Haar model just described. It is immediately clear from Figure 2.3(a) and Figure 2.3(b) that the MAR-Haar model is a crude approximation to the exact fBm(0.3) statistics. The approximation stems from two sources. First, the assumption that the detail coefficients are white is very poor in general. Indeed, since the Haar wavelet has only one vanishing moment, for most processes the resulting detail coefficients are strongly correlated both in space and scale [72,179]. Second, due to the piecewise constant shape of the Haar wavelet, any realized covariance matrix $P_{zM}$ with this model will exhibit discontinuities (i.e., will have “blockiness”) in general. We point out however, that this model has been successfully used for hypothesis discrimination. In [63,68] the authors applied the MAR likelihood calculator to estimate accurately the Hurst parameter of fBm.

A simple way to improve upon the MAR-Haar model is to exploit fully the fact that states are linearly related to the fine-scale process. Instead of using the dynamics defined by (2.27a) and (2.27b), one can build a more accurate model, as shown in [37,38], by computing the MAR parameters so that the multiscale autoregression is the optimal prediction of $x(s)$ from $x(s\gamma)$. That is, using the fact that $x(s) = L_x x^M$, we can directly apply (2.19) and (2.21). Thus, while $w(s)$ in the model defined by (2.27a) and (2.27b) represents the detail coefficient $d_{m(s)}(s\gamma)$, the process noise in the more accurate model we are now considering represents the prediction error in the estimation of $d_{m(s)}(s\gamma)$ conditioned on the detail and scaling coefficient represented by $x(s\gamma)$.

This new and more accurate multiscale model will capture correlations in scale among the coefficients represented by states at neighboring nodes in the tree. Thus, it will do a better job of approximating the statistics of the underlying process than does the model defined by (2.27a) and (2.27b). The improvement is illustrated in the case of
fBm(0.3) in Figure 2.3(c) which displays the realized covariance matrix associated with the new MAR-Haar model. This shows the power of the optimal prediction procedure in the simple case of the Haar wavelet.

Despite the improvement in modeling fBm(0.3) obtained by MAR-Haar dynamics that perform optimal prediction of a child state from its parent, there is considerable room for additional improvement. That is, Figure 2.3(c) is still a relatively poor approximation of Figure 2.3(a). In Chapter 5 we will extend the ideas presented in this section and show how to build MAR models based on any orthogonal or biorthogonal wavelet. As we illustrate, statistical fidelity improves as we consider more regular wavelets.

2.3.2 MAR Models for One-Dimensional Markov Processes

In this section we discuss another class of conceptually straightforward MAR models—those for one-dimensional, wide-sense, bilateral Markov (a.k.a. reciprocal) processes developed in [127, 129]. These will be applied to the problem of maximum-entropy covariance extension in Chapter 6. A discrete-time process $z(\cdot)$ is a $k$-th order wide-sense\(^9\) bilateral Markov process if the LLS estimate of $z(n)$ given all other values of the process depends only on the $k$ values on either side of $z(n)$ [53]. More precisely, $z(\cdot)$ is $k$-th order bilateral Markov if

$$\hat{E}[z(n) \mid \{z(i)\}_{i \neq n}] = \hat{E}[z(n) \mid \{z(i)\}_{i \in [n-k:n+k]} \setminus \{n\}]$$  \hspace{1cm} (2.29)$$

where $[a : b]$ is the set of integers larger than or equal to $a$ and smaller than or equal to $b$. Equation (2.29) is equivalent to the statement that, conditioned on the size-$k$ boundaries of an interval $J$, the values of $z(\cdot)$ inside $J$ and outside $J$ are uncorrelated.

A unilateral Markov process is similar to a bilateral one but it is one-sided. That is, if $z(\cdot)$ is a $k$-th order unilateral Markov process then the LLS estimate of $z(n)$ given the entire past depends only on the previous $k$ samples. More precisely,

$$\hat{E}[z(n) \mid \{z(i)\}_{i < n}] = \hat{E}[z(n) \mid \{z(i)\}_{i \in [n-k:n-1]}].$$  \hspace{1cm} (2.30)$$

Equation (2.30) is equivalent to the statement that, conditioned on a length-$k$ interval $J$, the values of $z(\cdot)$ subsequent to and preceding $J$ are uncorrelated. Every unilateral Markov process is bilateral Markov but the converse is not true [1,53]. We also point out that every $k$-th order unilateral Markov process can be written as a state-space process with state dimension $k$ as follows. A $k$-th order unilateral Markov process obeys an autoregression of the form

$$z(n) = a_{n,1}z(n-1) + a_{n,2}z(n-2) + \cdots + a_{n,k}z(n-k) + \mu(n)$$  \hspace{1cm} (2.31)$$

\(^9\)In this thesis we are concerned exclusively with second-order statistics. Therefore, whenever it is not specifically indicated, statistical properties are to be interpreted as wide-sense. Equivalently, there is no loss in generality by assuming Gaussianity.
where $\mu(\cdot)$ is white. By defining

\begin{align}
  x(n) &\triangleq [z(n) \; z(n-1) \; \cdots \; z(n-k+1)]^T, \\
  w(n) &\triangleq [\mu(n) \; 0 \; \cdots \; 0]^T, \\
  A(n) &\triangleq \begin{pmatrix}
    a_{n,1} & a_{n,2} & a_{n,3} & \cdots & a_{n,k-1} & a_{n,k} \\
    1 & 0 & 0 & \cdots & 0 & 0 \\
    0 & 1 & 0 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & \cdots & 1 & 0
  \end{pmatrix}
\end{align}

we arrive at the state-space representation

\begin{equation}
  x(n) = A(n)x(n-1) + w(n). \tag{2.33}
\end{equation}

The MAR models for Markov processes discussed in [127, 129] are all based on a “divide-and-conquer” philosophy. They qualitatively resemble nested dissection [57, 61, 82, 187] (particularly so the MAR models for two-dimensional MRFs) and quantitatively resemble midpoint displacement for synthesizing Brownian motion [9, 37]. To begin, let us consider just one particular type of MAR model for a length $N = 16$, one-dimensional, first-order Markov processes $f^M(\cdot)$. The MAR model depicted in Figure 2.4 is an end-point model for this Markov process. Each state consists of four end-points corresponding to two intervals. For instance,

\begin{align}
  x(0) &\triangleq [f^M(0) \; f^M(7) \; f^M(8) \; f^M(15)]^T, \\
  x(0\alpha_1) &\triangleq [f^M(0) \; f^M(3) \; f^M(4) \; f^M(7)]^T, \\
  x(0\alpha_2) &\triangleq [f^M(8) \; f^M(11) \; f^M(12) \; f^M(15)]^T.
\end{align}
Figure 2.5. The elements of a $17 \times 17$ MRF contained at the root node of a quad-tree MAR model are indicated by filled circles ($\bullet$).

and the other states are similarly defined as indicated in Figure 2.4. Notice that $x(0)$ consists of endpoints of the intervals $[0:7]$ and $[8:15]$. Therefore, using (2.29), conditioned on $x(0)$, the sets of samples $\{f^M(i)\}_{i \in [0:7]}$ and $\{f^M(i)\}_{i \in [8:15]}$ are uncorrelated. It follows that $x(0_{\alpha_1})$ and $x(0_{\alpha_2})$ are uncorrelated when conditioned on $x(0)$. Hence, the statistical relationships among $x(0)$, $x(0_{\alpha_1})$, and $x(0_{\alpha_2})$ can be captured exactly by a MAR process. Moreover, since the MAR states are linear functionals of $x^M$, given the fine-scale statistics, $P_f$, for any Markov process, the MAR parameters are readily computed (cf., (2.19) and (2.21)). A similar argument applies to the other states.

The MAR model just discussed can be generalized in a number of ways. Most obviously, it can be extended to any length-$N$ process where $N = 4 \times 2^M$ for some integer $M$. It can also be extended to any order $(k)$ Markov process. Roughly speaking, one way to adapt the preceding approach to a general $k$ is simply to replace every sample (dot, $\bullet$) in Figure 2.4 with $k$ consecutive samples. To be more specific, a state $s$ in an $(M + 1)$-scale MAR model for a $k$-th order Markov process consists of the samples of the process indexed by $\eta(s) = \eta_1(s) \cup \eta_2(s) \cup \eta_3(s)$ where

$$
\eta_1(s) = \iota(s)4k2^{M-m(s)} + [0 : k - 1],
$$

$$
\eta_2(s) = \iota(s)4k2^{M-m(s)} + 4k2^{M-m(s)-1} + [-k : k - 1],
$$

$$
\eta_3(s) = \iota(s)4k2^{M-m(s)} + 4k2^{M-m(s)} + [-k : -1]
$$

where $[a : b] + c \triangleq [a + c : b + c]$. Notice that $\eta(s) \subset \eta(s_{\alpha_1}) \cup \eta(s_{\alpha_2})$ corresponding to the fact that each parent state consists of a subset of the samples in its children states. This approach can accommodate any $k$-th order Markov processes of length $N = 4k2^M$.

Additional flexibility (i.e., the ability to handle processes of lengths other than $N = 4k2^M$) is accomplished by considering redundant (or overlapping) states and trees that are not binary. The essential characteristics of these other models for Markov processes are identical to the one we have discussed in detail. Since, in this thesis, we have no particular need for the added flexibility they provide, we refer the reader
to [37, 127, 129] for details. For completeness, we point out that in [90] yet another type of model for Markov processes is discussed. For these models, each fine-scale sample appears as an element of only one state, in contrast to the model we have discussed in which a sample may appear in multiple states.

Finally, the Markov models we have discussed may be generalized to apply to wide-sense, two-dimensional MRFs. The essential difference is that MAR states contain lines that separate regions rather than end-points that separate intervals. For instance, the elements contained in the root node of one type of MAR-MRF model are illustrated in Figure 2.5. Notice that a consequence is that MAR states for an MRF model have a maximum dimension proportional to the linear size of the MRF. That is, in modeling a $\sqrt{N} \times \sqrt{N}$ field, the maximum state dimension is proportional to $\sqrt{N}$. This means that the MAR estimator, when applied to such a model, has complexity $O(N^{3/2})$ [160] which is prohibitive for large $N$. Additional details regarding MAR-MRF models may be found in [37, 90, 127, 129].

### 2.3.3 Canonical Correlations Realization

The MAR realization approach discussed in the previous section is tailored specifically for Markov processes. In this section we summarize a more general realization approach based on canonical correlations and developed in [96, 98, 100]. This approach has been successfully applied to Markov as well as non-Markov processes. Moreover, it provides a way to prioritize state information so that the least important information may be discarded if a reduced-order, approximate realization is desired.

As mentioned, the heart of the MAR realization problem is to select the linear functionals $\{L_s\}$. The MAR model parameters are then determined using these and $P_f^M$ (cf., (2.19) and (2.21)). The realization procedure proposed in [96, 98, 100] determines these linear functionals by myopically focusing on the state at each node independently. More specifically, the focus is on the decorrelation role that each state fulfills. Recall that, by the Markov property, each MAR state, $x(s)$, conditionally decorrelates the states indexed by nodes that are separated by $s$. When considering an internal model—in which every state depends linearly on the finest scale subprocess $x^M$—this decorrelation role simplifies. In this case, it is sufficient that $x(s)$ conditionally decorrelate the fine-scale subprocesses that are separated by $s$, namely those in the set $\{x^M_{s\alpha_i}\}_{i=1}^q \cup \{x^M_s\}$. We will make this precise in Chapter 3. Thus, the problem of determining $L_s$ is identical to that of deducing what information must be stored in $x(s)$ to fulfill this simpler decorrelation role.

The determination of the matrices $\{L_s\}$ is based on canonical correlations analysis which is a technique first introduced in [94] and later employed to find minimal and reduced-order realizations for state-space processes [6–8, 49, 54, 183]. As discussed, for a MAR process each state conditionally decorrelates several (generally more than two) sets of variables. Canonical correlations analysis, however, shows how to find a prioritized ordering of the information required to conditionally decorrelate two random vectors, $z_1$ and $z_2$ with auto-covariances $P_1$ and $P_2$, respectively, and cross-covariance
\( P_1 \). We first review this technique and then show how it may be extended to deal with more than two random vectors.

We first define the \textit{generalized correlation coefficient} as

\[
\bar{\rho}(z_1, z_2) \triangleq \max_{g_1, g_2} \frac{\mathbb{E}[(g_1^T (z_1 - \mathbb{E}[z_1]) (g_2^T (z_2 - \mathbb{E}[z_2]))]}{\text{var}(g_1^T z_1)^{1/2} \text{var}(g_2^T z_2)^{1/2}} \tag{2.36a}
\]

\[
= \max_{g_1^T P_1 g_1 = 1, g_2^T P_2 g_2 = 1} g_1^T P_1 g_2. \tag{2.36b}
\]

Similarly, the \textit{generalized conditional correlation coefficient} is

\[
\bar{\rho}(z_1, z_2 \mid y) \triangleq \bar{\rho}(\tilde{z}_1, \tilde{z}_2). \tag{2.37}
\]

where \( \tilde{z}_i \triangleq z_i - \hat{E}[z_i \mid y] \) is the error in the LLS estimate of \( z_i \) based on \( y \). Canonical correlations analysis provides a linear function of \( z = [z_1^T \; z_2^T]^T \) that conditionally decorrelates \( z_1 \) and \( z_2 \), i.e., it provides a \( V \) to yield \( \bar{\rho}(z_1, z_2 \mid V z) = 0 \). Further, it tells us which elements of \( Vz \) contain the most (and least) important decorrelating information. The main result from canonical correlations analysis is the following proposition.

\textbf{Proposition 2.3.1 ([96, 100])}. Suppose \( P_i \in \mathbb{R}^{n_i \times n_i} \) has rank \( m_i \) for \( i = 1, 2 \) and \( P_{12} \in \mathbb{R}^{n_1 \times n_2} \) has rank \( m_{12} \). Then there exist matrices \( T_1 \) and \( T_2 \) such that

\[
\begin{bmatrix}
T_1 & 0 \\
0 & T_2
\end{bmatrix}
\begin{bmatrix}
P_1 & P_{12} \\
P_{21} & P_2
\end{bmatrix}
\begin{bmatrix}
T_1 & 0 \\
0 & T_2
\end{bmatrix}^T = \begin{bmatrix}
I_{m_1} & D \\
D^T & I_{m_{12}}
\end{bmatrix}
\tag{2.38a}
\]

where \( I_\ell \) is the \( \ell \times \ell \) identity matrix, \( T_i \in \mathbb{R}^{n_i \times n_i} \) and \( D \in \mathbb{R}^{m_1 \times m_{12}} \) has the form

\[
\begin{bmatrix}
\tilde{D} & 0 \\
0 & 0
\end{bmatrix}. \tag{2.38b}
\]

The matrix \( \tilde{D} \) is a diagonal matrix \( \tilde{D} = \text{diag}(d_1, d_2, \ldots, d_{m_{12}}) \) with \( d_j \in (0, 1) \) and \( 1 \geq d_1 \geq d_2 \geq \cdots \geq d_{m_{12}} > 0 \).

The numbers \( d_j \) are correlation coefficients associated with different particular linear combinations of \( z_1 \) and \( z_2 \) called \textit{canonical variables}. The canonical variables are described by the rows of \( T_1 \) and \( T_2 \). In essence, the \( d_j \), called \textit{canonical correlation coefficients}, measure how correlated \( z_1 \) and \( z_2 \) are. The proof of Proposition 2.3.1 given in [96, Appendix A.1] is constructive and explicitly shows how to compute the matrices \( T_i \). While we shall not repeat the proof here, we show how to compute \( T_i \) and comment on the computational complexity of doing so. The first step is to find the inverse of any matrix square root of \( P_i \) for \( i \in \{1, 2\} \). That is, find a matrix \( P_i^{-1/2} \) such that \( P_i^{-T/2}P_i^{-1/2} = P_i^{-1} \). This requires \( O(n_i^3) \) operations. The second step is to compute the singular value decomposition (SVD) \([116, 172] \) of \( \tilde{P}_{12} \triangleq P_1^{-1/2}P_{12}P_2^{-T/2} \). That is,

\[
\tilde{P}_{12} = U_1 S U_2^T. \tag{2.39}
\]
This requires \( O(n_1^3 + n_2^3) \) operations. Finally \( T_i = U_i^T P_i^{-1/2} \) which requires \( O(n_i^3) \) operations. Thus, the overall complexity of this computation is \( O(n_1^3 + n_2^3) \). We will refer to the computation of \( T_i \) as a \textit{canonical correlations decomposition}.

The following proposition relies upon Proposition 2.3.1 and shows exactly what information is most and least important in decorrelating \( z_1 \) and \( z_2 \) subject to a constraint on the number of elements in the vector used in the decorrelation.

**Proposition 2.3.2 ([96,100]).** Let \( T_i \) for \( i = 1, 2 \) and \( d_j \) for \( j = 1, 2, \ldots, m_{12} \) be as defined in Proposition 2.3.1 and let \( r \) be the number of elements in the vector used to approximately decorrelate \( z_1 \) and \( z_2 \). Let \( z = [z_1^T \ z_2^T]^T \) and define \( \mathcal{M}_r \) to be the set of matrices with no more than \( r \) rows (and the number of columns given by the context). Then\(^\text{10}\), for \( i = 1, 2 \)

\[
\min_{V \in \mathcal{M}_r} \bar{\rho}(z_1, z_2 \mid Vz) = \min_{V \in \mathcal{M}_r} \tilde{\rho}(z_1, z_2 \mid Vz_i)
\]

\[
= \bar{\rho}(z_1, z_2 \mid T_i \{(1 : \min(r,m_{12}),:)z_i\})
\]

\[
= \begin{cases} d_{r+1} & r < m_{12}, \\ 0 & \text{otherwise} \end{cases}
\]

(2.40a)

(2.40b)

(2.40c)

Proposition 2.3.2 has a number of important implications. First, it is sufficient to condition on a linear function of either \( z_1 \) or \( z_2 \). It is \textit{never} necessary to consider all of \( z \). Second, the information which provides the maximal decorrelation subject to the row constraint is provided by the first \( \min(r,m_{12}) \) rows of either \( T_1 \) or \( T_2 \). Finally, one need not compute both \( T_1 \) and \( T_2 \), one or the other will suffice.

Now we consider the decorrelation of more than two random vectors. First define (with an abuse of notation) the correlation between an arbitrary number of random vectors, \( z_1, z_2, \ldots, z_{q+1} \), as

\[
\bar{\rho}(z_1, z_2, \ldots, z_{q+1}) \doteq \max_{i \neq j} \rho(z_i, z_j),
\]

with the obvious natural analogue for the conditional correlation for an arbitrary number of random vectors. The problem is to find the prioritized ordering of the information in \( z = [z_1^T \ z_2^T \ \cdots \ z_{q+1}^T]^T \) needed to conditionally decorrelate the \( q + 1 \) sub-vectors in \( z \). Unlike the pair-wise problem discussed previously, there is no known solution to this higher-order decorrelation problem. The suboptimal approach of [96, 98, 100] is to decompose the problem into \( q \) pair-wise decorrelation problems identical to the pair-wise problem which is the subject of Proposition 2.3.1 and Proposition 2.3.2. More specifically, the \( i \)-th pair-wise decorrelation problem is the one of finding the essential information required to conditionally decorrelate \( z_i \) from the vector \( z_i^c \) which is a vector containing \( z_j \) for \( j \neq i \), i.e., \( z_i^c \doteq [z_1^T \ z_2^T \ \cdots \ z_{i-1}^T \ z_{i+1}^T \ \cdots \ z_q^T \ z_{q+1}^T]^T \). For this purpose, the following proposition is essential.

\(^10\)We use MATLAB [137] notation in (2.40b). That is, for any matrix \( F \), the object \( F(r_1 : r_2,:) \) is the submatrix of \( F \) consisting of the rows \( r_1 \) through \( r_2 \) (inclusive) and all of the columns.
Proposition 2.3.3 ([96, 100]). For \( i = 1, 2 \) and all matrices \( V \)
\[
\bar{\rho}(z_1, z_2 \mid V z_i) \leq \bar{\rho}(z_1, z_2).
\]  
(2.42)

Proposition 2.3.3 tells us that conditioning on a linear combination of either \( z_1 \) or \( z_2 \) alone cannot increase the correlation between the two. The linear functionals \( L_s \)
can therefore be computed as follows. For each \( i \in \{1, 2, \ldots, q\} \), solve the following
pair-wise decorrelation problem: compute the linear combination of \(^{t1} f_{s\alpha_i}^M \) that conditionally decorrelates it from the \( f_{s\alpha_i}^M \), the rest of the finest-scale sub-process. This is
done via canonical correlations as described previously. Then, by stacking these linear
combinations column-wise into a large vector, \( L_s \) is defined. Using Proposition 2.3.3,
it can be shown that the state so defined conditionally decorrelates the set of vectors
\( \{f_{s\alpha_i}^M\}_{i=1}^q \cup \{f_s^c\} \) and, thus, the Markov property is satisfied. The model parameters
are then determined using (2.19) and (2.21). A proof that this results in an exact model
\( (P_{\pi^M} \equiv P_{f^M}) \) is given in [100].

If a reduced-order, approximate model is desired, the least important state informa-
tion may be discarded. This reduction in state dimension corresponds to discarding
certain rows of \( L_s \) prior to computing the model parameters. The determination of
which rows are least important is made by ranking the canonical correlations co-
cefficients. Of course, if state reduction is performed then the Markov property is no longer
satisfied. However, by assuming that it holds, we may still define an approximate MAR
model. A consequence is that any discrepancy between the realized covariance, \( P_{x^M} \),
and the given one, \( P_{f^M} \), can be attributed to state dimension reduction.

Having summarized the realization approach of [96, 98, 100] we now comment on
some limitations.

- The higher-order decorrelation problem that must be solved at each node is done
  so suboptimally via a sequence of pair-wise problems. This may lead to sub-
optimal state dimensions, i.e., states with more variables than are necessary to
fulfill the decorrelation role to the desired degree of approximation. Moreover,\nany approach based on internality (including those proposed in this thesis) cannot,
  with certainty, yield a minimal model—one with the smallest possible state
dimensions. Indeed, it is explicitly shown in [96] that the class of internal models
does not necessarily include a minimal model.

- The approach (as well as those proposed in this thesis) does not minimize any
  measure of global error and, hence, it is not clear how state reduction translates
  into an error in the realization.

\(^{11} f_{s\alpha_i}^M \) is the portion of \( f^M \) that is indexed by \( T_{s\alpha_i}(M) \), the finest-scale nodes that descend from
\( s\alpha_i \). Similarly, \( f_{s\alpha_i}^c \) is the portion of \( f^M \) that is indexed by \( T_{s\alpha_i}(M) \), the finest-scale nodes that do not
descend from \( s\alpha_i \).
• The generalized correlation coefficient is normalized by the variance of both $z_1$ and $z_2$ (cf., (2.36)). As such, the canonical correlations approach provides maximal fractional error variance reduction and is, therefore, equally concerned with low- and high-variance features. In contrast, the predictive efficiency approach developed in this thesis provides maximal total error variance reduction.

• The algorithm is computationally intensive. This is due to the fact that the design of $L_n$ at every node $s$ requires the computation of several canonical correlations decompositions. Each one involves two vectors at least one of which has length $O(N)$ where $N$ is the length of the fine-scale process $x^M$. Thus, the overall complexity of the algorithm is $O(N^4)$. The only way to apply such an algorithm to large problems is to make approximations. Indeed, an approximation is proposed in [96,100] which is based on the idea of truncating the large, length-$O(N)$ vectors. We will elaborate on this idea in Chapter 4. Another type of approximation that is introduced in [37,40] is applicable to self-similar processes with stationary increments and leads to an $O(N^2)$ realization algorithm. In contrast, in Chapter 4, we develop an $O(N^2)$ approach and, with an approximation, an $O(N)$ one.

• The approach of [96,98,100] does not provide a way to incorporate specific nonlocal linear functionals of the finest scale process. The ability to do just this is important for data fusion problems involving measurements at multiple resolutions. A method of augmenting the approach of [96,98,100] so that specific nonlocal linear functionals may be included is provided in [37,39] and is summarized in Section 2.3.5 of this chapter. In Chapter 7 a different and more powerful approach is described.

• The states are defined abstractly and have no structure beyond the fact that they represent solutions to specific optimization problems. In Chapter 5 we address this issue and develop internal MAR processes with states that consists of wavelet coefficients associated with any orthogonal or biorthogonal wavelet.

• The approach assumes complete and detailed knowledge of $P_{f^M}$ which is an unreasonable assumption for many real-world problems. In Chapter 6 we discuss a means of obtaining realizations without complete second-order characterization of $f^M$.

• Low-dimensional, approximate models lead to discontinuous artifacts in sample-paths and estimates. This problem can be overcome by increasing the state dimension, but doing so leads to less efficient statistical inference algorithms. However, another approach, the overlapping tree methodology of [63,96,97], provides a means of obtaining smooth sample-paths and estimates without increasing the state dimension. This technique will be reviewed in Section 2.3.4.

• Finally, the resulting MAR model is inconsistent and not necessarily internal. This problem is addressed and resolved in Chapter 3.
Figure 2.6. (a) Tree nodes \( s \) and \( t \) correspond to temporal indices \( n \) and \( n+1 \), respectively. While \( n \) and \( n+1 \) are temporal neighbors, \( s \) and \( t \) are distinctly separated on the tree. (b) An overlapping-tree representation of a length-three process. Nodes \( s \) and \( t \) correspond to the same temporal index, \( k \).

While some of these limitations are addressed in this thesis, others represent open problems for future research and are discussed in greater detail in Chapter 8.

2.3.4 Overlapping Trees

In this section we summarize the overlapping tree approach of [63, 96, 97]. Overlapping trees represent a way to overcome the distracting and, in some cases, practically limiting problem of blockiness exhibited by sample-paths and estimates based on low-dimensional MAR models (for an example, see Figure 4.9). While the intricacies of implementation of overlapping trees are important they will not be found here as they are clearly presented in [96, 97] and in even greater detail in [63]. For the purposes of this thesis, it is sufficient to sketch the main ideas which are conceptually simple and practically powerful. We provide this sketch for one-dimensional problems corresponding to MAR models on dyadic trees. Extensions of the concepts we discuss to two-dimensional problems corresponding to MAR models on quad-trees are straightforward and details are found in [63, 96, 97].

In some cases, the visually distracting blockiness exhibited by low-dimensional MAR models for images is a practical limitation. One such case is when gradients must be taken [63, 69]. While blockiness can be eliminated by post-processing sample-paths and estimates with a low-pass filter, doing so will eliminate not only blocky artifacts but also statistically meaningful fine-scale details. Moreover, such post-processing will necessitate additional and, possibly, computationally costly processing to compute the estimation error statistics. The overlapping tree approach provides an alternative method that retains many of the attractive features of the MAR framework (e.g., efficient computation of both estimates and error variances) and reduces blocky artifacts without spatial averaging.

The source of blocky artifacts stems from the topology of trees. Consider a reduced-dimension (i.e., approximate) MAR model indexed by the tree in Figure 2.6(a). The fine-scale nodes labeled \( s \) and \( t \) correspond to temporal indices \( n \) and \( n+1 \), respectively. While \( n \) and \( n+1 \) are neighbors temporally, \( s \) and \( t \) are distant on the tree. This distant
separation is informally called a tree boundary although this terminology has no precise
meaning. The modeled correlation between variables indexed by \( s \) and \( t \), namely, \( \rho(s) \)
and \( \rho(t) \), is a function of the statistics at all nodes on the path from \( s \) to \( t \) (cf., (2.17)).
Therefore, the modeled correlation suffers from approximations made at all nodes on
the path between \( s \) and \( t \), of which there are many. So, while the exact correlation
between \( \rho(s) \) and \( \rho(t) \) may be high (as might be expected since they correspond to
temporally adjacent variables), this high correlation is poorly approximated by a low-
dimensional model. This results in a discontinuity in the model's statistics and leads
to blockiness.

The overlapping tree approach to eliminating blockiness is to oversample the pro-
cess being modeled to obtain a redundant one. The redundancy is designed specifically
so that a MAR model for the redundant process has multiple leaf nodes corresponding
to process values that would otherwise be distantly separated on the tree (see Figure 2.6(b)). Consequently, the tree distance between nodes is significantly reduced as
compared to a non-redundant model. After building a MAR model for the redundant
process, which we may do using any realization approach, we may use it to accomplish
sample-path generation and estimation. Then, the sample-paths and estimates may
be mapped back into the original (non-redundant) domain by simply averaging
leaf-node variables corresponding to each individual pixel. Thus, this averaging of MAR
variables does not introduce spatial averaging in the image domain. As demonstrated
in [63, 96, 97], to achieve the same degree of smoothness, overlapping MAR models
typically require substantially lower state dimensions as compared to standard MAR
models.

As a specific example, consider Figure 2.6(b) which illustrates an overlapping MAR
model indexed on a three-scale dyadic tree where the process to be modeled, \( f^M \), is
length-three. At the finest scale there are two nodes corresponding to temporal index
2 while there is just one node for temporal index 1 and one node for temporal index
3. That is, in our redundant representation of \( f^M \), we have sampled \( f^M(2) \) twice
and associated each copy with a different finest-scale MAR state. More precisely, the
finest-scale redundant process is \( Gf^M \) where

\[
G = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}.
\]

(2.43)

To map back to the original (non-redundant) domain without spatial averaging, we
simply need to average the two variables indexed by nodes \( s \) and \( t \). Thus, we are lead
to a left-inverse of \( G \) given by

\[
H = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & a & b & 0 \\
0 & a & b & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}.
\]

(2.44)
where \( a + b = 1 \) and \( HG = I_3 \). For example, the choice of \( a = b = 1/2 \) would place an equal weight on \( x(s) \) and \( x(t) \) and, intuitively, would lead to the greatest degree of smoothness.

The concepts highlighted in the foregoing example generalize to any one-dimensional processes as well as to two-dimensional ones. Moreover, as described in \([63, 96, 97]\), there is a complementary procedure for mapping fine-scale, point-wise measurements into the overlapped domain. It is worth emphasizing two limitations of overlapping trees. First, it is unclear how to accommodate nonlocal measurements, such as those that arise in multiresolution data fusion problems, using the overlapping approach. Second, while overlapping reduces statistically meaningless blocky artifacts by spreading the modeling error more evenly, by itself it cannot substantially increase the overall statistical fidelity of the model. The latter may only be done by increasing the state dimension.

\section*{2.3.5 Adding Nonlocal Variables by State Augmentation}

To date, most of the applications of the MAR framework focus on the statistical inference of fine-scale phenomena based on fine-scale data. Therefore, in these applications, coarser-scale MAR variables serve the hidden variable role of conditional decorrelation and do not necessarily represent linear functionals of the finest scale that are useful for any other purpose. However, data fusion problems in which data are available at multiple resolutions are most naturally addressed in the MAR framework by mapping the coarser-scale data to coarser scale nodes \([37, 39]\). In addition, in many applications, estimates of specific coarser-scale variables are of interest and these too are most naturally mapped to coarser-scale MAR variables \([37, 41]\). The problem of incorporating specific nonlocal linear functionals (representing either nonlocal measurements or nonlocal variables to be estimated) of a fine-scale process into a MAR model is not addressed by the realization approaches we have discussed so far. In this section we discuss the method developed in \([37–39]\) to address this issue.

The approach of \([37–39]\) begins with an existing internal MAR model which is assumed to capture the desired fine-scale statistics with sufficient accuracy to be considered exact. That is, the \( \{L_s\} \) have already been determined. Since the model is, for all practical purposes, exact and internal, \( x^M \) is sufficiently close to \( f^M \) so that MAR states may be considered linear functions of the fine-scale process \( f^M \) rather than of \( x^M \). So, \( x(s) = L_s f^M \) and, thus, the MAR measurement equation (2.18) has the form

\[
y(s) = C(s) x(s) + v(s) = C(s) L_s f^M + v(s). \tag{2.45a}
\]

Therefore, to represent a nonlocal measurement of the form \( y = a^T f^M + \nu \) exactly requires that for some \( s \in S_0 \), \( a^T \) is in the row-space of \( L_s \). Similarly, if we wish to use the MAR estimator to estimate and compute the estimation error variance for \( b^T f^M \), we require that \( b^T \) is in the row-space of some \( L_s \). Having already chosen the linear functionals \( \{L_s\} \) in designing an exact, internal MAR model for \( f^M \), it is unlikely that
an arbitrary $a^T$ or $b^T$ is in the row-space of any of them. However, by augmenting MAR
states to expand the set of linear functionals they can represent, the authors of [37–39]
incorporate nonlocal variables in such a way so as to maintain an exact and internal
model.

To maintain the exactness of the model corresponds to preserving its Markovianity.
To see how Markovianity can be destroyed with state augmentation, consider a MAR
end-point model for a length-16, first-order Markov process as described in Section 2.3.2
and illustrated in Figure 2.4. Suppose we wish to represent at the root node the sum of
the fourth and twelfth samples of $f^M$, samples which are conditionally decorrelated by
the root node state. To do so, we might consider augmenting the root-node state with
a linear functional $a^T$ such that $a^T f^M = f^M(4) + f^M(12)$. That is, consider redefining
the root-node state to be

$$x_{\text{new}}(0) = \begin{bmatrix} L_0 \\ a^T \end{bmatrix} f^M$$

(2.46)

where $L_0$ is as indicated in Figure 2.4 and (2.34a). However, by incorporating this sum
into $x_{\text{new}}(0)$, $f^M(4)$ (which is an element of $x(0,\alpha_1)$) and $f^M(12)$ (which is an element
of $x(0,\alpha_2)$) are not conditionally decorrelated by $x_{\text{new}}(0)$. The incorporation of their
sum into the root node has destroyed the Markovianity of the model and, hence, has
destroyed its exactness.

To maintain Markovianity, the authors of [37–39] rely on a corollary of Proposition 2.3.3.
This corollary states that we will not destroy Markovianity by adding to
any state $x(s)$ (of an exact MAR model) linear functions of the portions of $f^M$ indexed
by finest-scale nodes that are separated by $s$. That is, we may add linear functions of
the form $a^T f_{s\alpha_i}^M$ or $b^T f_{s\alpha_i}^M$. Therefore, if we wish to add the linear function $g^T f^M$ to the
state at node $s$ without destroying Markovianity, we may do so as follows. Let

$$G_s = \begin{pmatrix} g_{s\alpha_1}^T & 0 & \cdots & 0 & 0 \\ 0 & g_{s\alpha_2}^T & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & g_{s\alpha_q}^T & 0 \\ 0 & 0 & \cdots & 0 & g_{s\epsilon}^T \end{pmatrix}$$

(2.47)

where

$$g^T f^M = \sum_{i=1}^q g_{s\alpha_i}^T f_{s\alpha_i}^M + g_{s\epsilon}^T f_{s\epsilon}^M.$$

(2.48)

With these definitions, we may augment $x(s)$ to form

$$x_{\text{new}}(s) \triangleq \begin{bmatrix} L_s \\ G_s \end{bmatrix} f^M$$

(2.49)
without perturbing the Markovianity of the model. If none of the row-space of $G_s$ is contained in the row-space of $L_s$ then this increases the dimension of the state at node $s$ from $d_s$ to $d_s + q + 1$. If, on the other hand, part of the row-space of $G_s$ is in the row-space of $L_s$, then the dimensionality of the augmentation may be reduced by a commensurate amount.

While the foregoing procedure does maintain Markovianity, it will, in general, destroy internality. Internality is destroyed if the information added to $x(s)$ through augmentation is not propagated down the tree to the finest scale. Therefore, some additional state augmentation is required to achieve this propagation of information. We illustrate the general procedure given in [37,39] to accomplish this with an example.

Consider again the end-point model for a length-16 Markov process as discussed in Section 2.3.2 and illustrated in Figure 2.4. Suppose we wish to augment the root node with the sum, $h$, of the entire finest-scale sub-process. As described above, we can do so without destroying Markovianity by augmenting the root-node state with the linear functions

$$h_1 = \sum_{k=0}^{7} f^M(k) \quad \text{and} \quad h_2 = \sum_{k=8}^{15} f^M(k).$$  

(2.50)

So, $h = h_1 + h_2$ and $x_{\text{new}}(0) = [x(0)^T \quad h_1 \quad h_2]^T$. Now, to ensure that the sum $h$ captured at the root node is indeed equal to the sum of fine-scale variables, this information must be propagated from the root node to the finest scale. One way to accomplish this with augmentation while simultaneously maintaining Markovianity is with

$$x_{\text{new}}(0\alpha_1) \triangleq \begin{bmatrix} \sum_{k=0}^{3} f^M(k) \\ \sum_{k=4}^{7} f^M(k) \\ \sum_{k=8}^{11} f^M(k) \\ \sum_{k=12}^{15} f^M(k) \end{bmatrix} \quad \text{and} \quad x_{\text{new}}(0\alpha_2) \triangleq \begin{bmatrix} x(0\alpha_2) \\ \sum_{k=8}^{11} f^M(k) \\ \sum_{k=12}^{15} f^M(k) \end{bmatrix}.$$  

(2.51)

Notice that $x_{\text{new}}(0\alpha_1)$ contains the information provided in $h_1$, and $x_{\text{new}}(0\alpha_2)$ contains the information provided in $h_2$. This completes the augmentation required for this example. To obtain the new dynamical parameters, we may apply (2.19) and (2.21) where we augment $L_s$ with the newly added linear functionals.

The preceding example illustrates the important aspects of the general approach detailed in [37,39] for adding a linear functional to any state of an internal and exact MAR model. The aspects of this procedure that are important for this thesis are as follows.

- Adding a linear functional requires the augmentation of many states, not just the one at which the linear functional is represented.
- The procedure may accommodate any number of linear functionals by iterating the operations required to add just one.
The procedure begins with an exact, internal MAR model and does not address the problem of building a reduced-order and internal MAR model with nonlocal variables. While in [37] a procedure for constructing a reduced-order and internal MAR model with nonlocal variables is provided, its computational complexity severely limits its practical utility.

For each linear functional added, the maximum state dimension increases by an amount that is a function of the support of the linear functional and the space spanned by the rows of \( \{L_\alpha\} \). The increase may be as large as \( q + 1 \). This leads to models with prohibitive complexity if the number of linear functionals added is large.

The resulting states may be singular, implying that the information they carry is redundant. Similarly, augmented states always contain more information than is necessary for Markovianity. Indeed, the information carried by the nonlocal linear functionals is not needed for conditional decorrelation since it is assumed that the model is exact prior to the incorporation of nonlocal variables.

In Chapter 7 several other approaches to incorporating nonlocal variables into a MAR model are introduced which address the last three of these points.

### 2.4 Predictive Efficiency

As discussed in Section 2.3.3, at the heart of MAR stochastic realization is the problem of conditionally decorrelating random vectors. Canonical correlations is one way to approach this problem but it scales poorly with problem size and leads to computationally burdensome realization algorithms. In this section we present a different approach which is based on the estimation-theoretic concept of predictive efficiency\(^{12}\) [8,154] and which is much more attractive from a computational point of view. In Chapter 4 and Chapter 7, predictive efficiency will be used to address the problem of stochastic realization. To begin, we define \( \varepsilon(z_2 \mid z_1) \) to be the mean-square error in the LLS estimate of the length-\( n_2 \) vector \( z_2 \) based on the length-\( n_1 \) vector \( z_1 \):

\[
\varepsilon(z_2 \mid z_1) \triangleq E\left( \|z_2 - \hat{E}[z_2 \mid z_1]\|^2 \right) \quad (2.52a)
\]

\[
= \text{trace}(P_2 - P_{12}^TP_1^{-1}P_{12}) \quad (2.52b)
\]

where \( P_i \) is the positive-definite covariance matrix for \( z_i \), and \( P_{12} \) is the cross-covariance matrix for \( z_1, z_2 \).

Consider now the problem of estimating \( z_2 \) not from \( z_1 \) but from no more than \( r \) linear functionals of \( z_1 \) given by \( Vz_1 \) where \( V \in \mathcal{M}_r \) which is the set of all matrices of size \( \ell \times n_1 \) with \( \ell \leq r \). We can measure the quality of the estimate based on \( Vz_1 \)

\(^{12}\) Most of the material of this section can be found in [77].
relative to that which can be obtained from $z_1$ by

$$
\bar{\epsilon}(z_2 \mid Vz_1) \triangleq \epsilon(z_2 \mid Vz_1) - \epsilon(z_2 \mid z_1)
$$

$$
= \text{trace}(P_{12}^TP_{12}^{-1}P_{12}) - \text{trace}(P_{12}^TV^T(VP_1V^T)^{-1}VP_{12}).
$$

The idea of predictive efficiency is to minimize $\bar{\epsilon}(z_2 \mid Vz_1)$ over $\mathcal{M}_r$. Let

$$
\hat{V} \triangleq \arg \min_{V \in \mathcal{M}_r} \bar{\epsilon}(z_2 \mid Vz_1).
$$

Notice that the minimum is lower bounded by zero and equality obtains if and only if $Vz_1$ conditionally decorrelates $z_1$ and $z_2$. Therefore, we can interpret $\bar{\epsilon}(\cdot \mid \cdot)$ as a measure of distance from Markovianity although it is not a true distance because it is not symmetric. The optimal $V \in \mathcal{M}_r$ according to the predictive efficiency measure is provided in the following proposition.

**Proposition 2.4.1.** Let $U \Lambda U^T$ be the eigen-decomposition of $P_1^{-1/2}P_{12}P_{12}^TP_1^{-1/2}$ with the eigenvalue matrix $\Lambda = \text{diag} (\lambda_1, \lambda_2, \ldots, \lambda_{n_1})$ and $\lambda_i \geq \lambda_j$ for $i \leq j$. Let $r \leq n_1$. Then $\hat{V} \triangleq \arg \min_{V \in \mathcal{M}_r} \bar{\epsilon}(z_2 \mid Vz_1)$ is given by the first $r$ rows of $U^TP_1^{-1/2}$ and

$$
\bar{\epsilon}(z_2 \mid \hat{V}z_1) = \sum_{i=r+1}^{n_1} \lambda_i.
$$

**Proof.** By definition of $\bar{\epsilon}(\cdot \mid \cdot)$ we have that

$$
\bar{\epsilon}(z_2 \mid Vz_1) = \text{trace}(P_{12}^TP_{12}^{-1}P_{12}) - \text{trace}(P_{12}^TV^T(VP_1V^T)^{-1}VP_{12}).
$$

Therefore, we must show that

$$
\max_{V \in \mathcal{M}_r} \left\{ \text{trace}(P_{12}^TV^T(VP_1V^T)^{-1}VP_{12}) \right\} = \sum_{i=1}^{r} \lambda_i
$$

and that the maximum is achieved when $V$ is the first $r$ rows of $U^TP_1^{-1/2}$. We may assume without loss of generality that $VP_1V^T = I$, i.e., that the transformation of $z_1$ yields uncorrelated random variables. Indeed, if it did not we could use Gram-Schmidt orthogonalization to find an equivalent set of uncorrelated random variables. Thus the problem is reduced to the one of considering

$$
\max_{\{v_i\}} \sum_{i=1}^{r} v_i^TP_{12}P_{12}^Tv_i
$$

where $v_i^T$ is the $i$-th row of $V$.

As shown in [149,154], the maximum of an expression of the form (2.58) with the constraint that $VP_1V^T = I$ is $\sum_{i=1}^{r} \beta_i$ where $\beta_1 \geq \beta_2 \geq \cdots \geq \beta_{n_1} \geq 0$ and $\beta_i$ is the $i$-th eigenvalue associated with the symmetric-definite generalized eigen-problem

$$
\det \left( P_{12}P_{12}^T - \beta P_1 \right) = 0.
$$
Also the optimal \{v_i\} are the associated generalized eigenvectors. Assuming, as we have throughout, that \( P_1 > 0 \) we can rewrite this eigen-problem as

\[
\det \left( P_1^{-1/2} P_{12} P_{12}^{-T/2} P_1^{-T/2} - \beta I \right) = 0
\]

where the roots (the eigenvalues) of (2.60) are the same as those of (2.59). That is, \( \beta_i \equiv \lambda_i \). It is easy to verify that an eigenvector, \( u \), associated with the problem (2.60) is related to an eigenvector, \( v \), associated with the problem (2.59) by \( v = P_1^{-T/2} u \) or \( v^T = u^T P_1^{-1/2} \). Therefore, the optimal choice of the \( \{v_i\} \) is given by \( v_i^T = u_i^T P_1^{-1/2} \) for \( i = 1, 2, \ldots , r \). This completes the proof.

In the sequel, we call the pair of matrices \((U, \Lambda)\) of Proposition 2.4.1 the **predictive efficiency matrices**. The computational complexity of computing these matrices is \( O(n_1^3 n_2 + n_1^3) \). The \( n_1^3 n_2 \) term comes from the formation of the matrix

\[
P_1^{-1/2} P_{12} P_{12}^T P_1^{-T/2}.
\]

The \( n_1^3 \) term comes from the fact that we must invert the matrix square root of \( P_1 \) and compute an eigen-decomposition of an \( n_1 \times n_1 \) matrix. The inversion of \( P_2 \) is not required because the predictive efficiency method is asymmetric. In fact, \( P_2 \) plays no role in the computation of the predictive efficiency matrices. In contrast, canonical correlations requires the inversion of both \( P_1 \) and \( P_2 \) because it is symmetric. It is precisely this difference in symmetry that accounts for the efficiency of the realization algorithms developed in this thesis as compared to those based on canonical correlations. As we will see, in the context of the MAR stochastic realization problem, \( n_2 \) is related to problem size, \( N \), while \( n_1 \) is related to state dimension and can be chosen to be independent of \( n_2 \). Thus, the asymptotic complexity of the predictive efficiency method is \( O(N) \) whereas that of the canonical correlations approach is \( O(N^3) \).

The main message of Proposition 2.4.1 is that \( \tilde{V} z_1 \) does the best job (in the sense of (2.54)) of conditionally decorrelating \( z_1 \) and \( z_2 \) subject to the constraint that \( \tilde{V} \) may have no more than \( r \) rows. We have a need to generalize this idea to consider the problem of (approximately) conditionally decorrelating more than two random vectors. Consider, for instance, conditionally decorrelating the set of random vectors \( \{z_i\}_{i=1}^{q+1} \) with a linear function of \( z_0 \triangleq [z_1^T \ z_2^T \ \cdots \ z_q^T]^T \). For this purpose, we define (with an abuse of notation) the following generalization\(^\text{13}\) of \( \bar{\varepsilon}(\cdot \mid \cdot) \):

\[
\bar{\varepsilon}(z_1, \ldots , z_{q+1} \mid V z_0) \triangleq \max_i \left\{ \bar{\varepsilon}(z_i \mid V_i^c z_0) \right\}
\]

where \( V_i^c z_0 \) is the sub-vector of \( V z_0 \) that does not include a the contribution from \( z_i \), and where we assume that \( V \) is block diagonal. That is, \( V = \text{diag}(V_1, V_2, \ldots , V_q) \) so

\[^{13}\text{We interpret } \bar{\varepsilon}(z_i \mid V_i^c z_0) \text{ as } \bar{\varepsilon}(z_i \mid V_i^c z_0) = \varepsilon(z_i \mid V_i^c z_0) - \varepsilon(z_i \mid z_i^T) \text{ where } z_i^T = [z_1^T \ z_2^T \ \cdots \ z_{i-1}^T \ z_{i+1}^T \ \cdots \ z_q^T]^T.\]
that

\[
V z_0 = \begin{bmatrix}
V_1 z_1 \\
V_2 z_2 \\
\vdots \\
V_{q-1} z_{q-1} \\
V_q z_q
\end{bmatrix}
\quad \text{and} \quad
V^c z_0 = \begin{bmatrix}
V_1 z_1 \\
\vdots \\
V_{i-1} z_{i-1} \\
V_i z_i \\
V_{i+1} z_{i+1} \\
\vdots \\
V_q z_q
\end{bmatrix}.
\] (2.63)

The block diagonal structure imposed on \( V \) is motivated by Proposition 2.3.3 which shows that conditioning on a linear function of \( z_k \) cannot increase its correlation with \( z_j \) for \( j \neq k \). In Chapter 4 we will provide a more compelling reason, based on internality, to focus on block diagonal matrices. To be sure, one can consider instances in which it makes sense to relax this block diagonal structure and consider full matrices. We will, in fact, do just this in Chapter 5 when we consider MAR models based on wavelets. For now, however, we restrict attention to block diagonal matrices \( V \).

The corresponding predictive efficiency problem is

\[
\hat{V} = \arg \min_{V \in \mathcal{M}_d^*} \bar{\varepsilon}(z_1, z_2, \ldots, z_{q+1} | V z_0)
\] (2.64)

where \( \mathcal{M}_d^* \) is the subset of \( \mathcal{M}_d \) which consists of matrices with the block diagonal structure just described. Note that we can view \( \bar{\varepsilon} \) as a measure of Markovianity since \( V z_0 \) conditionally decorrelates \( \{z_i\}_{i=1}^{q+1} \) if and only if \( \bar{\varepsilon}(z_1, z_2, \ldots, z_{q+1} | V z_0) = 0 \). Unfortunately, unlike the case for a pair-wise predictive efficiency problem (cf., Proposition 2.4.1), there is no known procedure for solving this higher order predictive efficiency problem. However, by considering \( q \) pair-wise predictive efficiency problems instead of (2.64), we can obtain a good suboptimal solution.

Rather than attempt to conditionally decorrelate all \( q+1 \) random vectors in the set \( \{z_i\}_{i=1}^{q+1} \) at once, we instead consider each one in turn. That is, for each \( i \in [1 : q] \), we seek a linear function of \( z_i \) that (approximately) conditionally decorrelates it from the others. Using the predictive efficiency criterion, this becomes formally

\[
V_{i, r_i} = \arg \min_{V \in \mathcal{M}_{r_i}} \bar{\varepsilon}(z^c_i | V z_i)
\] (2.65)

where the \( r_i \) satisfy \( \sum_{i=1}^q r_i \leq d \) and \( z^c_i = [z_1^T, z_2^T, \ldots, z_{i-1}^T, z_{i+1}^T, \ldots, z_{q+1}^T]^T \), a vector consisting of \( z_j \) for \( j \neq i \). This pair-wise problem is solved by computing the predictive efficiency matrices \( (U_i, \Lambda_i) \) as explained in Proposition 2.4.1.

Having solved these \( q \) pair-wise problems, we concatenate the resulting matrices \( V_{i, r_i} \) to form \( \hat{V} \), our suboptimal solution to (2.64):

\[
\hat{V} \triangleq \text{diag}(V_{1, r_1}, V_{2, r_2}, \ldots, V_{q, r_q}).
\] (2.66)

To completely define our suboptimal solution \( \hat{V} \), we need to specify exactly how the \( r_i \) are chosen. The first step of our approach is to compute all of the \( q \) sets of predictive
efficiency matrices \( \{(U_i, \Lambda_i)\}_{i=1}^q \). Then, we create one ordered list consisting of all of the eigenvalues and select the largest \( d \) eigenvalues from our list, thereby determining the number, \( r_i \), of rows taken from each \( U_i \). To be sure, one can consider other ways of specifying the \( r_i \). Some of these are discussed in Chapter 8.
Chapter 3

Internality and Markovianity

While this thesis is primarily concerned with the identification of MAR models, before we turn to stochastic realization, we need to take a step back to consider tree-indexed processes more generally. There are two basic concepts introduced in this chapter.\textsuperscript{1} The first of these is internality which we develop in Section 3.1. Internality has both intellectual and practical importance. First, as described in Chapter 1, it is a natural extension of the well-studied time-series concept. Second, internal MAR models have coarse-scale states that include nonlocal linear functions of fine-scale states. This allows for efficient fusion of nonlocal and local measurements with no increase in computational complexity as compared to the case of fusing only fine-scale data [37,39]. Lastly, while non-internal MAR processes can be constructed, their states have exogenous random components, a property that is not suitable in many problems such as the fusion of multiresolution data. For an internal model, all the statistical properties can be derived from the signal being modeled—there is no exogenous randomness.

The second basic concept associated with tree-indexed processes is Markovianity. As discussed in Chapter 1, we develop a scale-recursive formulation of this concept for internal processes (Section 3.2) that leads to efficient model realization. Once we develop these two basic concepts for tree-indexed processes, we apply them to the MAR stochastic realization problem in Chapter 4. In doing so, we deduce the structure of internal MAR models that both must be satisfied (and which is not satisfied by previous methods) and which reduces computational complexity.

\section*{3.1 Internality}

In this section, we first define internality for an arbitrary tree-indexed process and then seek to understand what structure must be imposed on the states of a MAR process to make it internal.

\textbf{Definition 3.1.1 (Internal Tree-Indexed Process).} A tree-indexed process $x(\cdot)$ is internal if for all $s \in S_0 - T_0(M)$, $x(s)$ is a linear function of $x_s^M$, the process indexed by finest-scale nodes that descend from $s$. That is, for some set of matrices $\{W_s\}$,

$$x(s) = W_s x_s^M.$$  

\textsuperscript{1} Most of the material of this chapter may be found in [77].
The matrices \( \{W_s\} \) are called internal matrices. If \( x(\cdot) \) is also a MAR process then \( x(s) \) defined by (3.1) is called an internal state. For a general tree-indexed process, internality places no restrictions on the internal matrices. However, we are interested in internal MAR processes which also obey the MAR dynamics of (2.14). A consequence is that the internal matrices cannot be chosen independently. This can be seen intuitively because fine-scale states are derived from coarse scale ones by (2.14) and must be consistent with the information contained in coarse scale states (given by (3.1)). That is, (2.14) and (3.1) together place constraints on finer-scale states and, thereby, on the internal matrices associated with those states.

The constraints imposed by (3.1) are not enforced in previous systematic realization approaches [40, 96, 98, 100]. As a consequence the MAR models developed in these works are not internal and their states are not consistent with one another. This fact is illustrated with a specific example in [96, pages 98–99]. Although the authors of [40, 96, 98, 100] were aware of this inconsistency issue, it has, until now, not been dealt with in a theoretically consistent and complete framework. We not only develop a framework that incorporates the constraints of (3.1) but we show how doing so vastly simplifies the construction of internal MAR models. The key is that (3.1) is not the right parameterization for internal MAR states. The right parameterization comes from the following.

**Definition 3.1.2 (Locally Internal Tree-Indexed Process).** A tree-indexed process \( x(\cdot) \) is locally internal if for all \( s \in S_0 - T_0(M) \), \( x(s) \) is a linear function of \( \bar{x}^m(s)^{m+1} \), the process indexed by the children nodes of \( s \). That is, for some set of matrices \( \{V_s\} \),

\[
    x(s) = V_s \bar{x}^{m(s)+1}
\]  

(3.2)

Notice that (3.1) places all of the focus on the fine scale while (3.2) is scale-recursive. We call \( V_s \) a local internal matrix. The following proposition shows that the local internal matrices provide the right parameterization for an internal MAR process.

**Proposition 3.1.1.** A MAR process, \( x(\cdot) \), is internal if and only if it is locally internal.

**Proof.** The “if” direction is trivial. If \( x(\cdot) \) is locally internal then we may write \( x(s) \) as a linear combination of its children. In turn, each \( x(s \alpha_i) \) is a linear combination of its children and so on, scale-recursively down the tree. Therefore, \( x(s) \) is a linear combination of its finest-scale descendents \( \bar{x}^M_s \). This holds for all \( s \in S_0 - T_0(M) \) so \( x(\cdot) \) is internal.

For the “only if” direction, assume that \( x(\cdot) \) is internal. For any \( s \in S_0 - T_0(M) \), we may write

\[
    x(s) = \hat{E} \left[ x(s) \mid \bar{x}^{m(s)+1} \right] + \bar{x}(s)
\]  

(3.3)
where $\tilde{x}(s)$ is uncorrelated with $x_s^{m(s)+1}$. Since $x(s)$ and the $x(s\alpha_i)$ which comprise $x_s^{m(s)+1}$ are assumed to be internal states, $\tilde{x}(s)$ must be a linear function of $x_s^M$. We show that $\tilde{x}(s)$ must be zero (so that $x(s)$ is indeed a linear function of $x_s^{m(s)+1}$). By (3.3), $\tilde{x}(s)$ is a linear combination of $x(s)$ and $x_s^{m(s)+1}$ so we may write

$$\tilde{x}(s) = \mathbb{E} \left[ \tilde{x}(s) \mid x(s), x_s^{m(s)+1} \right] = \mathbb{E} \left[ \tilde{x}(s) \mid x_s^{m(s)-1} \right] = 0 \quad (3.4)$$

where the second equality follows from the fact that $\tilde{x}(s)$ must be a linear function of $x_s^M$ and the fact that conditioned on $x_s^{m(s)+1}$, $x(s)$ and $x_s^M$ are conditionally uncorrelated (by the Markov property). The third equality follows from the fact that $\tilde{x}(s)$ is uncorrelated with the $x(s\alpha_i)$. This completes the proof. ■

Note that, given the local internal matrices $\{V_s\}$ it is easy to derive the internal matrices $\{W_s\}$ recursively as follows:

$$W_s = \begin{cases} I_d & \text{if } m(s) = M, \\ V_s \text{ diag}(W_{s\alpha_1}, W_{s\alpha_2}, \ldots, W_{s\alpha_q}) & \text{otherwise} \end{cases} \quad (3.5)$$

where $d \triangleq \text{dim}(x(s))$ is the dimension\(^2\) of the state vector $x(s)$. Since an internal MAR process has states satisfying (3.2) as well as (2.14), we immediately have the following complete characterization of the parameters $A(s)$ and $Q(s)$ for such a process in terms of the local internal matrices and the covariance matrix for $x_s^{m(s)+1}$.

**Proposition 3.1.2.** Suppose $x(\cdot)$ is a MAR process. Let $J_{s\alpha_i}$ be the selection matrix such that $J_{s\alpha_i} x_s^{m(s)+1} = x(s\alpha_i)$. Then $x(\cdot)$ is a locally internal MAR process with $x(s) = V_s x_s^{m(s)+1}$ if and only if for all $s \in S_0 - T_0(M)$,

$$A(s\alpha_i) = J_{s\alpha_i} P_{x_s^{m(s)+1}} V_s^T (V_s P_{x_s^{m(s)+1}} V_s^T)^{-1}, \quad (3.6a)$$

$$Q(s\alpha_i) = J_{s\alpha_i} \left( P_{x_s^{m(s)+1}} - P_{x_s^{m(s)+1}} V_s^T (V_s P_{x_s^{m(s)+1}} V_s^T)^{-1} V_s P_{x_s^{m(s)+1}} \right) J_{s\alpha_i}^T. \quad (3.6b)$$

**Proof.** See Appendix A. ■

The relations of (3.6) may be written in another form (cf., (2.19)) which emphasizes that $A(s\alpha_i)$ and $Q(s\alpha_i)$ depend only on state covariances and parent-child cross-covariances:

$$A(s\alpha_i) = P_{x(s\alpha_i)x(s)} P_{x(s)}^{-1}, \quad (3.7a)$$

$$Q(s\alpha_i) = P_{x(s\alpha_i)} - P_{x(s\alpha_i)x(s)} P_{x(s)}^{-1} P_{x(s\alpha_i)} x(s). \quad (3.7b)$$

Together, Propositions 3.1.1 and 3.1.2 provide the necessary and sufficient conditions for a MAR process to be internal.

\(^{2}\)For clarity of presentation, we restrict attention to processes with constant state dimension, $d$. However, our results are applicable and easily generalizable to cases in which the state varies with $s \in S_0$. 

3.2 Notions of Markovianity

For internal tree-indexed processes, the Markov property of Definition 2.2.1 is equivalent to two other notions of Markovianity. These notions, which we develop in this section, are much simpler to work with and lead to a scale-recursive realization algorithm, presented in Chapter 4, with substantially reduced computational complexity as compared to previous methods. The first alternate notion of Markovianity is the fine-scale Markov property, which is the focus of the approaches in [40,96,98,100].

Definition 3.2.1 (Fine-Scale Markov Property). A tree-indexed process \( x(\cdot) \) has the fine-scale Markov property if conditioned on \( x(s) \) for any \( s \in S_0 - T_0(M) \) the \( q + 1 \) vectors in the set \( \{x_{s_0}^M\}_{t=1}^T \cup \{x_{s'_0}^M\} \) are conditionally uncorrelated.

Figure 3.1 provides some intuition about the relationship between the Markov property and the fine-scale Markov property. The Markov property focuses on the conditional decorrelation of the states indexed by the nodes in the subtrees extending from \( s \) (the three sets of nodes enclosed by solid lines and labeled “A”, “B”, and “C” in Figure 3.1). The fine-scale Markov property, in contrast, places its attention on the conditional decorrelation of finest-scale sub-processes (dotted-lined regions in Figure 3.1). While there are fewer leaf nodes than nodes in the tree, this does not provide a substantial amount of simplification because the number of tree nodes and the number of leaf nodes are of the same order. This is the key to why previous realization methods [40,96,98,100], which make extensive use of the fine-scale Markov property, scale poorly with problem size. We now show that, for internal processes, the fine-scale Markov property is equivalent to the Markov property.

Proposition 3.2.1. Assume that \( x(\cdot) \) is an internal tree-indexed process. Then it has the fine-scale Markov property if and only if it has the Markov property.
Proof. First, if $x(\cdot)$ has the Markov property it clearly has the fine-scale Markov property since the Markov property subsumes the fine-scale Markov property. Assume, then, that $x(\cdot)$ has the fine-scale Markov property and let $s, r, t \in S_0$ such that the unique shortest path from $s$ to $t$ goes through $r$. Subject only to this condition, $s, r, t$ are arbitrary so we need to show that $x(s)$ and $x(t)$ are conditionally uncorrelated when conditioned on $x(r)$. There are two cases.

Case 1. First consider the case where $t$ is not an ancestor of $s$ nor is $s$ an ancestor of $t$ (see Figure 3.2). Formally, there does not exist an integer $n$ such that $t = s \vec{\gamma}^n$ or $s = t \vec{\gamma}^n$. It is clear from Figure 3.2, that the index sets for the vectors $x_s^M$ and $x_t^M$ do not overlap. Formally, there is no set in the collection $\{T_{\alpha_i}(M)\}_{i=1}^N \cup \{T_r(M)\}$ that contains elements of both $T_t(M)$ and $T_s(M)$. Therefore, by assumption, $x(r)$ conditionally decorrelates $x_s^M$ and $x_t^M$. It follows that $x(r)$ conditionally decorrelates $x(s) = W_s x_s^M$ and $x(t) = W_t x_t^M$.

Case 2. Next consider the case where $s = t \vec{\gamma}^n$ for some $n$ (see Figure 3.3). Therefore $s$ is also an ancestor of $r$ and consequently $x_s^M$ is contained in $x_r^M$. It follows that $x(t)$ is a linear function of $x_r^M$ so it suffices to show that $x(s)$ and $x_r^M$ are conditionally
decorrelated by $x(r)$. Because by assumption $x(\cdot)$ is an internal process, we may write $x(s)$ as

$$x(s) = W_s x_r^M = L_{sr} x_r^M + L x_r^M,$$

for some matrices $L_{sr}$ and $L$ where $L_{sr} = D_{sr} W_r$, for some matrix $D_{sr}$. Therefore,

$$\text{rowspace}(L_{sr}) \subseteq \text{rowspace}(W_r).$$

Thus, $L_{sr} x_r^M$ can be linearly estimated from $x(r) = W_r x_r^M$ without error. Also, conditioned on $x(r)$, $x_r^M$ and $x_r^M$ are conditionally uncorrelated by hypothesis. Therefore, $x(r)$ conditionally decorrelates $x(s)$ and $x_r^M$.

As we now develop, another notion of Markovianity which is equivalent to the Markov property is the scale-recursive Markov property. The development of this scale-recursive formulation of the Markov property is one of the major contributions of this thesis. It is significant because it permits us to view the stochastic realization problem scale-recursively and, thereby, develop an efficient algorithm.

**Definition 3.2.2 (Scale-Recursive Markov Property).** Tree-indexed process $x(\cdot)$ has the scale-recursive Markov property if conditioned on $x(s)$ for any $s \in S_0 - T_0(M)$ the $q + 1$ vectors in the set $\{x(sa_i)\}_{i=1}^{q} \cup \{x_s^{m(s)+1}\}$ are conditionally uncorrelated.

Referring to Figure 3.1, we see that the scale-recursive Markov property is similar to the fine-scale Markov property except that rather than focusing on the leaf-node states, it focuses on those at the preceding finer scale (in the shaded regions). Since the sets of nodes associated with the scale-recursive Markov property are asymptotically of strictly smaller order than those associated with the Markov property (solid-lined regions labeled "A", "B", and "C") or the fine-scale Markov property (dotted-lined regions), the realization algorithm based on scale-recursive Markovianity (developed in Chapter 4) is orders of magnitude more efficient than previous approaches. Specifically, at scale $M - 1$, the total number of variables considered is the same for both the fine-scale Markov property and the scale-recursive Markov property. However, at coarser scales, the sets involved in the scale-recursive Markov property are smaller than those involved in the fine-scale Markov property. Indeed, at each successive coarser scale, the total number of variables considered in the scale-recursive Markov property is reduced by a factor of $q$. We now show that the scale-recursive Markov property is equivalent to the Markov property for internal processes.

**Proposition 3.2.2.** Assume $x(\cdot)$ is an internal tree-indexed process. Then $x(\cdot)$ has the scale-recursive Markov property if and only if it has the Markov property.

**Proof.** First, if $x(\cdot)$ has the Markov property then, by definition, it has the scale-recursive Markov property. Next, assume that $x(\cdot)$ has the scale-recursive Markov
Figure 3.4. As shown in the proof of Proposition 3.2.2, if \( x(s) \) conditionally decorrelates the vectors in the set \( \{x(s_{\alpha_1})\}_{i=1}^q \cup \{x^{M(s+1)}_{s_c}\} \) then it conditionally decorrelates the vectors in the set \( \{x^M_{s_{\alpha_1}}\}_{i=1}^q \cup \{x^M_{s_c}\} \). This figure illustrates the case for \( q = 2 \).

The property. We show in Appendix A that for an arbitrary \( s \) in \( S - \mathcal{T}_0(M) \), \( x(s) \) conditionally decorrelates the vectors in the set \( \{x^M_{s_{\alpha_1}}\}_{i=1}^q \cup \{x^M_{s_c}\} \) (see Figure 3.4). Having shown this, then \( x(\cdot) \) has the fine-scale Markov property and thus, by Proposition 3.2.1, it has the Markov property.

\section{3.3 Implications for Stochastic Realization}

The theory of internality and scale-recursive Markovianity developed in this chapter, as well as that of predictive efficiency developed in Section 2.4, forms the foundation for the remainder of this thesis. In Chapter 4 we will combine the notions of internality, scale-recursive Markovianity, and predictive efficiency in developing an efficient, general-purpose, and scale-recursive MAR model identification algorithm. In Chapter 5 we rely on the theoretical development of internality in order to design MAR states that consist of wavelet scaling and detail coefficients associated with a fine-scale process. In Chapter 6 we develop internal MAR models for the maximum-entropy extension of partially specified covariance matrices. Finally, in Chapter 7 we present several ways of incorporating nonlocal variables into internal MAR models. One of these relies on an intellectual successor to the Markov property.

We now highlight the features of the foregoing theory which are of greatest importance for the remainder of this thesis. First, previously-developed systematic MAR realization algorithms lead to model inconsistencies precisely because they are based on an incorrect parameterization of internal states, (3.1). In contrast, the models developed in this thesis are based on (3.2) which guarantees internality and consistency. In turn, internality provides the theoretical foundation for the identification of consistent MAR models with states defined by specific linear functionals like scaling and wavelet functionals or other nonlocal functionals of importance in particular estimation problems. Moreover, internality also plays an important role in overcoming the computational burden of previously-developed realization algorithms \cite{37,40,96,98,100}.
The computational complexity of these previous approaches stems from several sources, two of which have now been exposed. First, because they are based on the fine-scale Markov property and use canonical correlations, they must consider the statistics (covariance matrix) for a large number of variables, those indexed by the fine-scale nodes. Second, they must do this at every node. In contrast, in Chapter 4 we focus on the (equivalent) scale-recursive Markov property which alleviates the latter source of complexity as described in this chapter. We also use predictive efficiency and not canonical correlations which alleviates the former source of complexity as described in Chapter 2.
Chapter 4

Scale-Recursive Stochastic Realization

This chapter addresses the MAR stochastic realization problem which we defined and discussed in Section 2.3. Recall that the MAR stochastic realization problem is one of choosing MAR parameters, $P_x(0)$, $A(\cdot)$, and $Q(\cdot)$, such that the realized fine-scale sub-process $x^M$ has a covariance matrix $P_x^M$ that well-approximates a given covariance matrix $P_f^M$ associated with the fine-scale process $f^M$. For convenience only, it is assumed that $f^M$ has length $N = dq^M$. In Section 4.1 we develop an algorithm to address this problem that has complexity quadratic in problem size (i.e., it is $O(N^2)$). In Section 4.2 we introduce an approximation that reduces the complexity to linear in problem size. In the examples in Section 4.3 we illustrate the performance of our methodology and the degree of error introduced by the approximation of Section 4.2.

The algorithm presented in this chapter is based on predictive efficiency, which we discussed in Section 2.4. Additionally, it relies on the theory of internality and scale-recursive Markovianity developed in Chapter 3. The development of Chapter 3 makes clear that the notion of Markovianity is related to the information content of MAR states. We have also seen that the information of internal MAR states is parameterized by local internal matrices. Hence, at the heart of our approach is the design of local internal matrices. From these, MAR model dynamics are easily derived as discussed in Section 2.3.

The algorithm developed in this chapter overcomes two weaknesses of those previously developed [37, 40, 96, 98, 100]. First, the resulting models are internal and, hence, possess states that are consistent with one another. Second, the algorithm is considerably more computationally efficient than previously-developed ones. In contrast to the quadratic (and, with an approximation, linear) complexity of our approach, the canonical correlations approach of [96, 98, 100] has complexity quartic in problem size while the approach of [37, 40], which is applicable to self-similar processes with stationary increments, has complexity cubic in problem size.

For notational simplicity, we assume in our development that our models have constant state dimension $d$. However, our approach is applicable and easily generalizable

\footnote{Most of the material of this chapter may be found in [77].}
to cases for which state dimension varies from node to node as we show by example.

### 4.1 Predictive Efficiency-Based Internal Realization

In this section we first present an $O(N^2)$ algorithm for internal MAR model identification (Section 4.1.1). Following that we provide some analysis (Section 4.1.2).

#### 4.1.1 Algorithm

In this section we discuss an $O(N^2)$ algorithm for internal MAR model identification. In constructing an internal MAR model $\mathbf{x}(\cdot)$ for $P_{fM}$ we define another locally internal tree-indexed (and not necessarily MAR) process as an intermediate step. This intermediate process $f(\cdot)$ has as its finest-scale sub-process $f^M$, the signal to be modeled. At any node $s$ not at the finest scale, we define the value of $f(\cdot)$ at node $s$ scale-recursively as $f(s) \triangleq V_s f^{m(s)+1}_s$ where each local internal matrix $V_s$ is derived based on a predictive efficiency criterion (detailed shortly).

From the set of local internal matrices $\{V_s\}$ and the given fine-scale covariance $P_{fM}$, the statistics $P_{f(s)}$ and $P_{f(s \alpha_i) f(s)}$ are easily computed. In turn, these may be used to define the dynamical model for $f(\cdot)$:

\begin{align}
 f(s \alpha_i) &= A(s \alpha_i) f(s) + \mu(s \alpha_i), \\
 Q(s \alpha_i) &\triangleq \mathbb{E}[\mu(s \alpha_i) \mu(s \alpha_i)^T]
\end{align}

where $A(s \alpha_i)$ and $Q(s \alpha_i)$ are computed from $P_{f(s)}$ and $P_{f(s \alpha_i) f(s)}$ as described in Proposition 3.1.2 and (3.7) (in which $x^{m(s)+1}_s$, $x(s \alpha_i)$, and $x(s)$ are replaced by $f^{m(s)+1}_s$, $f(s \alpha_i)$ and $f(s)$, respectively).

If the process $f(\cdot)$ has the scale-recursive Markov property then $\mu(\cdot)$ is a white noise process, uncorrelated with $f(0)$. Hence, (4.1) is an exact MAR model for $f^M [100]$. As we will explain, this will occur if no approximation is made in the predictive efficiency step that defines the local internal matrices. If, on the other hand, we do make an approximation in the predictive efficiency step, then $\mu(\cdot)$ will not be a white noise process, uncorrelated with $f(0)$. However, in this case, we can define an approximate model by assuming that $\mu(\cdot)$ is white and uncorrelated with $f(0)$. That is, we define the internal MAR process\(^2\) $x(\cdot)$ to approximate $f(\cdot)$ as

\begin{align}
 x(s \alpha_i) &= A(s \alpha_i) x(s) + w(s \alpha_i), \\
 \mathbb{E}[w(s \alpha_i) w(s \alpha_i)^T] &= Q(s \alpha_i)
\end{align}

where $A(\cdot)$ and $Q(\cdot)$ are the same as in (4.1) and $w(\cdot)$ is white, uncorrelated with $x(0)$. Note that, while this results in an approximate model ($P_{xM} \neq P_{fM}$), the state covariances $P_{x(s)}$ at each node $s$ and the child-parent cross-covariances $P_{x(s \alpha_i) x(s)}$ for

\(^2\)A formal proof of internality is provided in Section 4.1.2.
each child-parent pair of nodes exactly match $P_f(s)$ and $P_{f(s \alpha)}(f(s))$, respectively. Consequently, the $d \times d$ diagonal blocks of $P_{x(x)}$ exactly match those of $P_{f(f)}$.

It remains only to specify the predictive efficiency step in which we define the local internal matrices $\{V_s\}$. To obtain an exact model requires that $f(\cdot)$ have the scale-recursive Markov property which it does (by definition) if $f(s) = V_s f_s^{(m(s)) + 1}$ conditionally decorrelates the set of vectors $\{f(s \alpha_i)\}_{i=1}^q \cup \{f_s^{(m(s)) + 1}\}$ for all $s \in S_0 - T_0(M)$. As discussed in Section 2.4, this occurs exactly when

$$
\tilde{e}(f(s \alpha_1), f(s \alpha_2), \ldots, f(s \alpha_q), f_s^{m(s)} + 1 \mid V_s f_s^{m(s)} + 1) = 0.
$$

Typically, any $V_s$ satisfying (4.3) has too many rows, leading to models with impractically high state dimensions. Therefore, to obtain lower dimensional states, we may apply the procedure described in Section 2.4 to find a suboptimal solution to the predictive efficiency problem

$$
\arg\min_{V \in \mathcal{M}_d} \tilde{e}(f(s \alpha_1), f(s \alpha_2), \ldots, f(s \alpha_q), f_s^{m(s)} + 1 \mid V f_s^{m(s)} + 1)
$$

thereby constraining $V_s$ to have no more than $d$ rows.

The asymptotic computational complexity of our realization approach stems from two sources. The first is the computation of the local internal matrices. If $d$ is chosen independent of problem size $N$ then, as described in Section 2.4, the complexity of finding our suboptimal solution to (4.4) is $O(q^n)$ because $f_s^{(m(s)) + 1}$ (which plays the role of $z_i^c$ of Section 2.4), is length $O(q^n)$. Summing this up over all nodes we arrive at an $O(q^{2M})$ complexity which is equivalent to $O(N^2)$ because $N \propto q^M$. The second source of complexity is the computation of $P_{f(n)}$, the statistics of $f(\cdot)$ at scale $n$ which are needed to compute the local internal matrices at scale $n - 1$. We have that

$$
P_{f(n)} = V_n P_{f(n+1)} V_n^T
$$

where $V_n$ is a block diagonal matrix whose diagonal blocks are $V_s$ for $s \in T_0(n)$, lexicographically ordered. By construction, each row of $V_n$ has at most $d$ non-zero elements. Taking advantage of this sparsity, we can compute $\{P_{f(n)}\}_{n=0}^{M-1}$ with complexity $O(N^2)$.

### 4.1.2 Analysis

In this section we provide formal justification for the scale-recursive realization algorithm presented in the previous section. First, the fact that $f(\cdot)$ as defined by (4.1) is internal follows from the the following simple lemma.

**Lemma 4.1.1.** Let $Q$ be the covariance matrix for

$$
\mu = [\mu(s \alpha_1)^T \ \mu(s \alpha_2)^T \ \cdots \ \mu(s \alpha_q)^T]^T
$$

where
where $\mu(s\alpha_i)$ is as defined in (4.1). Then $Q$ has the form

$$Q = \begin{pmatrix}
Q(s\alpha_1) & Q(s\alpha_1, s\alpha_2) & \cdots & Q(s\alpha_1, s\alpha_q) \\
Q(s\alpha_2, s\alpha_1) & Q(s\alpha_2) & \cdots & Q(s\alpha_2, s\alpha_q) \\
\vdots & \vdots & \ddots & \vdots \\
Q(s\alpha_q, s\alpha_1) & Q(s\alpha_q, s\alpha_2) & \cdots & Q(s\alpha_q)
\end{pmatrix} \quad (4.7)$$

and $V_s Q V_s^T = 0$.

Proof. That $Q$ has the form of (4.7) is clear. That $V_s Q V_s^T = 0$ follows from the fact that the dynamics of $f(\cdot)$ represent the optimal prediction of $f_s^{m(s)+1}$ from $f(s) = V_s f_s^{m(s)+1}$.

The proof of the internality of $f(\cdot)$ follows from Lemma 4.1.1 and is nearly identical in form to that of Proposition 3.1.2.

Next, we address the internality of the MAR process $x(\cdot)$ as defined by (4.2). If the local internal matrices $\{V_s\}$ are arbitrary, then there is no guarantee that $x(\cdot)$ is internal. The problem is that the relationship $x(s) = V_s x_s^{m(s)+1}$ must be a deterministic one. However, the $x(s\alpha_i)$ have contributions from uncorrelated noises $w(s\alpha_i)$. Thus, it is necessary that the driving noise be in the null-space of $V_s$. As the following proposition shows, if each $V_s$ is block diagonal (as ours are), then the relationship $x(s) = V_s x_s^{m(s)+1}$ is deterministic for all $s$ and $x(\cdot)$ is internal.

**Proposition 4.1.1.** Let $V_s$ have a block structure given by

$$V_s = \begin{pmatrix}
V_{11} & V_{12} & \cdots & V_{1q} \\
V_{21} & V_{22} & \cdots & V_{2q} \\
\vdots & \vdots & \ddots & \vdots \\
V_{q1} & V_{q2} & \cdots & V_{qq}
\end{pmatrix} \quad (4.8)$$

where in the expression $V_s f_s^{m(s)+1}$, the submatrix $V_{ij}$ acts on $f(s\alpha_j)$. If $V_{ij} = 0$ for all $i \neq j$ then $x(\cdot)$ as defined by (4.2) is internal.

Proof. See Appendix B.

We emphasize that the condition that $V_s$ is block diagonal is a sufficient but not necessary one for $x(\cdot)$ to be internal. Indeed, by an argument similar to the one in the proof of Proposition 3.1.2, it is easily shown that it is both necessary and sufficient that $V_s R V_s^T = 0$ where $R = \text{diag}(Q(s\alpha_1), Q(s\alpha_2), \ldots, Q(s\alpha_q))$ is the covariance matrix for $[w(s\alpha_1)^T \ w(s\alpha_2)^T \ \cdots \ w(s\alpha_q)^T]^T$ and $w(s\alpha_i)$ is as defined in (4.2). That is, $R$ is derived from $Q$ (cf., (4.7)) by setting the off-diagonal blocks to zero. As we will see in Chapter 5 (in which the $V_s$ are defined by wavelet bases), there are important cases for which $V_s R V_s^T = 0$, and yet $V_s$ is not block diagonal. However, in general, it is
unclear how to obtain $V_s R V_s^T = 0$ without restricting $V_s$ to be block diagonal. When we do restrict $V_s$ to be block diagonal, the realization procedure is particularly simple, as is evidenced by the developments of this chapter. This, then, provides substantial motivation and justification for imposing a block diagonal structure.

\section{4.2 Boundary Approximation}

The predictive efficiency-based MAR realization method proposed in the previous section has complexity proportional to $N^2$ (where the signal or (lexicographically ordered) image to be modeled has total size $N$). While this is relatively efficient as compared to other approaches [37, 40, 96, 98, 100], it is still too burdensome for some problems, particularly those arising in image processing. The source of this complexity stems from the fact that, in computing the predictive efficiency matrices, we focus on estimating every element of a large random vector, $z_2$, from a small one, $z_1$. In Section 4.2.1, we propose the boundary approximation which focuses on estimating only a small number of elements of $z_2$ which are temporally or spatially close to $z_1$. As we will show, this boundary approximation leads to a realization algorithm that has complexity proportional to $N$. We note that a similar approximation is employed in conjunction with canonical correlations in [96, 100]. However, in some sense it is more severe because, due to the symmetry of canonical correlations, it requires truncating both $z_2$ and $z_1$. Since predictive efficiency is not symmetric, we need only truncate $z_2$ to obtain an $O(N)$ algorithm.

Intuitively, the boundary approximation should not be a severe one for processes that are Markov (or nearly so) or have quickly decaying long-range correlations. In the former case, the boundaries of $z_1$ contain all the relevant information for estimating the more distant random variables. Therefore, a summary of $z_1$ (i.e., $V z_1$) that does a good job of estimating these local variables ought to be sufficient for estimating the distant ones. In the latter case of quickly decaying long-range correlations, distant random variables are negligibly correlated with $z_1$ and, therefore, do not substantially contribute to the mean-square estimation error. We will make this intuition precise in Section 4.2.2. In our examples in Section 4.3, we will show that the class of processes for which the boundary approximation results in small modeling error is, in fact, considerably richer than Markov and fast-decorrelating processes. A theoretical understanding of this fact is a topic for future research, as we discuss in Chapter 8.

In this section we will rely on the following notation which was introduced in Section 2.4. The zero-mean vectors $z_1$ and $z_2$ have lengths $n_1$ and $n_2$ and covariances $P_1$ and $P_2$, respectively. Their cross-covariance matrix is $E[z_2 z_1^T] = P_{21}$.

\subsection{4.2.1 Algorithm}

Let us begin by examining the two sources of the $N^2$ complexity of our realization approach in the context of building a MAR model for a one-dimensional random signal (as opposed to a two-dimensional random field, to which we return later). The first
source comes from finding the local internal matrices which are suboptimal solutions to (4.4). The second is the computation of \( P_{f^n} \) for all scales \( n \in \{0, 1, \ldots, M - 1\} \).

With respect to the former, we noted in Section 2.4 that summarizing a length-\( n_1 \) vector \( z_1 \) for the purposes of estimating a length-\( n_2 \) vector \( z_2 \) has complexity \( O(n_2) \). In the context of the stochastic realization problem, this translated into a complexity of \( O(N) \) per node which, when summed over all \( O(N) \) nodes, lead to an overall \( O(N^2) \) complexity for computing the internal matrices. This suggests that we can reduce the overall complexity to \( O(N) \) by somehow ignoring all but a small portion of \( z_2 \) (whose size is independent of \( N \)).

To this end, let \( k \) be an integer chosen independent of \( n_2 \), and let \( H_k \) be a selection matrix such that, when post-multiplied by \( z_2 \), it selects the \( 2kd \) elements of \( z_2 \) that are temporally closest to \( z_1 \) as illustrated in Figure 4.1 (i.e., the \( kd \) elements on either side of \( z_1 \) are selected). We will call the \( 2kd \) elements selected by \( H_k \) the size-\( k \) boundary of \( z_1 \). With this notation, consider

\[
\hat{V}_k \triangleq \arg \min_{V \in M_r} \bar{e}(H_k z_2 | V z_1).
\]  

(4.9)

Since the complexity of computing \( H_k P_2 H_k^T \) (a quantity needed to solve (4.9)) is independent \( n_2 \), the solution of (4.9) can be computed with complexity that is also independent \( n_2 \). We then view \( \hat{V}_k \) as a suboptimal solution to (2.54). Using this idea in our stochastic realization approach, we arrive at a complexity of \( O(N) \) for computing the internal matrices.

We now turn to the second source of the \( N^2 \) complexity of the MAR stochastic realization approach of Section 4.1—the computation of the \( P_{f^n} \). The boundary approximation reduces this source of complexity as well since using (4.9) implies that we need not compute all of \( P_{f^n} \). Rather, only a diagonal band of size that is a function of \( k \) is needed because we never consider cross-correlations involving elements that are further than \( kd \) away from the node at which the current predictive efficiency matrices are being computed. It is not hard to show that the total complexity of computing the required diagonal bands of the \( P_{f^n} \) matrices for all \( n \in \{0, 1, \ldots, M - 1\} \) is \( O(N) \). Hence, the overall asymptotic complexity of the MAR realization algorithm with the boundary approximation is \( O(N) \).

We now discuss the boundary approximation for modeling two-dimensional random
fields using quad-trees. In this case, the vector $z_1$ represents a pixel\(^3\) of a random field and $z_2$ the rest of the random field as illustrated in Figure 4.2. The matrix $H_k$ selects the elements of $z_2$ that lie in the $k$ concentric square annuli, each of which is one pixel wide, that surround $z_1$ (with the obvious modifications for boundary effects as illustrated). All of the complexity analysis provided previously for the one-dimensional case is identical for the two-dimensional case.

**4.2.2 Analysis**

In this section we provide some theoretical justification for the intuition that motivated the boundary approximation, namely that the boundary approximation ought not be a severe one for processes that are Markov (or nearly so) or have quickly-decaying long-range correlations. For this purpose we will rely on the notation developed in previous sections as well as the following. Let $J_k$ be a selection matrix that complements $H_k$ in the sense that $J_k z_2$ selects all the elements of $z_2$ that are outside the size-$k$ boundary of $z_1$. Referring to Figure 4.1 and Figure 4.2, $J_k z_2$ selects the elements of $z_2$ that are not shaded. Therefore, every element of $z_2$ is an element of $H_k z_2$ or $J_k z_2$.

In making the boundary approximation, we choose a matrix $V$ to minimize $\bar{\varepsilon}(H_k z_2 \mid V z_1)$ rather than the exact criterion $\bar{\varepsilon}(z_2 \mid V z_1)$. The two criteria are related by

$$
\bar{\varepsilon}(z_2 \mid V z_1) = \bar{\varepsilon}(H_k z_2 \mid V z_1) + \bar{\varepsilon}(J_k z_2 \mid V z_1).
$$

(4.10)

Therefore, for a given $V$, one measure of the quality of the boundary approximation is the value of $\bar{\varepsilon}(J_k z_2 \mid V z_1)$. Since $\bar{\varepsilon}(\cdot \mid \cdot)$ is lower-bounded by zero, the boundary approximation is, in fact, equivalent to the exact implementation (cf., (2.54)) when

---

\(^3\)In a quad-tree, each scale is composed of pixels. At coarser scales the state vector at each pixel (here written as $z_1$) provides an abstract summary of a multi-pixel region of the fine-scale image.
In the two propositions of this section, we bound the quantity \( \bar{\epsilon}(J_k z_2 \mid \hat{V}_k z_1) = 0 \). In certain conditions, we first consider processes whose long-range correlations are small. That is, the correlations between elements of \( z_1 \) and elements of \( J_k z_2 \) are, in some sense, small.

**Proposition 4.2.1.** Let \( \lambda \) be the maximum singular value of \( \text{cov}(J_k z_2, z_1) = J_k P_{21} \) and let

\[
\alpha \triangleq \max_j \left\| P_1^{-T/2}(:, j) \right\|.
\]

Then \( \bar{\epsilon}(J_k z_2 \mid V z_1) \leq n_1 \alpha^2 \lambda^2 \).

**Proof.** See Appendix B.

There are a number of important points to emphasize regarding Proposition 4.2.1.

- As the long-range correlations (those between \( z_1 \) and \( J_k z_2 \)) go to zero, \( \lambda \) goes to zero, and \( \bar{\epsilon}(J_k z_2 \mid V z_1) \) goes to zero.

- The bound holds for all matrices \( V \) and, therefore, holds for the optimal choice under the boundary approximation \( \hat{V}_k \) as defined by (4.9).

- The bound is loose and depends on \( n_1 \). No doubt tighter bounds can be obtained.

Proposition 4.2.1 is intended to provide some theoretical justification for the boundary approximation when the covariance matrix for the underlying process is exactly or approximately banded. When the inverse of the covariance matrix is exactly or approximately banded, we are dealing with a process that is exactly or approximately Markov. For nearly \( k \)-th order Markov processes, \( H_k z_2 \) approximately conditionally decorrelates \( z_1 \) and \( J_k z_2 \). Therefore, the entries of

\[
\Delta \triangleq \mathbb{E}\left[ J_k z_2 (z_1 - \hat{E}[z_1 \mid H_k z_2])^T \right] = J_k P_{21} - J_k P_2 H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21}
\]

will be small. The following proposition shows that, in this case, the quantity \( \bar{\epsilon}(J_k z_2 \mid V z_1) \) is related to two sources of error. One source stems from the degree to which the process can be approximated by a \( k \)-th order Markov process and is related to the size of the entries of \( \Delta \). The other source stems from how well we are able to estimate the boundary \( H_k z_2 \) from the summary of \( z_1 \) given by \( V z_1 \). That is, the second source of error is related to \( \bar{\epsilon}(H_k z_2 \mid V z_1) \).

**Proposition 4.2.2.** Let \( \delta \) be the maximum singular value of \( \Delta \) as defined in (4.12) and let \( \bar{\epsilon}(H_k z_2 \mid V z_1) < \sigma^2 \). Let \( \lambda \) be the maximum singular value of

\[
\Lambda \triangleq \left( P_1^{-1} - V^T (V P_1 V^T)^{-1} V \right) P_{21}^T H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21} J_k^T.
\]

Then

\[
\bar{\epsilon}(J_k z_2 \mid V z_1) \leq n_1 (\alpha^2 \delta^2 + 2|\delta \lambda|) + n_3 \beta^2 \sigma^2
\]
where
\[ \alpha \triangleq \max_j \left\| \left( P_1^{-1} - V^T(P_1V^T)^{-1}V \right)^{1/2} \right\|, \]  \hspace{1cm} (4.15a)
\[ \beta \triangleq \max_j \left\| \left( H_kP_2H_k^T \right)^{-1}H_kP_2J_k^T \right\|. \]  \hspace{1cm} (4.15b)

and \( n_3 \) is the length of the vector \( J_k z_2 \).

\textit{Proof.} See Appendix B. \hfill \blacksquare

It is worth noting the following regarding Proposition 4.2.2.

- The interpretations of the matrix \( \Lambda \) and the variables \( \alpha \) and \( \beta \) are unclear. A more precise theoretical justification for the boundary approximation is an open problem.

- The first term of the upper bound, \( n_1(\alpha^2\delta^2 + 2|\delta\lambda|) \), is related to the degree to which the process is \( k \)-th order Markov. It depends on \( \delta \) which is small when the process is nearly \( k \)-th order Markov and is zero if the process is exactly \( k \)-th order Markov.

- The second term of the upper bound, \( n_3\beta^2\sigma^2 \), is related to how well the information contained in \( Vz_1 \) performs in estimating the boundary \( H_kz_2 \). It depends on \( \sigma^2 \) which bounds \( \bar{\varepsilon}(H_kz_2 \mid Vz_1) \). Notice that this term is indirectly related to the number of linear functionals used for summarizing \( z_1 \) (rows of \( V \)) since, as the number of (linearly independent) linear functionals increases, \( \bar{\varepsilon}(H_kz_2 \mid Vz_1) \) decreases leading to a smaller bound \( \sigma^2 \).

- The bound holds for all matrices \( V \) and, therefore, holds for the optimal choice under the boundary approximation \( \hat{V}_k \) as defined by (4.9).

- The bound is loose and depends on \( n_1 \) and \( n_3 \). Tighter bounds can likely be obtained.

- Note that, for one-dimensional processes, \( n_3 = n_2 - 2dk \) so that the \( n_3 \) can be eliminated and the bound may be expressed in terms of \( n_1, n_2, d, \) and \( k \) as
\[ \bar{\varepsilon}(J_kz_2 \mid Vz_1) \leq n_1(\alpha^2\delta^2 + 2|\delta\lambda|) + (n_2 - 2dk)\beta^2\sigma^2. \]  \hspace{1cm} (4.16)

For two-dimensional processes, a similar expression can be found where \( n_2 \) is \( n_3 \) less the number of elements in \( k \) concentric, one-pixel wide annuli (ignoring boundary effects).

In this section we have provided some formal justification for the intuition behind the boundary approximation. Nevertheless, Proposition 4.2.1 and Proposition 4.2.2 have a number of limitations. In addition to those stated, the explanatory power of
Proposition 4.2.1 and Proposition 4.2.2 is limited for two reasons. First, these two propositions rely on the statistical structure of the underlying signal \( z \triangleq \begin{bmatrix} z_1^T \\ z_2^T \end{bmatrix}^T \). While it is, perhaps, easily verified that the fine-scale process to be modeled, \( f^M \), has the required structure (quickly decaying long-range correlations or approximate Markovianity), whatever statistical structure is present in \( f^M \) is typically not preserved at coarser scales. That is, the statistical properties of coarser-scale variables are derived from \( f^M \) filtered by the linear functionals that define the internal matrices. Therefore, if \( f^M \) is Markov, say, it is by no means clear that \( f^n \) for \( n < M \) is Markov or even approximately so.

The second limitation of Proposition 4.2.1 and Proposition 4.2.2 is that they focus on the error caused by a single application of the boundary approximation. However, in building an entire MAR model, many applications are made (specifically, \( q \) at each node). It is not clear how the bounds of Proposition 4.2.1 and Proposition 4.2.2 (which pertain to local errors) translate into the overall quality of a model. We will return to these limitations in Chapter 8.

\section*{4.3 Examples}

In this section we provide several examples illustrating the performance of the \( O(N^2) \) realization algorithm of Section 4.1 as well as the boundary approximation discussed in Section 4.2.

\subsection*{4.3.1 One-Dimensional Processes}

\textbf{Fractional Brownian Motion}

Our first example is the realization and estimation of fractional Brownian motion (discussed in Section 2.3.1) with Hurst parameter \( H = 0.7 \) (denoted fBm(0.7)). The true fBm(0.7) covariance matrix, \( P_{fM} \), associated with 128 samples of fBm(0.7) on \( (0,1] \) is illustrated in Figure 4.3(a). The realized covariance matrix, \( P_{xM} \), associated with a MAR model with state dimension \( d = 4 \) and based on our full \( O(N^2) \) algorithm is illustrated in Figure 4.3(b). In Figure 4.3(c) we have plotted \(|P_{fM} - P_{xM}|\) where \(|\cdot|\) is element-wise. Notice that even for this relatively low dimensional model, the approximation is quite good, with the largest element-wise error on the order of \( 10^{-3} \). In addition, the fact that the \( 4 \times 4 \) diagonal blocks of \(|P_{fM} - P_{xM}|\) are zero can be plainly seen in Figure 4.3(c). Notice also that some of the largest errors correspond to correlations between elements that are spatially close. This is due to the fact that spatially close elements (like those at sample numbers 64 and 65) can be quite far apart in tree distance and the correlation between them suffers from errors induced by the approximation made at all the tree nodes between them.

In Figure 4.3(d), we have plotted the realized covariance, \( P_{xM} \), based on a MAR model for fBm(0.7), again with state dimension \( d = 4 \), but derived using the boundary approximation. The boundary size is \( k = 1 \) which corresponds to designing local internal matrices to (approximately) conditionally decorrelate variables at a given node from
Figure 4.3. Realization of 128 samples of fBm(0.7) on (0, 1]. (a) Exact covariance, \( P_{fM} \). (b) Realized covariance, \( P_{zM} \) \( (d = 4) \). (c) \( |P_{fM} - P_{zM}| \) where \( P_{zM} \) is from (b). (d) Realized covariance, \( P_{zM} \), using the boundary approximation \( (d = 4, k = 1) \). (e) \( |P_{fM} - P_{zM}| \) where \( P_{zM} \) is from (d).

those indexed by the two nearest nodes at the same scale (or one nearest node if the given node is on the boundary). The modeling error \( |P_{fM} - P_{zM}| \) is illustrated in Figure 4.3(e) and should be compared with Figure 4.3(c). Notice that the errors, while different, are of the same order, \( 10^{-3} \). Since fBm(0.7) is not Markov and has slowly (polynomially) decaying correlations \([17]\), this illustrates that the boundary approximation is effective for a broader class of processes than those that motivated it.

Next, we apply the MAR model for fBm(0.7) associated with Figure 4.3(b) to an estimation problem based on incomplete measurements corrupted by nonstationary noise. We emphasize that this is a problem that cannot be handled with fast transform techniques due to the nonstationarity of the process to be estimated and the process noise and the fact that the measurements are incomplete. Figure 4.4(a) is a sample-path of fBm(0.7) based on the exact statistics.\(^4\) Figure 4.4(b) illustrates noisy, incomplete measurements of Figure 4.4(a). Measurements are taken over the first and last third of the interval \((0, 1]\). No measurements are available over the middle third. The white measurement noise has variance 0.3 over the first third sub-interval and 0.5 over the last third sub-interval. Figure 4.4(c) shows the output of the MAR estimator \([29]\) based on

\(^4\)Exact realizations of fBm are obtained by multiplying white Gaussian noise by the matrix square root of \( P_{fM} \). This requires \( O(N^2) \) computations if \( P_{fM} \) is \( N \times N \). In contrast, the MAR sample-path generator is \( O(N) \).
Figure 4.4. Estimation of fBm(0.7) using the model of Figure 4.3(b). (a) Sample-path using exact statistics. (b) Noisy, incomplete observations of (a). (c) MAR estimates (solid line), optimal estimates based on the exact statistics (dashed line), and plus/minus one standard deviation error bars (dotted lines). (d) Error standard deviation given by the MAR estimator (solid line) and based on the exact statistics (dashed line).

the model associated with Figure 4.3(b) (solid line) with one standard deviation error bars (dotted lines). The optimal estimate based on the exact fBm(0.7) statistics (rather than our approximate model of them) is also plotted (dashed line) in Figure 4.4(c).\footnote{The optimal estimates are obtained by solving the normal equations based on the true fBm and measurement statistics. Note that solving the normal equations requires $O(N^3)$ computations while the MAR estimator is $O(N)$ where $N$ is the size of the signal to be estimated [28–30].} However it is not easily distinguishable from the MAR estimate since the two nearly coincide. Moreover, the difference between the two is well within the one standard deviation error bars. This demonstrates that the degree to which our MAR model deviates from the exact model is statistically irrelevant. The MAR estimator also produces estimation error statistics with no additional computations beyond what are needed to compute the estimates themselves. In Figure 4.4(d) we have plotted the MAR error standard deviations (solid line) and the optimal error standard deviations (dashed line). The two nearly coincide, again illustrating that the degree to which our model deviates from an exact one is not relevant to this estimation problem.

Markov Process

In our next example, we illustrate MAR realizations using our $O(N^2)$ algorithm for a 12-th order stationary Markov process. The purpose of this example is to show that, while fBm can be well modeled with state dimension $d = 4$, some processes require a higher state dimension. In Figure 4.5(a) we illustrate the true covariance matrix, $P_{fM}$. Figure 4.5(b) illustrates the realized covariance matrix, $P_{z_M}$, associated with a
Figure 4.5. Realization of 128 samples of a 12-th order stationary Markov process. (a) Exact covariance, $P_{fM}$. (b) Realized covariance, $P_{xM}$ ($d = 4$). (c) $|P_{fM} - P_{xM}|$ where $P_{xM}$ is from (b). (d) Realized covariance, $P_{xM}$, ($d = 8$). (e) $|P_{fM} - P_{xM}|$ where $P_{xM}$ is from (d).

MAR model with state dimension $d = 4$. Notice that the errors $|P_{fM} - P_{xM}|$, which are plotted in Figure 4.5(c), are much larger (25% of the process variance) than those associated with the fBm(0.7) model of Figure 4.3(c) which also has state dimension $d = 4$. If, however, we increase the state dimension to $d = 8$, we achieve a MAR realization with errors on the order of 7% of the process variance. This is illustrated in Figure 4.5(d) which shows $P_{xM}$ and Figure 4.5(e) which shows $|P_{fM} - P_{xM}|$ for this higher state dimension model. A more accurate model of the 12-th order stationary Markov process than the one associated with Figure 4.5(d) requires a maximum state dimension larger than $d = 8$.

To achieve modeling errors on the order of those depicted in Figure 4.5(e), one need not use a model with state dimension $d = 8$ at all nodes. It is possible to achieve similar performance with state dimensions that decrease at coarser scales. We illustrate this point in Figure 4.6. Figure 4.6(a) is the realized covariance matrix, $P_{xM}$, associated with a four-scale MAR model with state dimension 8 at scales 3 (the finest) and 2, state dimension 6 at scale 1, and state dimension 4 at scale 0 (the coarsest). The error $|P_{fM} - P_{xM}|$ is plotted in Figure 4.6(b) and is on the order of 8% of the process variance, comparable to that achieved with the $d = 8$ (at all nodes) model of Figure 4.5(e).

Figure 4.6(c) illustrates the realized covariance for another MAR model of the 12-th order stationary Markov process with state dimensions that vary with scale as described. However, in this case, the boundary approximation was used with boundary size $k = \ldots$
Figure 4.6. Realization of 128 samples of a 12-th order stationary Markov process. (a) Realized covariance, $P_{z_M}$ (state dimension varies with scale (see text)). (b) $|P_{fM} - P_{z_M}|$ where $P_{z_M}$ is from (a). (c) Realized covariance using boundary approximation ($k = 3$). (d) $|P_{fM} - P_{z_M}|$ where $P_{z_M}$ is from (c).

3. Errors are plotted in Figure 4.6(d) and should be compared with Figure 4.6(b). Notice that the errors, while slightly different, are on the same order (roughly 10% of the process variance). This illustrates that little modeling fidelity is lost in making the boundary approximation. In this case, this result is consistent with our intuition because the underlying process is 12-th order Markov and a boundary size $k = 3$ corresponds to keeping $kd$ state elements on either side of the node being designed. In this example, $d$ varies from 4 to 8 so the number of boundary elements is always at least as large as the Markov order. However, this intuition is deceptive because, as discussed at the end of Section 4.2.2, the fact that $f^M$ is Markov does not guarantee that $f^n$ is Markov for $n < M$. The results depicted in Figure 4.6(b) and Figure 4.6(d) are different because we are designing internal matrices to do different jobs. In the former case, we are attempting to conditionally decorrelate MAR variables at a given node from all other variables at the same scale. In the latter case, we are only considering the nearby variables at the same scale. Naturally, these two criteria lead to a different emphasis and different linear functionals that comprise the internal matrices.

Next we illustrate model fidelity as a function of boundary size. We again consider MAR models for the 12-th order stationary Markov process where the state dimension varies with scale as described previously. For different boundary sizes $k \in \{1, 2, 3, 4, 5, 6\}$ we computed a realization. We then compared the realized covariance to the true one.
Figure 4.7. Boundary approximations for 12-th order stationary Markov process. \( \|P_{fM} - P_{xM}\| \) is plotted as a function of boundary size \( k \) for three different norms: Frobenius (solid line), maximum singular value (dashed line), maximum element-wise absolute difference (dash-dot line). The last of these is multiplied by 10 so that it is on the same scale as the first two.

Figure 4.8. Estimation of a 12-th order stationary Markov process using the model of Figure 4.6(a). (a) Sample-path using exact statistics. (b) Noisy, observations of (a) over \([5 : 96]\). (c) MAR estimates (solid line), optimal estimates based on the exact statistics (dashed line), and plus/minus one standard deviation error bars (dotted lines). (d) Error standard deviation given by the MAR estimator (solid line) and based on the exact statistics (dashed line).

with three different norms \( \|P_{fM} - P_{xM}\| \): the Frobenius norm, induced 2-norm (maximum singular value), and maximum absolute value of the difference \( |P_{fM} - P_{xM}| \). We point out that, in our realization procedure, we are not explicitly minimizing any of these norms. Figure 4.7 illustrates the value of these three norms as a function of boundary size. As expected, modeling fidelity improves as boundary size increases. Notice that boundary size \( k = 3 \) seems to be the appropriate choice under these norms since negligible improvement can be expected for larger sizes and substantial degradation obtains for smaller sizes.

As pointed out previously, the most significant modeling errors occur for samples that are close spatially but distant on the tree. In our next example, we explore the impact of this phenomena on an estimation problem that is, in some sense, most likely to test this modeling weakness. Figure 4.8(a) is a sample-path of a 12-th order stationary Markov process. Figure 4.8(b) illustrates noisy and incomplete measurements.
of Figure 4.8(a). Measurements are taken only over the interval [65 : 96] which is just to the right of the largest tree boundary and the point of greatest modeling error. The white measurement noise has variance 0.3. Figure 4.8(c) shows the output of the MAR estimator based on the model associated with Figure 4.6(a) (solid line) with one standard deviation error bars (dotted lines). The optimal estimate based on the exact statistics is also plotted (dashed line) in Figure 4.8(c). We can see that the largest estimation error due to modeling occurs just to the left of the largest tree boundary (left of sample 64) as expected given the pattern of modeling error in Figure 4.6(b) and our measurement locations. Nevertheless, the differences between the optimal and the MAR estimates are well within the one standard deviation error bars and, therefore, are not particularly significant statistically. In Figure 4.8(d) we have plotted the MAR error standard deviations (solid line) and the optimal error standard deviations (dashed line). Again, the most significant errors are just to the left of sample 64 as expected and are small.

### 4.3.2 Two-Dimensional Processes

#### Wood Texture

We now turn to some image processing examples. First, we consider building a MAR model for a Markov random field that mimics the texture of wood [112]. An exact $64 \times 64$ sample-path\(^6\) is illustrated in Figure 4.9(a). Notice that this wood texture is highly correlated vertically and less so horizontally. Figure 4.9(b) is a sample-path generated by a MAR model with state dimension $d = 16$. A distracting blockiness is apparent in this figure and is due to the quad-tree structure of our model and the small state dimension. Additionally, the extreme directionality of the wood texture makes this blockiness particularly easy to see. In some applications such blockiness is of no practical significance while in others, such as surface reconstruction where gradients must be taken [69], smoothness is required.

There are two techniques for reducing blockiness. One is to increase the state dimension. This is illustrated in Figure 4.9(c) which is a sample-path based on a MAR model with state dimension $d = 64$. Unfortunately, increasing the state dimension leads to less efficient image processing algorithms. However, there is another approach: the overlapping tree approach [63,96,97] discussed in Section 2.3.4. A sample-path for a MAR model based on this overlapping approach with state dimension $d = 16$ is illustrated in Figure 4.9(d). Finally, Figure 4.9(e) represents a sample image from a model constructed again using the overlapping approach but in this case also employing the boundary approximation. The boundary size is $k = 1$ which corresponds to conditionally decorrelating MAR variables with those residing at nodes one pixel away. Notice that there are no blocky artifacts in either Figure 4.9(d) or Figure 4.9(e), and both models produce wood textures comparable to that in Figure 4.9(a).

\(^6\)To compute exact sample-paths for random fields we use the FFT techniques described in [56]. Note that this requires $O(N \log N)$ computations while MAR sample-path generation is $O(N)$. 
Figure 4.9. Sample-paths for wood texture of [112]. (a) Exact. (b) MAR model \(d = 16\). (c) MAR model \(d = 64\). (d) MAR model based on the overlapping tree approach \(d = 16\). (e) MAR model based on the overlapping tree approach with boundary approximation \(d = 16, k = 1\).

Isotropic Random Field

Next we consider sample-path generation of a two-dimensional, isotropic random field of interest in the geological sciences [103, 169]. The correlation function is

\[
    r_\ell (\varrho) = \begin{cases} 
        1 - \frac{3\varrho}{2\ell} + \frac{\varrho^3}{2\ell^3} & \text{if } 0 \leq \varrho \leq \ell, \\
        0 & \text{if } \varrho > \ell 
    \end{cases} \quad (4.17)
\]

where \(\varrho = \sqrt{i^2 + j^2}\) and \(i, j\) are indices into a two-dimensional grid. An exact sample-path for \(\ell = 40\) is illustrated in Figure 4.10(a). In Figure 4.10(b) and Figure 4.10(c) we provide a sample-path associated with a MAR model with state dimension \(d = 16\) and \(d = 64\), respectively. In Figure 4.10(d) the overlapping tree approach is used with \(d = 16\). Finally, in Figure 4.10(e), the boundary approximation is employed with boundary size \(k = 1\) in conjunction with the overlap method \(d = 16\). As in the previous example, little degradation is evident when the boundary approximation is used.
Figure 4.10. Sample-paths for the isotropic random field of (4.17). (a) Exact. (b) MAR model ($d = 16$). (c) MAR model ($d = 64$). (d) MAR model based on the overlapping approach ($d = 16$). (e) MAR model based on the overlapping approach with boundary approximation ($d = 16$, $k = 1$).
Chapter 5

MAR-Wavelet Processes

This chapter provides a unification of the MAR framework with wavelets.\textsuperscript{1} Although the structure and development of MAR processes was motivated by and modeled on wavelet synthesis, until now the two frameworks had only been unified in the simplest case of the Haar wavelet. Recall from Section 2.3.1 that in the case of the Haar wavelet this unification is quite simple since wavelet and scaling functions do not overlap. In contrast, incorporating compactly supported and overlapping orthogonal or biorthogonal wavelets into the MAR framework is less straightforward—particularly so if we insist on internality. After a review of wavelets in Section 5.1, we show, in Section 5.2, how to build an internal MAR-wavelet process based on any compactly supported wavelet.

After developing MAR-wavelet processes, we apply them to the problem of model identification in Section 5.3. In doing so, we provide a new view of the stochastic realization problem. Previous approaches to the stochastic realization problem (including those of the preceding chapters of this thesis) focussed on designing internal matrices that define MAR states to, in some sense, optimally match the statistics of the finest scale process being modeled. As a consequence, the resulting states typically have no discernible structure beyond the fact that they represent solutions to specific optimization problems. The approach of this chapter differs in that the design of internal matrices is not closely tied to the intricate details of the fine-scale statistics. The philosophy which, in part, motivated this work is to restrict the class of linear functionals that define internal matrices to the small but rich class of wavelet bases. We thus force the states to contain meaningful multiscale representations of the fine-scale process and avoid the computationally burdensome search over all possible linear functionals. On the other hand, the approach in this chapter does bear some resemblance to previous work on the MAR stochastic realization problem: dynamics of internal MAR-wavelet models are derived from the fine-scale statistics by exploiting the linear relationship between coarse-scale and fine-scale states given by the internal matrices.

In order to be consistent with the conventional wavelet notation and to simplify our presentation, in this chapter we adopt a slightly different notation for referring to tree-indexed variables. This notation is summarized in Table 5.1 in which the scale of

\textsuperscript{1}Most of the material in this chapter can be found in [43, 44].
node \( s = (m(s), t(s)) \) is denoted by \( j \triangleq m(s) \) and the shift of node \( s \) is denoted by \( n \triangleq t(s) \).

### 5.1 Wavelet Background

This section provides a brief review of wavelets; additional details may be found in [31, 32, 46–48, 133, 134, 141, 156, 173–175]. The wavelet representation of a continuous-time signal \( \vartheta(t) \) consists of a sequence of approximations of \( \vartheta(t) \) at coarser and coarser scales where the approximation at the \( j \)-th scale consists of a weighted sum of shifted and dilated versions of a basic function \( \phi \) called the scaling function. By considering the incremental details added in obtaining the \( j \)-th scale approximation from the approximation at scale \( j - 1 \), one arrives at the wavelet transform based on a single function \( \psi \) called the analyzing wavelet.

The reconstruction is performed using the function \( \tilde{\psi} \), called the synthesis wavelet, such that the two families \( \{ \psi_{j,n} \}_{(j,n) \in \mathbb{Z}^2} \) and \( \{ \tilde{\psi}_{j,n} \}_{(j,n) \in \mathbb{Z}^2} \) are a biorthogonal Riesz basis of \( L^2(\mathbb{R}) \) where \( \psi_{j,n}(t) \triangleq \sqrt{2^j} \psi(2^j t - n) \) and similarly for \( \tilde{\psi}_{j,n} \). The synthesis wavelet \( \tilde{\psi} \) is obtained from the function \( \tilde{\phi} \) which is dual to \( \phi \), i.e., which satisfies

\[
\langle \phi(t), \tilde{\phi}(t - n) \rangle = \delta(n)
\]  

where \( \langle \cdot, \cdot \rangle \) is the standard inner product in \( L^2(\mathbb{R}) \) and \( \delta(\cdot) \) is the discrete-time Dirac function given by

\[
\delta(n) = \begin{cases} 
1 & \text{if } n = 0, \\
0 & \text{otherwise}.
\end{cases}
\]
The scaling functions \( \phi \) and \( \tilde{\phi} \) must satisfy
\[
\phi(t) = \sqrt{2} \sum_n h(n) \phi(2t - n), \tag{5.3a}
\]
\[
\tilde{\phi}(t) = \sqrt{2} \sum_n \tilde{h}(n) \tilde{\phi}(2t - n) \tag{5.3b}
\]
where \( h \) and \( \tilde{h} \) are discrete filters satisfying the biorthogonality condition in \( \ell^2(\mathbb{Z}) \)
\[
\sum_k h(k) \tilde{h}(k - 2n) = \sum_k \tilde{h}(k) h(k - 2n) = \delta(n). \tag{5.4}
\]
The wavelets \( \psi \) and \( \tilde{\psi} \) are given by
\[
\psi(t) = \sqrt{2} \sum_n g(n) \phi(2t - n), \tag{5.5a}
\]
\[
\tilde{\psi}(t) = \sqrt{2} \sum_n \tilde{g}(n) \tilde{\phi}(2t - n) \tag{5.5b}
\]
where
\[
g(n) = (-1)^{1-n} \tilde{h}(1 - n), \tag{5.6a}
\]
\[
\tilde{g}(n) = (-1)^{1-n} h(1 - n). \tag{5.6b}
\]
The discrete filters \( h, g, \tilde{h}, \tilde{g} \) must satisfy the perfect reconstruction condition which can be found in [134]. When \( h = \tilde{h} \) and \( g = \tilde{g} \), then \( h \) is a conjugate mirror filter and the family \( \{\psi_{j,n}\}_{(j,n) \in \mathbb{Z}^2} \) constitutes an orthonormal wavelet basis of \( L^2(\mathbb{R}) \).

The fast wavelet transform computes the wavelet coefficients of a discrete signal. The fast wavelet decomposition algorithm is
\[
a_j(n) = \sum_p h(p - 2n) a_{j+1}(p), \tag{5.7a}
\]
\[
d_j(n) = \sum_p g(p - 2n) a_{j+1}(p). \tag{5.7b}
\]
The reconstruction algorithm is
\[
a_{j+1}(n) = \sum_p \tilde{h}(n - 2p) a_j(p) + \sum_p \tilde{g}(n - 2p) d_j(p). \tag{5.8}
\]
The variables \( a_j(n) \) and \( d_j(n) \) are called, respectively, the scaling and detail coefficients at the \( j \)-th scale and \( n \)-th shift. In Section 2.3.1 we discussed (5.7) and (5.8) for the special case of the Haar wavelet, the latter of which is illustrated in Figure 5.1.

In the remainder of this chapter, we consider only the case when \( h \) and \( \tilde{h} \) are finite impulse response (FIR) filters, i.e., when they have a finite number of non-zero
coefficients. For sake of notational simplicity, we assume that the lengths of $h$ and $\tilde{h}$ are both even. Without loss of generality, we choose

$$\text{supp}(h) = [-R + 1 : R] \quad \text{and} \quad \text{supp}(\tilde{h}) = [-\tilde{R} + 1 : \tilde{R}]$$ (5.9)

for some integers $R$ and $\tilde{R}$ such that $\tilde{R} \geq R \geq 1$. Thus, using (5.6) we have

$$\text{supp}(\bar{g}) = [-R + 1 : R] \quad \text{and} \quad \text{supp}(g) = [-\tilde{R} + 1 : \tilde{R}] .$$ (5.10)

We also assume that $R$ and $\tilde{R}$ have the same parity. We point out, however, that all the results in this chapter hold for all perfect reconstruction FIR filters with minor modifications.

The wavelet reconstruction algorithm (5.8) defines a dynamical relationship between the scaling coefficients $a_j(n)$ at one scale and those at the next finer scale, with the detail coefficients $d_j(n)$ acting as the input. Note that these dynamics are with respect to scale rather than time. This suggests that it is natural to think of constructing MAR processes within the wavelet framework. This construction is, in fact, obvious in the case of the Haar wavelet because each scaling coefficient depends only on time-synchronous parents\(^2\) as discussed in Section 2.3.1 and illustrated in Figure 5.1. The link between MAR processes and wavelets is not obvious if one considers wavelets other than those

\(^2\)The time-synchronous parents of $a_j(n)$ (or $d_j(n)$) are $a_{j-1}([n/2])$ and $d_{j-1}([n/2])$. 
in the Haar system. This is due to the overlapping supports of such wavelets (which does not occur in the Haar case). Indeed, to compute a scaling coefficient \( a_j(n) \) one needs not only the time-synchronous parents of \( a_j(n) \) but also a number of neighboring coefficients depending on the supports of the analysis and synthesis wavelet. Thus, if we build a multiscale process where the states are defined as in the Haar case, i.e., \( x_j(n) = [a_j(n) \quad d_j(n)]^T \), but where we consider that the scaling and detail coefficients are computed using more regular wavelets, we will end up with a more complex graph structure of the scale-to-scale autoregression instead of a tree. This is illustrated in Figure 5.2 in the case of the Daubechies 4-tap filter [46–48].

In order to unify wavelets and MAR processes, the first issue, then, is to redefine the states so as to arrive at a tree dependency structure rather than a more complex graph. We will see that this can be done easily using state augmentation. The second and more difficult issue we must address is how to provide internality. These two issues will be the focus of the next section.

### 5.2 MAR-Wavelet Processes

In this section, we first address the issue of defining the states of a MAR-wavelet process to obtain a tree dependency structure. We then address the issue of internality.

#### 5.2.1 Tree Structure for Synthesis

To see the intuition behind how to define the states in order to arrive at a tree structure, let us consider the simple case where \( h \) is the Daubechies 4-tap filter [46–48]. In this case, we have \( \text{supp}(h) = [-1 : 2] \). Then, the wavelet reconstruction algorithm (5.8) implies that for every even integer \( n \),

\[
\begin{align*}
a_j(n - 1) &= \sum_{p = \frac{n}{2} - 1}^{\frac{n}{2}} h(n - 2p - 1)a_{j-1}(p) + \sum_{p = \frac{n}{2} - 1}^{\frac{n}{2}} g(n - 2p - 1)d_{j-1}(p), \quad (5.11a) \\
a_j(n) &= \sum_{p = \frac{n}{2} - 1}^{\frac{n}{2}} h(n - 2p)a_{j-1}(p) + \sum_{p = \frac{n}{2} - 1}^{\frac{n}{2}} g(n - 2p)d_{j-1}(p), \quad (5.11b) \\
a_j(n + 1) &= \sum_{p = \frac{n}{2}}^{\frac{n}{2} + 1} h(n - 2p + 1)a_{j-1}(p) + \sum_{p = \frac{n}{2}}^{\frac{n}{2} + 1} g(n - 2p + 1)d_{j-1}(p), \quad (5.11c) \\
a_j(n + 2) &= \sum_{p = \frac{n}{2}}^{\frac{n}{2} + 1} h(n - 2p + 2)a_{j-1}(p) + \sum_{p = \frac{n}{2}}^{\frac{n}{2} + 1} g(n - 2p + 2)d_{j-1}(p). \quad (5.11d)
\end{align*}
\]
Therefore, for every \( j = 0, \ldots, M \) and for every \( n = 0, \ldots, 2^j - 1 \), if we choose each state \( x_j(n) \) to be

\[
x_j(n) = \begin{bmatrix}
    a_j(n - 1) \\
    a_j(n) \\
    a_j(n + 1) \\
    d_j(n - 1) \\
    d_j(n) \\
    d_j(n + 1)
\end{bmatrix}
\] \hspace{1cm} (5.12)

it is clear from (5.11) that the scaling coefficients carried within each \( x_j(n) \) depend only on the parent \( x_{j-1}([n/2]) \) of \( x_j(n) \) (see Figure 5.3).

In the general case (i.e., for any orthogonal or biorthogonal compactly supported wavelet), for every \( j = 0, \ldots, M \) and for every \( n = 0, \ldots, 2^j - 1 \), the state at scale \( j \) and shift \( n \) is defined as

\[
x_j(n) = \begin{cases}
    \begin{bmatrix}
        a_j(n - \bar{R} + 1) \\
        \vdots \\
        a_j(n + \bar{R} - 1) \\
        d_j(n - \bar{R} + \bar{R} + 1) \\
        \vdots \\
        d_j(n + \bar{R} + \bar{R} - 1)
    \end{bmatrix} & \text{if } 0 \leq j < M, \\
    a_j(n) & \text{otherwise}.
\end{cases}
\] \hspace{1cm} (5.13)

The details showing that (5.13) implies that each state depends only on its parent, can
be found in Appendix C. We then can show that

\[
x_j(n) = \begin{cases} 
A_j(n)x_{j-1}([n/2]) + w_j(n) & \text{if } 0 \leq j < M, \\
A_j(n)x_{j-1}([n/2]) & \text{if } j = M.
\end{cases}
\] (5.14a)

where

\[
w_j(n) = \begin{bmatrix}
0 \\
\vdots \\
0 \\
d_j(n - \frac{\tilde{R} + R}{2} + 1) \\
\vdots \\
d_j(n + \frac{\tilde{R} + R}{2} - 1)
\end{bmatrix}
\] (5.14b)

and where the first \(2\tilde{R} - 1\) entries of \(w_j(n)\) are zero. The proof of (5.14a) and the expression for the matrices \(A_j(n)\) can also be found in Appendix C. Assuming that \(w(\cdot)\) is a white noise process uncorrelated with the root node state \(x_j(0)\), (5.14a) represents a MAR process with dynamics matching the reconstruction algorithm associated with any compactly supported orthogonal or biorthogonal wavelet. In the sequel, we refer to this process as the standard MAR-wavelet process.

### 5.2.2 Augmentation for Internality

If the coefficients \(d_j(n)\) are considered as the detail coefficients computed using the wavelet decomposition algorithm and thus are deterministic inputs, then (5.14a) and (5.14b) is just a rewriting of the wavelet reconstruction algorithm (5.8). If, on the other hand, the coefficients \(d_j(n)\) are generated as random variables, then (5.14a) and (5.14b) constitute a statistical model for a fine-scale process. However, almost surely, the states generated by this model do not consist of scaling and detail coefficients of the realized fine-scale process \(x^M\). This is because the standard MAR-wavelet process is not internal. Indeed, as shown in Chapter 3, a necessary and sufficient condition for internality is that each state depends linearly on its immediate children. However, for each state \(x_j(n)\), only \(a_j(n)\) and \(d_j(n)\) can be expressed as linear functions of the children states. From the wavelet decomposition algorithm, one can easily see that, when \(\tilde{R} > 1\), each state of the standard MAR-wavelet process is not a linear function of just its immediate children but of range of states at the next finer scale depending on the supports of the scaling functions.

The question now is how to build an internal MAR-wavelet process in order to ensure that the states consist of scaling and detail coefficients of the realized fine-scale process. This issue is, in fact, the one which seemed to doom the union between MAR processes and wavelets, and one of the contributions of this chapter is to solve this problem. This will be done by exhibiting and exploiting some relationships between
scaling and detail coefficients and by appropriately modifying the state definition. We emphasize that this is purely deterministic analysis.

As explained above, the states of the standard MAR-wavelet process contain the information necessary for synthesis. To achieve internality, we need to augment each state so that the children of each state contain all the information necessary for analysis. Before showing how we augment the states, we need the following intermediate result which allows us to add only a few coefficients in the process of defining internal states.

**Proposition 5.2.1.** There exist four matrices $L_1, J_1, L_2, J_2$ such that

\[
\begin{bmatrix}
    d_j(n - \frac{R+R}{2} + 1) \\
    \vdots \\
    d_j(n - 1)
\end{bmatrix}
= L_1
\begin{bmatrix}
    a_j(n - \tilde{R} + 1) \\
    \vdots \\
    a_j(n - \frac{R-R}{2} - 1)
\end{bmatrix}
+ J_1
\begin{bmatrix}
    a_{j+1}(2n - \tilde{R} + 1) \\
    \vdots \\
    a_{j+1}(2n + \tilde{R} - 2)
\end{bmatrix},
\]

\[
\begin{bmatrix}
    d_j(n + 1) \\
    \vdots \\
    d_j(n + \frac{R+R}{2} - 1)
\end{bmatrix}
= L_2
\begin{bmatrix}
    a_j(n + \frac{R-R}{2} + 1) \\
    \vdots \\
    a_j(n + \tilde{R} - 1)
\end{bmatrix}
+ J_2
\begin{bmatrix}
    a_{j+1}(2n + \tilde{R} + 3) \\
    \vdots \\
    a_{j+1}(2n + \tilde{R})
\end{bmatrix}.
\]

**Proof.** See Appendix C.

Proposition 5.2.1 tells us that the detail coefficients that are contained in state $x_j(n)$ of the standard MAR-wavelet process (cf., (5.13)) can be expressed in terms of the scaling coefficients in $x_j(n)$ and the scaling coefficients of the child states of $x_j(n)$, namely $x_{j+1}(2n)$ and $x_{j+1}(2n + 1)$. As we now show, the significance of this fact is that, in order to achieve internality, we need only augment $x_{j+1}(2n)$ and $x_{j+1}(2n + 1)$ with a relatively small number of scaling coefficients and need not include any additional detail coefficients.

The idea behind constructing internal states is to define new states $x_j(n)$ in such a way so that the left child of $x_j(n)$ contains

\[
\alpha^l_j \triangleq \begin{bmatrix}
    a_j(n - \tilde{R} + 1) \\
    \vdots \\
    a_j(n - \frac{R-R}{2} - 1)
\end{bmatrix}
\]

and the right child of $x_j(n)$ contains

\[
\alpha^r_j \triangleq \begin{bmatrix}
    a_j(n + \frac{R-R}{2} + 1) \\
    \vdots \\
    a_j(n + \tilde{R} - 1)
\end{bmatrix}.
\]

However, having copied $\alpha^l_j$ and $\alpha^r_j$ from $x_j(n)$ to its children $x_{j+1}(2n)$ and $x_{j+1}(2n + 1)$, we must continue to pass $\alpha^l_j$ and $\alpha^r_j$ down to the children (and grand-children and so on) of $x_{j+1}(2n)$ and $x_{j+1}(2n + 1)$ to maintain internality. Of course we must do this
for all $j$ and $n$. This seems to suggest that the state dimensions will explode. However, by simply splitting at each step the necessary information between the two children, the state dimension remains bounded. The construction of the states is depicted in Figure 5.4 in the simple case of Daubechies 4-tap filter. To define rigorously the internal states in the general case, we define recursively the sequence of partitioned vectors:\footnote{The notation $\left[ \begin{array}{c} a \\ b \end{array} \right] = \left[ \begin{array}{c} c \\ d \end{array} \right]$ means that $a = c$ and $b = d.$}

$$
\xi_0(0) \triangleq \begin{bmatrix}
\xi_1^1(0) \\
\xi_1^2(0)
\end{bmatrix} \triangleq \begin{bmatrix}
 a_0(-\tilde{R} + 1) \\
 \vdots \\
 a_0(-\frac{R-R}{2} - 1) \\
 a_0(\frac{R-R}{2} + 1) \\
 \vdots \\
 a_0(\tilde{R} - 1)
\end{bmatrix}
$$

(5.17a)

and for $j = 1, \ldots, M$ and $n = 0, \ldots, 2^j - 1$,

$$
\xi_j(n) \triangleq \begin{bmatrix}
\xi_j^1(n) \\
\xi_j^2(n)
\end{bmatrix} \triangleq \begin{bmatrix}
 a_{j-1}(n/2) \\
 \vdots \\
 a_{j-1}(n/2 - \frac{R-R}{2} - 1)
\end{bmatrix}
$$

(5.17b)

if $n$ is even,

$$
\xi_j(n) \triangleq \begin{bmatrix}
\xi_j^1(\lfloor n/2 \rfloor) \\
\xi_j^2(\lfloor n/2 \rfloor)
\end{bmatrix} \triangleq \begin{bmatrix}
 a_{j-1}(\lfloor n/2 \rfloor + \frac{R-R}{2} + 1) \\
 \vdots \\
 a_{j-1}(\lfloor n/2 \rfloor + \tilde{R} - 1)
\end{bmatrix}
$$

if $n$ is odd.

We then have the final result in which we have augmented the states corresponding to the standard MAR-wavelet model in order to achieve internality.
Proposition 5.2.2. The MAR process for which the states are defined by

\[
x_j(n) = \begin{cases} 
  \begin{bmatrix}
    a_0(-\tilde{R} + 1) \\
    \vdots \\
    a_0(\tilde{R} - 1) \\
    d_0(-\frac{\tilde{R} + R}{2} + 1) \\
    \vdots \\
    d_0(\frac{\tilde{R} + R}{2} - 1)
  \end{bmatrix} & \text{if } j = 0, \\
  \begin{bmatrix}
    a_1(n - \tilde{R} + 1) \\
    \vdots \\
    a_1(n + \tilde{R} - 1) \\
    d_1(n - \frac{\tilde{R} + R}{2} + 1) \\
    \vdots \\
    d_1(n + \frac{\tilde{R} + R}{2} - 1) \\
  \end{bmatrix} & \text{if } j = 1, \\
  \begin{bmatrix}
    a_j(n - \tilde{R} + 1) \\
    \vdots \\
    a_j(n + \tilde{R} - 1) \\
    d_j(n - \frac{\tilde{R} + R}{2} + 1) \\
    \vdots \\
    d_j(n + \frac{\tilde{R} + R}{2} - 1) \\
  \end{bmatrix} & \text{otherwise}
\end{cases}
\]

is internal.

Proof. See Appendix C. \[\]
Figure 5.4. Example of the internal MAR-wavelet process with the Daubechies 4-tap filter. Scaling coefficients in bold illustrate the necessary information transmitted from one scale to the next. The boxed coefficients are a linear function of the coefficients of their children by virtue of the wavelet decomposition algorithm.
5.3 MAR-Wavelet Models

In this section, we apply the MAR-wavelet processes developed in the previous sections to the problem of modeling a fine-scale random signal, \( f^M \). The standard MAR-wavelet process, defined by (5.14a) and (5.14b), can be used as an approximate model for a stochastic process by assuming that the detail coefficients are white noise. We will call this model the standard MAR-wavelet model. However, the states realized using this model are not consistent with the fine-scale realized process \( x^M \) in the sense that these states do not represent, with probability one, scaling and detail coefficients of \( x^M \).

This is because of the lack of internality, as discussed in Section 5.2.2. Notice that the assumption of the whiteness of \( w(\cdot) \) (defined by (5.14b)) is an approximation if \( R > 1 \). Indeed, for \( n \) and \( m \) such that \( 0 < |n - m| \leq R + \tilde{R} - 2 \), it is clear that, at a given scale \( j \), \( w_j(n) \) and \( w_j(m) \) are correlated since they share at least one detail coefficient.

By achieving internality, the states of the internal MAR-wavelet process (5.18) are forced to be consistent with the fine-scale realized process. We can use the internal MAR-wavelet process to build what we shall call the internal MAR-wavelet model to approximate the given statistics of a fine-scale process. Given these fine-scale statistics and using internality, the statistics of any MAR state and the statistics between each state and its parent are readily computed as we have seen in previous chapters. As a result, we can immediately define the linear dynamics of a MAR model, dynamics that incorporate optimal prediction from parent to child. The prediction errors are then modeled as white driving noise in order to satisfy the Markov property.

The implications of this are twofold. First, the resulting internal model, in general, produces fine-scale statistics that only approximate the desired ones (because of our insistence on modeling the coarse-to-fine prediction errors as white). To be sure, our internal MAR-wavelet model does produce the correct marginal statistics at each node and the correct joint statistics for each state and its parent, but other statistics (e.g., cross-covariance for two nodes at the same scale) are only captured approximately. The second point is that the coarse-to-fine dynamics so defined are in general very different from standard wavelet modeling. In particular, these dynamics exploit correlation between detail coefficients and coarser scale scaling and detail coefficients by performing optimal prediction and then assuming that only the errors in these predictions are white. This is in marked contrast to one common approach in using wavelets for modeling stochastic processes in which the detail coefficients are themselves modeled as white (i.e., the wavelet representation is assumed to be the Karhunen-Loève decomposition). In our case, since we allow MAR dynamics, we do not need to have K-L diagonalization. Rather, the success of our method in approximating stochastic processes relies only on the weaker requirement that the errors in predicting finer scale detail coefficients from coarser scale coefficients are white. As we illustrate, an implication of this is that we can use fairly short wavelets, implying lower state dimensions, which certainly do not do a good job of whitening the details (as evidenced by our results using the non-internal standard MAR-wavelet models), but which do remarkably well for our internal models.

Using the optimal prediction procedure of the internal MAR-wavelet model, we thus
incorporate a synthesis algorithm for the detail coefficients themselves, in addition to
the usual wavelet reconstruction algorithm for the scaling coefficients. The initialization
for this new synthesis algorithm is given by the statistics of the scaling and detail
coefficients contained in the root node state, \( P_{x_0(0)} = W_0(0)P_{fM}W_0(0)^T \). To specify
the dynamics for the detail coefficients which complement the usual synthesis algorithm
for the scaling coefficients (cf., (5.8)), let \( \tilde{d}_j(n) \) represent the detail coefficients carried by
the state \( x_j(n) \) defined by (5.18), then

\[
d_j(n) = P_{\tilde{d}_j(n)x_{j-1}([n/2])}P_{x_{j-1}([n/2])}^{-1}x_{j-1}([n/2]) + \tilde{w}_j(n) \tag{5.19}
\]

where the covariance matrix for \( \tilde{w}_j(n) \) is

\[
P_{\tilde{w}_j(n)} = P_{\tilde{d}_j(n)} - P_{\tilde{d}_j(n)x_{j-1}([n/2])}P_{x_{j-1}([n/2])}^{-1}P_{\tilde{d}_j(n)x_{j-1}([n/2])}. \tag{5.20}
\]

The matrices \( P_{\tilde{d}_j(n)} \), \( P_{\tilde{d}_j(n)x_{j-1}([n/2])} \), and \( P_{x_{j-1}([n/2])} \) are submatrices of \( P_{x_j(n)} \) and
\( P_{x_j(n)x_{j-1}([n/2])} \), the state covariance and child-parent cross-covariance. These are com-
puted, as described in previous chapters, via

\[
P_{x_j(n)} = W_j(n)P_{fM}W_j(n)^T, \tag{5.21a}
\]

\[
P_{x_j(n)x_{j-1}([n/2])} = W_j(n)P_{fM}W_{j-1}([n/2])^T \tag{5.21b}
\]

where the internal matrices \( W_j(n) \) are implicitly given by Proposition 5.2.2. Note that
only the detail coefficients have a driving noise component and the dynamics of the
scaling coefficients are deterministic. This property is what ensures that our models
are, in fact, internal. Indeed, as discussed at the end of Section 5.2, the local internal
matrices, \( V_j(n) \), for an internal MAR-wavelet process only act on scaling coefficients.
The detail coefficients are in the null-space of \( V_j(n) \). Since the driving noise is in the
null-space of \( V_j(n) \), the relationship

\[
x_j(n) = V_j(n) \begin{bmatrix} x_{j+1}(2n) \\ x_{j+1}(2n + 1) \end{bmatrix} \tag{5.22}
\]

is deterministic and the model is internal (recall our discussion of this point in Sec-
4.1.2).

The prediction errors \( \tilde{w}_j(n) \) are not white in general. This can be easily seen from
the fact that the states of the internal MAR-wavelet model contain duplicated detail
coefficients. Yet, we assume that the prediction errors \( \tilde{w}_j(n) \) in (5.19) are white noise
so that we arrive at a MAR model. This internal MAR-wavelet model is, therefore,
approximate. Note that an advantage of the internal MAR-wavelet model and, in fact,
of any internal model is that it achieves the correct variances (i.e., the diagonal elements
of \( P_{xM} \) match exactly those of \( P_{fM} \)).

We emphasize another important point. In real world problems, the user may not
know how to choose the appropriate wavelet which will do a good job in decorrelating
the process under study. Thus, the resulting detail and scaling coefficients may be
strongly correlated. In this case, our internal MAR-wavelet model based on optimal prediction from parent to child may still be quite accurate because it exploits these potential correlations, as well as those between detail and scaling coefficients. We will illustrate this later in our examples.

In Section 2.3.1 we compared the standard MAR-Haar model with the internal one for modeling fBm. Recall that with the Haar wavelet, the detail coefficients which are not neighbors (in space and scale) are in general strongly correlated. Therefore, even with the optimal prediction procedure of the internal MAR-Haar model the resulting realized covariance matrix is quite crude (see Figure 2.3) since it captures only the correlations between a detail coefficient at a given scale and the time-synchronous detail and scaling coefficients at the previous coarser scale.

One way to overcome the limitations of the Haar wavelet is to build an internal MAR-wavelet model using an analyzing wavelet with a large number of vanishing moments. With such a wavelet, the detail coefficients which are not neighbors in space and scale will, in general, be better decorrelated and the potential correlations will reside only between neighboring coefficients. Then, our optimal prediction procedure will exploit these residual correlations between detail and scaling coefficients and do the best job in linearly predicting the detail coefficients.

However, this is not the only solution. One can still build accurate models without necessarily using an analyzing wavelet with large number of vanishing moments. Indeed, all we need in order to have accurate models is to provide a good approximation to the Markov property. Therefore, accurate models will be provided using any wavelet yielding scaling and detail coefficients such that the states they form approximately fulfill the conditional decorrelation role of the Markov property.

\section{5.3.1 Realized Covariance Examples}

In this section, we apply our MAR-wavelet models to approximate the statistics of fBm using different wavelets. Figure 5.5(a) and Figure 5.5(b) show $P_{fM}$ for 64 samples of fBm(0.3) and fBm(0.7), respectively, on the interval (0, 1]. For purposes of comparison, Figure 5.5(c) and Figure 5.5(d) illustrate $|P_{fM} - P_{zM}|$ where $P_{zM}$ has been computed using the scale-recursive, predictive efficiency realization method of Section 4.1 (with state dimension 8) and $P_{fM}$ is from Figure 5.5(a) and Figure 5.5(b), respectively. We will compare internal MAR-wavelet models to these predictive efficiency models and to standard MAR-wavelet models which assume the whiteness of the detail coefficients. We use the Daubechies orthogonal wavelet with 2 vanishing moments (Daub4), the Daubechies orthogonal wavelet with 3 vanishing moments (Daub6), the spline biorthogonal wavelet (Spline13) such that $4 \hat{H}(z)$ (respectively $H(z)$) has 3 (respectively 1) zeros at $z = -1$, and the spline biorthogonal wavelet (Spline31) such that $\tilde{H}(z)$ (respectively $H(z)$) has 1 (respectively 3) zeros at $z = -1$.

Figure 5.6(a), Figure 5.6(b), and Figure 5.6(c) display the element-wise absolute

\footnote{$H(z)$ (respectively $\tilde{H}(z)$) is the $z$-transform [144,145] of $h(n)$ (respectively $\tilde{h}(n)$).}
value of the difference between $P_{fM}$ and $P_{xM}$ obtained by the standard MAR-wavelet model for an fBm(0.3) using, respectively, Daub4, Daub6, and Spline13. The improvement with respect to the standard MAR-Haar model of Section 2.3.1 is clear, as expected, since we are using analyzing wavelets with more than 1 vanishing moment. However, the approximation is not satisfactory which is not surprising since the detail coefficients are not exactly decorrelated using these wavelets. Note that Daub6 does better than Spline13 because Daub6 is an orthogonal wavelet and is smoother than the analyzing wavelet of Spline13.

Now, with the internal MAR-wavelet model, the detail coefficients are no longer assumed to be white noise. Instead, they are computed using the optimal prediction procedure described previously. Therefore, the internal MAR-wavelet model will better approximate the statistics of fBm. Figure 5.7(a), Figure 5.7(b), and Figure 5.7(c) display the element-wise absolute value of the difference between $P_{fM}$ and $P_{xM}$ for fBm(0.3) using, respectively, Daub4, Daub6, and Spline13. The improvement with respect to the standard MAR-wavelet model is clear. Figure 5.8(a), Figure 5.8(b), and Figure 5.8(c), display the same element-wise absolute value of the difference obtained using the internal MAR-wavelet model for fBm(0.7). Note that the internal MAR-wavelet models do not perform as well as the internal models based on predictive
efficiency developed in Section 4.1, even in cases for which the internal MAR-wavelet model has a higher state dimension than its predictive efficiency counterpart. This can be seen by comparing the images in Figure 5.7 and Figure 5.8 with Figure 5.5(c) and Figure 5.5(d), respectively. All of the internal MAR-wavelet models considered in these figures produce errors two or more orders of magnitude larger than the predictive efficiency models. This fact is not surprising considering that the predictive efficiency method is based on selecting internal matrices to provide optimal conditional decorrelation given a state dimension constraint. In contrast, the MAR-wavelet method avoids solving optimization problems by simply selecting the internal matrices from a wavelet basis.

To illustrate, in the case of fBm, the fact that even with relatively non-regular wavelets, our internal MAR-wavelet model can provide very accurate models, we use the biorthogonal wavelet Spline31. The analyzing wavelet for Spline31 has only 1 vanishing moment and the synthesis wavelet is extremely singular (see Figure 5.9). Figure 5.10(a) displays the element-wise absolute value of the difference between \( P_{fM} \) and \( P_{xM} \) using the standard MAR-wavelet model. One sees that the approximation is extremely bad, which is not surprising given the properties of Spline31 and the weakness of the assumption that the detail coefficients are white. However, using the internal MAR-wavelet model, the approximation is very accurate as displayed in Figure 5.10(b). Furthermore, notice that this approximation is more accurate than the one illustrated in Figure 5.8(c) in which the state dimension is larger. Indeed, in Figure 5.10(b) we have \( R = \tilde{R} = 2 \) and thus the maximum state dimension is 8 while in Figure 5.8(c) we have \( R = \tilde{R} = 3 \) and thus the maximum state dimension is 10. This shows the power of the optimal prediction procedure in approximating the Markov property even without considering analyzing wavelets with a large number of vanishing moments. Not surprisingly, however, the errors of Figure 5.10(b) are orders of magnitude larger than those of the predictive efficiency model of Figure 5.5(d).

**5.3.2 Sample-Path Generation and Estimation Examples**

Next, we use the fast signal processing algorithms associated with the MAR framework to synthesize fBm sample-paths and to perform estimation from incomplete measurements corrupted by nonstationary noise. Figure 5.11(a) and Figure 5.11(b) display 256-point sample-paths using the internal MAR-wavelet model with Daub6 for fBm(0.3) and fBm(0.7), respectively. Figure 5.12(a) displays an exact 64-point realization of fBm(0.3). Figure 5.12(b) displays noisy observations of Figure 5.12(a) where observations are only available on \((0, 1/3]\) (over which the white measurement noise has variance 0.3) and \((2/3, 1]\) (over which the white measurement noise has variance 0.5). Figure 5.12(c) displays the MAR estimates based on Figure 5.12(b) using the internal wavelet model with Daub6. The MAR estimates are the solid line and the optimal estimates based on the exact statistics are the dash-dot line. The plus/minus one standard deviation error bars are the dashed line.

Figure 5.12(d)—Figure 5.12(f) illustrates the same processing but for fBm(0.7). No-
Figure 5.6. $|P_{fM} - P_{xM}|$ for fBm(0.3) using the standard MAR-wavelet model. (a) Daub4 (state dimension 6). (b) Daub6 (state dimension 10). (c) Spline13 (state dimension 8).

Figure 5.7. $|P_{fM} - P_{xM}|$ for fBm(0.3) using the internal MAR-wavelet model. (a) Daub4 (state dimension 8). (b) Daub6 (state dimension 14). (c) Spline13 (state dimension 10).

Figure 5.8. $|P_{fM} - P_{xM}|$ for fBm(0.7) using the internal wavelet model. (a) Daub4 (state dimension 8). (b) Daub6 (state dimension 14). (c) Spline13 (state dimension 10).
**Figure 5.9.** Spline biorthogonal wavelet (Spline31). (a) Analyzing wavelet. (b) Synthesis wavelet.

**Figure 5.10.** $|P_{1M} - P_{2M}|$ for fBm(0.7) using (a) the standard MAR-wavelet model with Spline31 (state dimension 6) and (b) the internal MAR-wavelet model with Spline31 (state dimension 8).

**Figure 5.11.** Sample-paths using the internal MAR-wavelet model with Daub6. (a) fBm(0.3). (b) fBm(0.7).
tice that in both Figure 5.12(c) and in Figure 5.12(f) the optimal estimate based on the exact statistics is not easily distinguishable from the MAR estimate since the two nearly coincide. Also, the estimation error standard deviations that the MAR estimator provides are very close to the ones based on the exact statistics (although we have not plotted the latter in our examples). More importantly, the difference between the optimal estimate and the MAR estimate is well within the one standard deviation error bars. This demonstrates that the degree to which our internal MAR-wavelet model deviates from the exact model is statistically irrelevant.
Figure 5.12. MAR estimation of fBm(0.3) using the internal MAR-wavelet model with Daub6. (a) Sample-path using exact statistics. (b) Noisy, incomplete observations of (a). The noise variance over (0, 1/3] is 0.3 and over (2/3, 1] is 0.5. (c) MAR estimates are the solid line and optimal estimates based on the exact statistics are the dash-dot line. The plus/minus one standard deviation error bars are the dashed line. (d)–(f) differ from (a)–(c) only in that they are based on fBm(0.7) rather than fBm(0.3).
Chapter 6

Covariance Extension

This chapter addresses a major limitation of all previously-developed systematic MAR model identification methods (including those presented in the preceding chapters of this thesis). This limitation is the requirement of complete and precise knowledge of every entry of $P_{FM}$, the covariance matrix of the signal being modeled. For large problems involving hundreds of thousands or millions of variables, such as those that arise in geophysical or remote sensing applications [60,99,138,139,143,194], it is unreasonable to assume that one will have complete knowledge of the statistics of the underlying processes. Further, even in cases for which every element of $P_{FM}$ is known, such knowledge is practically useless because, unless structure can be exploited, the amount of memory required to store $P_{FM}$ is prohibitive, even for image processing problems of modest size.\(^1\) Moreover, elements of $P_{FM}$ about which information is available are unlikely to be specified with precision. Rather, bounds are likely to be given.

If the MAR framework is ultimately to be used to address large image processing problems with the features just described, there is considerable motivation to develop model identification techniques that do not require complete and precise knowledge of all of $P_{FM}$. In this chapter we take a first step toward this goal. In particular, while we still require that elements of $P_{FM}$ are precisely specified (i.e., we cannot accommodate bounds), we relax the assumption that every element is known. We then address the problem of building a MAR model that is consistent with the known elements of $P_{FM}$ and which implicitly provides reasonable values for the unknown ones (i.e., the realized covariance matrix must be a valid one and so must be symmetric and positive-definite).

The problem of inferring unknown covariance elements from known ones is the covariance extension problem which has been extensively studied in recent years. In particular, much has been written about maximum-entropy covariance extension, its applications in spectral estimation [22, 23, 101, 147, 171] and VLSI modeling [55], its connection with autoregressive (all-pole) models [21, 86, 95, 120, 171], and its link to lattice structures for FIR filters [81, 89, 117]. We will introduce the maximum-entropy covariance extension problem in Section 6.1 and indicate in what sense this chapter

\(^{1}\)Memory requirements for a covariance matrix associated with a $256 \times 256$ image are on the order of tens of gigabytes.
addresses it. Many of the results on covariance extension are most naturally expressed in graph-theoretic terms and we provide, in Section 6.2, a brief review of the relevant graph-theoretic concepts and results. Following this, we review some of the previously-developed theory regarding covariance extension in Section 6.3. In Section 6.4 we build upon the known results by providing a Levinson-like algorithm which may be applied to the computation of covariance extensions under very general conditions. Our ultimate interest is not in extending a partially specified covariance matrix to a fully specified one but, rather, in directly building a MAR model for such an extension (without explicitly calculating every or even most of the unknown elements of $P_{JM}$). This is the topic of Section 6.5 in which we consider MAR models for the maximum-entropy extension of covariance matrices that are specified on diagonal bands including and adjacent to the main diagonal. An important result which we show is that building a MAR model for an extension of this type can be done with vastly fewer computations than finding the full covariance extension explicitly. Moreover, the computational complexity of building a MAR model is comparable to that which is obtained by Levinson’s algorithm in designing an autoregressive (AR) time-series model.

## 6.1 Covariance Extension and Completion

In this section we introduce the covariance extension and completion problems and discuss the classical Levinson algorithm. The covariance extension and completion problems begin with a partial covariance matrix which we define shortly. Let $V = \{0, 1, \ldots, N - 1\}$ and let $E$ be a subset of $V \times V$. Then a partial matrix, $P_E$, is the set\(^{2}\)

$$
P_E \triangleq \{(i,j, p_{i,j}) \mid (i,j) \in E\}.
$$

(6.1)

We shall call $E$ the support set for $P_E$. One can also think of $P_E$ as a partially filled matrix where

$$
P_E(i,j) = \begin{cases} 
p_{i,j} & \text{if } (i,j) \in E, \\
? & \text{otherwise.}
\end{cases}
$$

(6.2)

Hereafter, we will only consider support sets that are symmetric. By a symmetric support set we mean that $(i,j) \in E$ if and only if $(j,i) \in E$. Additionally, in order to avoid pathologies (to be discussed), we assume that $E$ contains all pairs of the form $(i,i)$. Notice that if the elements of $P_E$ are drawn from a positive-definite covariance matrix, then every maximal principal minor\(^{3}\) of $P_E$ is positive definite, a property we denote by $P_E > 0$.

---

\(^{2}\)In other chapters the notation $P_E$ denotes a covariance matrix for random vector $E$. In this chapter $E$ is not a random vector, and we define objects of the form $P_E$ differently as discussed in the text.

\(^{3}\)A principal minor of $P_E$ is a subset (which we view as a matrix) of $P_E$ given by $\{P_E(i,j)\}_{(i,j) \in \alpha \times \alpha}$ where $\alpha \times \alpha \subset E$. A principal minor is maximal if it is not a subset (submatrix) of any other principal minor.
Definition 6.1.1 (Partial Covariance Matrix). $P_E$ is a partial covariance matrix if it is a partial matrix (i.e., it is a set of the form given by (6.1)) with $P_E(i, j) = P_E(j, i)$ and $P_E > 0$.

Given a partial covariance matrix $P_E$, the covariance extension problem is to find another partial covariance matrix $P_F$ where $E \subset F$ and $P_F \subset P_E$ so that $P_F$ agrees with $P_E$ on the index set $E$. A partial covariance matrix $P_F$ that satisfies these criteria is called an extension of $P_E$. A covariance completion is a covariance extension with $F = V \times V$. That is, the covariance completion problem is to find a fully-specified valid covariance matrix $P > 0$ that agrees with $P_E$ on the set $E$. If any completion of $P_E$ exists then there exists a unique completion with maximal entropy which also coincides with the completion with maximal determinant [88, 120]. There are two additional points worth emphasizing. First, $P_E > 0$ is a necessary condition for the existence of extensions and completions. As we shall see, however, it is not a sufficient condition. Second, note that the diagonal elements of the partial covariance matrix $P_E$ (i.e., $P_E(i, i)$ for $i \in V$) are defined because $E$ contains all pairs $(i, i)$. This is a necessary, but not sufficient, condition for the existence of a maximum-entropy completion. Indeed, if it were otherwise the case then the determinant (and, hence, the entropy) of the completion could be made arbitrarily large by increasing the value of any unspecified diagonal element.

The maximum-entropy completion of $P_E$, denoted by $P_{ME}$, can be characterized by the pattern of zeros in its inverse. In particular, $P_{ME}^{-1}(i, j) = 0$ if $(i, j) \notin E$ (i.e., $P_E(i, j)$ is undefined). This fact follows from the well-known solution to the problem of finding the entropy-maximizing probability density function given moment constraints [34,120]. In this case, the entropy-maximizing density has the functional form

$$C \exp \left\{ \sum_{(i, j) \in E} \lambda_{i, j} z_i z_j \right\}$$

(6.3)

where $C$ is a normalization constant, $\lambda_{i, j}$ is a Lagrange multiplier, and $P_E(i, j) = \text{cov}(z_i, z_j)$ are the given constraints. The form of the density of (6.3) is Gaussian (i.e., it has the form $C \exp(-\frac{1}{2}z^T P^{-1} z)$) and clearly indicates that $P_{ME}^{-1}(i, j) = 0$ for $(i, j) \notin E$.

In this chapter our ultimate goal is not to compute $P_{ME}$ but, rather, to design a MAR model for it. As we have noted in previous chapters, often an implicit representation of a covariance matrix is of greater practical utility than an explicit one. Implicit representations in the form of parameterized stochastic models often have structure that can be exploited to achieve efficiencies in computation and storage. Two such representations have been discussed in this thesis: MAR and state-space models. The well-known connection between AR processes\(^4\) and maximum-entropy covariance com-

\(^4\)An AR process can be written in state-space form as discussed in Section 2.3.2. However, not every state-space process is an AR process.
pletion will be discussed shortly. The connection to MAR processes has, until now, been unknown and is the topic of Section 6.5.

To make the connection between AR models and maximum-entropy covariance completion, consider the classical and simple case for which $P_E$ is specified on $2k+1$ diagonal bands that include and are adjacent to the main diagonal (see Figure 6.1). That is, the support set $E$ is

$$E \triangleq \{(m,n) \mid |m-n| \leq k\}.$$  \hspace{1cm} (6.4)$$

Hence, $P_{ME}^{-1}$, the inverse of the maximum-entropy extension of $P_E$, has zeros off the $2k+1$ diagonal bands specified by $E$. This fact and the correspondence between inverse-covariance zeros and conditional decorrelation [45,170] implies that $P_{ME}$ is a covariance matrix for a $k$-th order Markov process. Since any $k$-th order Markov process can be written as a $k$-th order AR (all-pole) process, there exists a state-space model for $P_{ME}$ with state dimension $k$ (as discussed in Section 2.3.2). For the case for which the known diagonals of $P_E$ are constant-valued\textsuperscript{5} so that $p_{i,j} = p_{i-j}$, the autoregression has the form

$$z(n) = a^k_0 z(n-1) + a^k_2 z(n-2) + \cdots + a^k_{k-1} z(n-k) + \mu(n)$$  \hspace{1cm} (6.5)$$

where $\mu(\cdot)$ is white and $[z(0) \ z(1) \ \cdots \ z(N-1)]^T$ has covariance matrix $P_{ME}$. The superscript $k$ of $a^k$ reminds us that the autoregression parameters are associated with a $k$-th order model.

We now turn to the problem of computing the parameters of (6.5), a stationary AR process corresponding to $P_{ME}$, using Levinson's algorithm [21,89,171]. Levinson's algorithm, in its most basic form, can be used to solve a Toeplitz linear system that arises in LLS estimation\textsuperscript{6} order-recursively by first considering a small linear system and then sequentially increasing the system’s size. This procedure can be harnessed

\textsuperscript{5}This corresponds to the assumption that the known elements of $P_E$ correspond to a stationary process. We relax this assumption of stationarity later.

\textsuperscript{6}A Toeplitz linear system is a system of linear equations $Ax = b$ in which $A$ has constant-valued diagonals (i.e., is a Toeplitz matrix).
to compute the parameters of (6.5) order-recursively with complexity $O(k^2)$ as follows. The first-order LLS prediction of $z(n)$ based on $z(n-1)$ has the form

$$\hat{z}^1(n) = a_1^1 z(n-1) \quad (6.6a)$$

where

$$a_1^1 = \frac{P_1}{p_0}. \quad (6.6b)$$

The superscript of $\hat{z}^1(n)$ and $a_1^1$ reminds us that this is a first-order prediction. This notation is necessary because, for $j \neq 1$, $\hat{z}^1(n) \neq \hat{z}^j(n)$ and $a_1^1 \neq a_1^j$ where $a_1^j$ is the first AR coefficient associated with the $j$-th order LLS prediction $\hat{z}^j(n)$. For reasons that will become clear shortly, we define $\rho_1 \triangleq a_1^1$.

Continuing, the second-order LLS prediction has the form

$$\hat{z}^2(n) = a_1^2 z(n-1) + a_2^2 z(n-2). \quad (6.7)$$

To obtain a recursion, we need to relate (6.7) to (6.6a). This relation is achieved by first decorrelating $z(n-2)$ from $z(n-1)$ using Gram-Schmidt orthogonalization. Doing so results in

$$\hat{z}^2(n) = \rho_1 z(n-1) + \rho_2 \left( z(n-2) - \hat{E}[z(n-2) \mid z(n-1)] \right) \quad (6.8a)$$

where

$$\rho_2 = \frac{E[z(n)b_1]}{E[b_1^2]}. \quad (6.8b)$$

There are two important things to notice about (6.8a). First, it is a sum of $\hat{z}^1(n)$ and a term orthogonal to $\hat{z}^1(n)$ which we have denoted $\rho_2 b_1$. Second, $\hat{E}[z(n-2) \mid z(n-1)]$ is a one-step backward temporal prediction. Due to the assumption of stationarity, this one-step backward prediction has the same form as the one-step forward prediction of (6.6a). That is, we may rewrite (6.8a) as

$$\hat{z}^2(n) = \rho_1 z(n-1) + \rho_2 (z(n-2) - \rho_1 z(n-1)) \quad (6.9a)$$

and, with a bit of algebra,

$$\rho_2 = \frac{p_2^2 - p_1^2}{1 - p_1^2} \quad (6.9b)$$

Notice that $\rho_2$ can be obtained recursively from $\rho_1$ and values of $P_E$.

Analogous reasoning leads to the third-order LLS prediction:

$$\hat{z}^3(n) = \rho_1 z(n-1) + \rho_2 (z(n-2) - \rho_1 z(n-1))$$

$$+ \rho_3 \left( z(n-3) - \rho_1 z(n-2) - \rho_2 (z(n-2) - \rho_1 z(n-1)) \right) \quad (6.10)$$
where $b_2$ is orthogonal to the first two right-hand side terms and the only quantity that needs to be computed is $\rho_3$. Just as with $\rho_2$, $\rho_3$ can be computed recursively and is based on the previously computed $\rho_1$ and $\rho_2$ and some elements of $P_E$. Continuing this order-recursive process, we ultimately arrive at the $k$-th order LLS prediction $\tilde{z}^k(n)$. Finally, the $k$-th order AR model is given by

$$z(n) = \tilde{z}^k(n) + \mu(n) \quad (6.11)$$

where the variance of the white-noise process $\mu(n)$ is

$$\text{var}(\mu(n)) = p_0 \prod_{i=1}^{k} (1 - \rho_i^2). \quad (6.12)$$

The parameters $\rho_i$ are called reflection coefficients and are also known as PARCOR coefficients or Schur coefficients and have the following interpretation. The $i$-th reflection coefficient, $\rho_i$, is the correlation coefficient of $z(n)$ and $z(n+i)$ conditioned on the $i - 1$ intervening values $\{z(j)\}_{j \in [n+1:n+i-1]}$. That is,

$$\rho_i = \frac{\text{Cov}(\tilde{z}(n)\tilde{z}(n+i))}{\text{Var}(\tilde{z}(n))^{1/2}\text{Var}(\tilde{z}(n+i))^{1/2}} \quad (6.13)$$

where

$$\tilde{z}(n) \triangleq z(n) - \tilde{E}[z(n) \mid \{z(j)\}_{j \in [n+1:n+i-1]}], \quad (6.14a)$$

$$\tilde{z}(n+i) \triangleq z(n+i) - \tilde{E}[z(n+i) \mid \{z(j)\}_{j \in [n+1:n+i-1]}]. \quad (6.14b)$$

Due to our assumption of stationarity, the reflection coefficients do not depend on $n$.

Levinson's algorithm can be used to compute recursively the reflection coefficients which, as shown, can be used to form LLS predictors order-recursively. An important fact about Levinson's algorithm is that it establishes a one-to-one correspondence between the covariance elements $\{p_i\}$ and the reflection coefficients $\{\rho_i\}$. Any valid set of covariance elements corresponds to a set of reflection coefficients, each of which is bounded above in magnitude by unity. Therefore, any set of $\{\rho_j\}_{j > k}$ with $|\rho_j| < 1$ yields a valid AR model corresponding to a particular completion of $P_E$. The maximum-entropy completion corresponds to setting $\rho_j = 0$ for $j > k$. Levinson's algorithm can be generalized in a variety of ways for application to extension problems other than the banded one we have considered. For nonstationary banded problems [117, 118], the reflection coefficients depend on $n$ and, so, are doubly indexed. The extra computations required lead to a complexity of $O(k^2 N)$ for computing the $k$ parameters required at each temporal index of a length $N$ process. By allowing the autoregressive order $k$ to vary with $n$ as well, Levinson's algorithm can be applied to block-banded extension problems [58, 59]. Other generalizations are suggested by the extension problems considered in [11, 33, 88, 102, 120]. Precise characterizations of these problems and the corresponding generalized-Levinson algorithm are most easily described in graph-theoretic terms, and we shall return to these topics in Section 6.3 and Section 6.4 after a review of the relevant graph theory.
6.2 Some Graph Theory

In this section we introduce the aspects of graph theory required for the remainder of this chapter. For more on graph theory see [18,19,33,85,115,146,186]. A graph $G$ is an ordered pair of sets $G = (V, E)$ where $E \subseteq V \times V$. $V$ is the set of vertices of $G$ and $E$ is the set of edges of $G$. We will use the notation $\text{vert}(G) \triangleq V$ and $\text{edge}(G) \triangleq E$. There is no loss of generality in assuming that $V = \{0, 1, \ldots, |V| - 1\}$. An edge of a graph will be denoted by the pair $(a, b)$ where $a$ and $b$ are vertices. All graphs considered in this chapter are undirected meaning that if $(a, b)$ is an edge so is $(b, a)$ so that $E$ is a symmetric subset of $V \times V$. This is equivalent to assuming that $(a, b)$ is an unordered pair, i.e., $(a, b) = (b, a)$. A graph is complete if $E = V \times V$.

Associated with any graph $G = (V, E)$ is a unique $|V| \times |V|$ matrix called the adjacency matrix. The element in the $i$-th row and $j$-th column of the adjacency matrix for $G$ is one if $(i, j) \in E$ and zero otherwise. There is a notion of equivalence among graphs which can be expressed in terms of adjacency matrices.

**Definition 6.2.1 (Isomorphism).** Let $G^i$ be a graph associated with adjacency matrix $A^i$ for $i = 1, 2$. Then $G^1$ and $G^2$ are said to be isomorphic (to one another) if $A^1 = RA^2R^T$ for some permutation matrix $R$.

For a graph $G = (V, E)$, a path of length $n$ from $v_0$ to $v_n$ is a sequence of distinct vertices $[v_0, v_1, \ldots, v_n]$ such that $(v_{i-1}, v_i) \in E$. For example, referring to the graph of Figure 6.2(c), $[t, u, v]$ is a path from vertex 1 to vertex 3. A graph is said to be connected if for every pair of vertices in the graph there is a path between them. All graphs of Figure 6.2 are connected.

A cycle of length $n + 1$ is a sequence of vertices $[v_0, v_1, \ldots, v_n, v_0]$ where the subsequence $[v_0, v_1, \ldots, v_n]$ is a path (of length $n$) and $(v_n, v_0) \in E$. For the graph of Figure 6.2(c), $[t, u, v, w, t]$ is a cycle. Throughout this chapter, unless indicated otherwise, we assume that a graph contains all cycles of length one (self-loops). That is, $(v, v) \in E$ for all $v \in V$. A cycle $[v_0, v_1, \ldots, v_n, v_0]$ is said to have a chord if $(v_i, v_j) \in E$ for $1 < |i - j| < n$. The cycle $[t, u, v, w, t]$ of the graph in Figure 6.2(c) has no chord.
Adding either the edge \((t, v)\) or \((u, w)\) to the graph of Figure 6.2(c) would provide the cycle \([t, u, v, w, t]\) with a chord. There are two classes of graphs that are characterized by properties of their cycles and which are of particular relevance to this chapter: trees and chordal graphs.

**Definition 6.2.2 (Tree).** A graph \(G = (V, E)\) is called a tree if it is connected and has no cycles.

It is well-known [146, 186] that \(G = (V, E)\) is a tree if and only if \(|V| = |E| + 1\).

**Definition 6.2.3 (Chordal Graph).** A graph is called chordal (also called triangulated) if all cycles of length greater than three have a chord.

Examples of chordal and non-chordal graphs are illustrated in Figure 6.2.

As will be explained in detail in Section 6.3, the set of edges, \(E\), of a graph \(G = (V, E)\) specifies the known elements of a partial covariance matrix. Covariance extension corresponds to adding edges. In this chapter we are interested in constructing extensions one element at a time, which corresponds to a sequence of graphs where each subsequent graph has a new edge. We shall see that sequences of chordal graphs have properties crucial to the extension problem.

**Definition 6.2.4 ((Complete) Chordal Sequence).** Let \(G^i = (V, E^i)\) be a chordal graph for \(i \in \{0, 1, \ldots, n\}\). Then \([G^0, G^1, \ldots, G^n]\) is a chordal sequence if \(E^i = E^{i-1} \cup e^i\) with \(e^i \notin E^{i-1}\). If, in addition, \(G^n\) is complete then \([G^0, G^1, \ldots, G^n]\) is a complete chordal sequence.

The following important proposition pertains to chordal sequences.

**Proposition 6.2.1 ([33]).** If \(G = (V, E)\) and \(G' = (V, E')\) are chordal graphs with \(E \subseteq E'\) then there exists a chordal sequence \([G, \ldots, G']\) between them.

Figure 6.3 illustrates a chordal sequence. The edge labels indicate the sequence in which edges are added (i.e., edge labeled "1" is added first, edge labeled "2" is added second, etc.). We note that a chordal sequence \([G, \ldots, G']\) that begins with \(G = (V, E)\) and
ends with $G' = (V, E')$ is not unique. Proposition 6.2.1 does not address the problem of efficiently finding a chordal sequence between $G$ and $G'$. However, for the special case in which $G'$ is the complete graph, there exists an algorithm with complexity $O(|V| + |E|)$ for finding one [88, 158]. This algorithm is also easily extended to the special case for which $G$ contains no edges other than self-loops. For more general circumstances, one may always find a chordal sequence $[G^0, G^1, \ldots, G^n]$ between chordal graphs $G^0$ and $G^n$ by forming graph $G^i = (V, E^i)$ by searching over $E^{n-i} - E^{i-1}$ for an edge that preserves chordality. For each candidate edge in $E^{n-i} - E^{i-1}$, the complexity of checking chordality is no larger than $O(|V| + |E^i|)$ [177].

If $U \subseteq V$ then by $G_U = (U, E_U)$ we denote the subgraph of $G$ induced by $U$ where

$$ E_U = \{(u, v) \in E \mid u, v \in U\} = E \cap (U \times U). $$

(6.15)

A special type of subgraph is given in the following definition.

**Definition 6.2.5 (Clique).** $U$ is called a clique if $G_U$ is a complete subgraph.

Notice that, by definition, a clique is not a complete subgraph, rather it is a set of vertices that induces a complete subgraph. A clique is maximal if it is not a proper subset of another clique. Referring to the graph of Figure 6.3, the set $\{a, b\}$ is a clique but is not maximal. However, the set $\{a, b, c\}$ is a maximal clique. As we develop in the sequel, covariance extension will be associated with the maximal cliques of chordal graphs. One important result upon which we will rely is the following.

**Lemma 6.2.1 ([88]).** Let $G^1 = (V, E^1)$ and $G^2 = (V, E^2)$ be chordal graphs. Suppose $E^2 = E^1 \cup e$ where $e = (a, b) \notin E^1$. Then the unique maximal clique of $G^2$ containing $a$ and $b$ is of the form $Q = \{a, b\} \cup (A \cap B)$ where $A, B$ are maximal cliques of $G^1$, such that $a \in A$ and $b \in B$.

In the preceding lemma, we have created a new chordal graph $G^2$ with a new maximal clique $Q$ out of a chordal graph $G^1$ by adding a new edge $e = (a, b)$. We will call the end-points $a$ and $b$ of $e$ the active elements of the maximal clique $Q$. This is illustrated with a specific example in Figure 6.3. Let $G^1 = (V, E^1)$ be the chordal graph for which $V = \{a, b, c, d, e\}$ and where $E^1$ includes edges 1–6 as depicted in Figure 6.3. Let $G^2 = (V, E^2)$ where $E^2$ contains edges 1–7. When the seventh edge $(a, b)$ is added to form graph $G^2$, the maximal clique containing the active elements $a$ and $b$ is $Q = \{a, b, c\}$. Notice that $Q$ can be written as $Q = \{a, b\} \cup (A \cap B)$ where $A = \{a, c, d\}$ and $B = \{b, c, e\}$, both maximal cliques of the $G^1$.

Consider the set $\mathcal{K}$ of maximal cliques of some graph $G$ and let $T$ be a tree whose vertex set is $\mathcal{K}$. Such a tree is called a clique tree or junction tree if it has the following intersection property.

**Definition 6.2.6 (Intersection Property).** A tree $T = (\mathcal{K}, \mathcal{E})$ with $\mathcal{K} = \{F_i\}$, a family of sets, has the intersection property if $F_i \cap F_j \subseteq F_k$ whenever $F_k$ lies on the (unique) path from $F_i$ to $F_j$. 


Definition 6.2.7 (Junction Tree). Let \( G = (V, E) \) be a graph and let \( \mathcal{K} \) be the set of maximal cliques of \( G \). A tree \( T = (\mathcal{K}, \mathcal{E}) \) whose vertices are the maximal cliques of \( G \) is called a junction tree if it has the intersection property.

A junction tree for the graph of Figure 6.3 is illustrated in Figure 6.4. Notice that the vertex labeled \( F_2 = \{a, b, c\} \) is on the path between \( F_1 = \{a, c, d\} \) and \( F_3 = \{b, c, e\} \) and contains their intersection. It is shown in [33] that an equivalent definition of a junction tree is given as follows.

Definition 6.2.8 (Junction Tree II). A junction tree for a graph \( G = (V, E) \) is a tree \( T = (\mathcal{K}, \mathcal{E}) \) whose vertex set \( \mathcal{K} \) is the set of maximal cliques of \( G \) and where for any \( v \in V \), each induced subgraph \( T_{\mathcal{K}_v} \) is connected (and, hence, a subtree), where \( \mathcal{K}_v \) consists of those maximal cliques of \( G \) that contain \( v \).

The following provides a connection between chordal graphs and junction trees.

Proposition 6.2.2 ([85]). \( G \) is chordal if and only if there exists a junction tree for \( G \).

For any graph \( J = (\mathcal{L}, \mathcal{E}) \) such that \( \mathcal{L} \) is a family of sets \( \mathcal{L} = \{F_i\}_{i=1}^{\ell} \), we will denote by \( \mathrm{ucl}(J) \) the set

\[
\mathrm{ucl}(J) = \bigcup_{i=1}^{\ell} F_i.
\]

(6.16)

Notice that when \( J \) is a junction tree for some graph \( G = (V, E) \) then \( \mathrm{ucl}(J) \) is equal to \( V \). The notation \( \mathrm{ucl}(\cdot) \) is intended to remind us of this fact and stands for "union of cliques."

6.3 Covariance Extension and Chordal Graphs

In Section 6.1 we considered the partial covariance matrix \( P_E \) where \( E = \{(m, n) \mid |m - n| \leq k\} \). In this section we consider more general support sets. Any support set \( E^0 \subset V \times V \) can be associated with an undirected graph \( G^0 = (V, E^0) \) that contains all self-loops (which are not included in our figures). In this way, covariance extensions can be conveniently described graphically as follows. Extending \( P_{E^0} \) by defining one new covariance element with indices \( (a, b) \notin E^0 \) corresponds to adding the new edge \( e^1 \triangleq (a, b) \) to \( G^0 \). If we define \( G^1 = (V, E^1) \) where \( E^1 = E^0 \cup e^1 \) then, in making
this one-element extension, we have obtained a new partial covariance matrix $P_{E^1}$. More generally, an extension from $P_{E^0}$ to $P_{E^n}$ corresponds to adding $n$ new covariance elements with indices $e^i = (a^i, b^i) \notin E^0$. These new indices represent edges $\{e^i\}_{i=1}^n$ of graph $G^n = (V, E^n)$ where $E^n = E^0 \cup \bigcup_{i=1}^n e^i$. Conditions for the existence of an extension $P_{E^n}$ of $P_{E^0}$ are found in the literature and reviewed in this section.

We begin with the case for which $E^n = V \times V$ which corresponds to the problem of finding a completely specified covariance matrix $P$ such that $P(i, j) = P_{E^0}(i, j)$ for all $(i, j) \in E^0$.

**Proposition 6.3.1 ([33, 88]).** Completions exist for all values $\{P_{E^0}(i, j)\}_{(i, j) \in E^0}$ of the partial covariance matrix $P_{E^0}$ if and only if $G^0 = (V, E^0)$ is a chordal graph.

It is worth emphasizing that when $G^0$ is not chordal, there may exist completions for partial covariance matrices $P_{E^0}$ for specific choices of the entries $\{P_{E^0}(i, j)\}_{(i, j) \in E^0}$. However, if the entries are unconstrained (other than what is required to satisfy $P_{E^0} > 0$), then Proposition 6.3.1 tells us that completions exist for all choices of the entries exactly when $G^0$ is chordal. Since, as shown in Section 6.1, completions exist for banded partial covariance matrices (cf., (6.4) and Figure 6.1), Proposition 6.3.1 shows that the graph $G = (V, E)$ where $E$ is as given in (6.4) is chordal.

Consider now the case for which for which $E^0 \subset E^n \subset V \times V$. Extensions, $P_{E^n}$, of $P_{E^0}$ exist when $G^0$ is chordal because we may simply restrict any completion (whose existence is guaranteed by Proposition 6.3.1) to $E^n$. This is not very satisfying, however, because it implies that one must first compute a completion (which requires inferring all of the unspecified covariance entries) even if one is interested in an extension to just a few elements. However, as we show shortly, under certain conditions there is a way to compute just the covariance entries of interest without computing all of them. Moreover, there is a way to compute the entries sequentially rather than in batch. In developing this sequential extension technique, we will rely on the following proposition.

**Proposition 6.3.2 ([11]).** Let $G^0 = (V, E^0)$, $G^1 = (V, E^1)$ be chordal graphs and $e = (a, b) \notin E^0$ be an edge such that $E^1 = E^0 \cup e$. Let $Q$ be the unique maximal clique of $G^1$ containing $a, b$. Let $G'_Q = (Q, E'_Q)$ be the sub-graph of $G^i$ induced by $Q$ for $i = 0, 1$ (see (6.15)). If $P$ is the unique maximum-entropy completion of $P_{E^0}$ and $P_{E^1}$ is the unique maximum-entropy completion of $P_{E^0}$, then $P_{E^1}(a, b) = P(a, b)$.

Proposition 6.3.2 tells us that to find the maximum-entropy value of a specific unknown covariance element indexed by $e = (a, b)$, one need not find a full completion. Rather, it is sufficient to consider the completion of the maximal principal minor defined by the maximal clique $Q$ of Proposition 6.3.2. We emphasize that each maximal clique of $G = (V, E)$ defines a maximal principal minor of $P_E$. The existence and uniqueness of a maximal clique $Q$ as defined in Proposition 6.3.2 is guaranteed by Lemma 6.2.1. Since, in Proposition 6.3.2, $G^0$ is chordal, so is $G'_Q$, hence, completions of $P_{E^0}$ and $P_{E^1}$ exist by Proposition 6.3.1. The existence and uniqueness of maximum-entropy completions $P$ and $P_{E'_Q}$ is guaranteed by the following proposition.
Proposition 6.3.3 ([88]). If any completions of $P_{E^0}$ exist then there exists a unique completion with maximal entropy.

Proposition 6.3.2 suggests that we can build up a completion one element at a time by considering a complete chordal sequence $[G^0, G^1, \ldots, G^n]$. Associated with this sequence is a sequence of edges $\{e^i\}_{i=1}^n$ where $e^i = (a^i, b^i)$ is added to $G^{i-1}$ to form $G^i$. This sequence of edges, in turn, defines a sequence of new maximal cliques $\{Q^i\}$ where $a^i, b^i$ are the active elements of $Q^i$. By Proposition 6.3.2, we may find the $(a^i, b^i)$ element of the maximum-entropy completion of $P_{E^{i-1}}$ by restricting the problem to the vertices in $Q^i$ and solving this smaller completion problem. The same idea is also discussed in [33, 88].

Building up the maximum-entropy completion with this sequence of one-element extensions turns a seemingly highly nonlinear problem into a sequence of quadratic maximizations each of which requires the solution of a linear equation. That is, at each step we maximize the determinant of a matrix with just one unknown element indexed by $e^i = (a^i, b^i)$. Of course, we are free to terminate this process at any step and need not find every unknown element. An important property of this sequence of one-element extensions based on a chordal sequence is that each new covariance element depends only on ones that have been previously computed (or have been provided in $P_{E^0}$). Therefore, we may obtain extensions without computing the full completion as the following corollary states.

Corollary 6.3.1. Let $G^0 = (V, E^0)$ and $G^n = (V, E^n)$ be chordal graphs with $E^0 \subseteq E^n$. Let $P$ be the maximum-entropy extension of $P_{E^0}$ then the elements of $\{P(i,j)\}_{(i,j) \in E^n}$ are not a function of $\{P(i,j)\}_{(i,j) \notin E^n}$.

Proof. By Proposition 6.2.1 a complete chordal sequence exists that begins with the chordal sequence $[G^0, \ldots, G^n]$. Now iteratively apply Proposition 6.3.2 and terminate the iteration at step n.

While Corollary 6.3.1 pertains to maximum-entropy extensions, it can be generalized to all possible extensions. That is, if $G^n$ and $G^0$ are as in Corollary 6.3.1 then any extension of $P_{E^n}$ of $P_{E^0}$ can be obtained via a sequence of one-element extensions associated with a chordal sequence where, at each step, the new covariance value is constrained only by the previously computed (or given) ones. A constructive proof of this fact is provided in the following section in which we present a generalization of the Levinson algorithm discussed in Section 6.1.

### 6.4 A Generalized-Levinson Algorithm

In this section we provide a generalized-Levinson algorithm and illustrate how it can be applied to the problem of covariance completion and extension. The generalized-Levinson algorithm is applicable to a substantially broader class of completion problems.
than the classical Levinson algorithm. Indeed, it may be used to compute a completion of a given partial covariance matrix $P_{E^0}$ corresponding to any chordal graph $G = (V, E^0)$. The completion is performed one element at a time, ensuring at each step that the obtained extension is positive-definite. This corresponds to a sequence of graphs $[G^0, G^1, \ldots]$ where $G^i = (V, E^i)$ has one more edge than $G^{i-1}$. It has been shown previously [33] that any completion may be obtained by such a sequence of one-element extensions if the corresponding sequence of graphs is a complete chordal sequence. Of course, terminating the complete chordal sequence prior to arriving at the complete graph results in an extension rather than a completion. Therefore, extensions $P_{E^n}$ may be obtained for any chordal graph $G^n = (V, E^n)$ such that $E^0 \subset E^n$. The contribution of this section is to provide a recursive procedure for covariance completion.

We will show that the condition of positive-definiteness, i.e., $P_{E^i} > 0$, holds for all $i$ if and only if each new covariance element added at each step $i$ is in a certain range of values. At each step $i$, this range is parameterized by a (generalized) reflection coefficient which is completely determined by previously computed (or given) covariance elements $P_{E^{i-1}}$. That is, there is a one-to-one correspondence between the covariance elements and the reflection coefficients. The magnitude of each reflection coefficient is bounded above by unity and setting the reflection coefficients to zero leads to the maximum-entropy extension [33].

Since our approach to covariance completion is via a sequence of one-element extensions we need only describe an arbitrary step. To this end, suppose that $P_E$ is a partial covariance matrix and $G = (V, E)$ is chordal. Consider computing the (currently undefined) covariance element indexed by $e = (a, b)$ where $a, b \in V$ and where the graph $G' = (V, F = E \cup e)$ is also chordal. That is, consider the one-element extension of $P_E$ to $P_F$. Let $Q = \{a, b\} \cup \{A \cap B\}$ be the unique maximal clique of $G'$ for which $a, b$ are active where $a \in A, b \in B$ and $A$ and $B$ are maximal cliques of $G$ (cf., Lemma 6.2.1). To simplify the notation of our subsequent development, we make the following definitions

\begin{align}
U & \triangleq A \cap B, \\
U_a & \triangleq \{a\} \cup U = \{a\} \cup (A \cap B), \\
U_b & \triangleq \{b\} \cup U = \{b\} \cup (A \cap B).
\end{align}

So, using these definitions, $Q = \{a, b\} \cup U = U_a \cup U_b$ and $U = U_a \cap U_b$.

In the following example we introduce a simple covariance extension problem to which we will return in our subsequent discussion. The example also illustrates the relationships among the sets $Q, U, U_a,$ and $U_b$.

**Example: 4 × 4 Banded Partial Covariance Matrix**

Consider the $4 \times 4$ partial covariance matrix whose rows and columns are indexed by $\{a, u, b, v\}$ as illustrated in Figure 6.5. The filled circles indicate elements that are known and the question marks indicate unknown elements. In the sequel we will use this simple case to illustrate the application of our generalized-Levinson algorithm to

---

*Note: The content above is a segment from a larger text, and the full context is necessary to provide a complete understanding.*
covariance completion. The sequence of chordal graphs which will be used to accomplish the covariance completion is illustrated in Figure 6.6. The dashed lines indicate the original graph, $G^0$, and the solid lines indicate the sequence of additional edges. The edge labeled “1” is added first to form graph $G^1$, the edge labeled “2” is added second to form graph $G^2$, and the edge labeled “3” is added last to form graph $G^3$.

Consider computing the element indexed by $(a, b)$. Computing this element corresponds to adding the edge labeled “1” in Figure 6.6 to form graph $G^1$. The new maximal clique of $G^1$ formed for which $a$ and $b$ are active elements is $Q = \{c, u, b\}$. Notice that $Q$ can also be written as $Q = \{a, b\} \cup (\{a, u\} \cap \{u, b\})$ where the sets $\{a, u\}$ and $\{u, b\}$ are maximal cliques of the original graph, $G^0$. Hence, for this one-element extension step, $\{a, u\}$ plays the role of $A$ which, in this case, is equal to $U_a$, while $\{u, b\}$ plays the role of $B$ which, in this case, is equal to $U_b$, and $\{u\}$ plays the role of $U = U_a \cap U_b$.

### 6.4.1 Generalized Reflection Coefficients

Our first objective is to characterize the range of possible values of the new covariance element, which we will denote by $p_{a,b}$, so that $P_F$ is positive-definite. Because maximal principal minors correspond to maximal cliques, $P_F > 0$ if (and only if) the maximal principal minor given by

$$P_{Q^2} = \{P_F(i, j) \mid (i, j) \in Q \times Q = Q^2\}$$

(6.18)

$^8$Recall that by $P_F > 0$ we mean that all maximal principal minors are positive-definite.
is positive-definite. Indeed, it is assumed that $P_E > 0$, and since $Q$ is the unique maximal clique containing the new edge $e$, it is sufficient and necessary that $P_{Q^2} > 0$. Since $Q$ contains the sets $U$, $U_a$ and $U_b$, the maximal principal minor $P_{Q^2}$ contains the principal minors $P_{U^2}$, $P_{U_a^2}$ and $P_{U_b^2}$ where these are defined analogously to $P_{Q^2}$. That is,

$$P_{U^2} = \{ P_F(i,j) \mid (i,j) \in U \times U = U^2 \},$$  

(6.19a)

$$P_{U_a^2} = \{ P_F(i,j) \mid (i,j) \in U_a \times U_a = U_a^2 \},$$  

(6.19b)

$$P_{U_b^2} = \{ P_F(i,j) \mid (i,j) \in U_b \times U_b = U_b^2 \}.$$  

(6.19c)

These principal minors, as well as some of the other notation to be used in this section, are illustrated in Figure 6.7. The matrix $P_{U_a^2}$ contains all but last row and column of $P_{Q^2}$ and is indicated in upper left of Figure 6.7; $P_{U_b^2}$ contains all but first row and column of $P_{Q^2}$ and is indicated in lower left of Figure 6.7; and $P_{U^2}$ contains all but the first and last row and column of $P_{Q^2}$, is the intersection of $P_{U_a^2}$ and $P_{U_b^2}$, and is indicated in the center of Figure 6.7. The only unknown covariance element $p_{a,b}$ occupies the upper right and lower left corners of $P_{Q^2}$.

After introducing some basic concepts and notation which we will use in both this section and the next, we will provide several propositions which characterize the range of values of $p_{a,b}$ and the maximum-entropy value. To this end, let $z$ be a zero-mean random vector indexed by $Q$ with covariance matrix $P_{Q^2}$. We will denote by $z_D$ the sub-vector of $z$ indexed by $D \subset Q$. When $D = \{d\}$ is a singleton set, we will often write $z_d$ rather than $z_{\{d\}}$. Consider the LLS estimate of the scalar random variable $z_b$ based on the random vector $z_U$ which has the form

$$\hat{z}_b = L_U^b z_U.$$  

(6.20)
The row-vector $L_{U}^{b}$ satisfies the so-called normal equations which are derived as follows. Because $\tilde{z}_{b} - z_{b}$ is orthogonal to $z_{U}$ we have

$$
\begin{bmatrix}
0 & \cdots & 0
\end{bmatrix} = E[(z_{b} - \tilde{z}_{b})z_{U}^{T}] \\
= E[(z_{b} - L_{U}^{b}z_{U})z_{U}^{T}] \\
= [ -L_{U}^{b} & 1 ] E \begin{bmatrix}
z_{U}^{T} \\
z_{b}
\end{bmatrix} z_{b} \\
= [ -L_{U}^{b} & 1 ] E \begin{bmatrix}
z_{U}^{T} \\
z_{b}
\end{bmatrix} z_{b}.
\end{equation}

(6.21a)

(6.21b)

(6.21c)

By defining $\varepsilon_{U}^{b}$ to be the LLS estimation error variance we have

$$
\begin{align*}
\varepsilon_{U}^{b} &= E[(z_{b} - \tilde{z}_{b})^{2}] \\
&= E[(z_{b} - \tilde{z}_{b})z_{b}] \\
&= E[(z_{b} - L_{U}^{b}z_{U})z_{b}] \\
&= [ -L_{U}^{b} & 1 ] E \begin{bmatrix}
z_{U}^{T} \\
z_{b}
\end{bmatrix} z_{b}.
\end{align*}
$$

(6.22a)

(6.22b)

(6.22c)

(6.22d)

Combining (6.21) and (6.22) we obtain the normal equations:

$$
\begin{align*}
\begin{bmatrix}
0 & \cdots & 0 & \varepsilon_{U}^{b}
\end{bmatrix} &= [ -L_{U}^{b} & 1 ] E \begin{bmatrix}
z_{U}^{T} \\
z_{b}
\end{bmatrix} \\
&= [ -L_{U}^{b} & 1 ] B_{U}^{b} P_{U}^{b}
\end{align*}
$$

(6.23a)

(6.23b)

where $B_{U}^{b}$ is as defined in (6.23). By augmenting $B_{U}^{b}$ with a zero and expanding $P_{U}^{b}$ by one row and column we have

$$
\begin{bmatrix}
0 & B_{U}^{b}
\end{bmatrix} P_{Q}^{2} = \begin{bmatrix}
\delta_{U}^{a,b} & 0 & \cdots & 0 & \varepsilon_{U}^{b}
\end{bmatrix}
$$

(6.24a)

where

$$
\delta_{U}^{a,b} \triangleq B_{U}^{b} \zeta_{U}^{a,b}
$$

(6.24b)

and

$$
\zeta_{U}^{a,b} \triangleq E \begin{bmatrix}
z_{U}^{T} \\
z_{b}
\end{bmatrix} z_{a} = \begin{bmatrix}
E[z_{U} z_{a}]
\end{bmatrix}.
$$

(6.24c)

Notice that only the last element of $\zeta_{U}^{a,b}$ depends on $p_{a,b}$ and the remaining elements belong to the previously defined principal minor $P_{U}^{2}$ (see Figure 6.7). We can, therefore, relate $\delta_{U}^{a,b}$ to $p_{a,b}$ as follows. Using (6.24c) and the definition of $B_{U}^{b}$ given in (6.23),

$$
\delta_{U}^{a,b} = -L_{U}^{b} E[z_{U} z_{a}] + p_{a,b}.
$$

(6.25)
In the sequel we will provide a bound on $\delta_{U}^{a,b}$ which, in turn, will bound the range of values for $p_{a,b}$.

Next, we consider the LLS estimate of the scalar random variable $z_a$ based on the random vector $z_U$ which has the form

$$z_a = L_U^{a}z_U.$$  

(6.26)

Using reasoning similar to that of the previous paragraph, the row-vector $L_U^{a}$ must satisfy the following normal equations:

$$\underbrace{\begin{bmatrix} 1 & -L_U^{a} \end{bmatrix}}_{A^{a}_U} P_{U}^{a} = \begin{bmatrix} \varepsilon_{U}^{a} & 0 & \cdots & 0 \end{bmatrix}$$  

(6.27)

where $\varepsilon_{U}^{a}$ is the estimation error variance, and $A^{a}_U$ is as defined in (6.27). By augmenting $A^{a}_U$ with a zero element and expanding $P_{U}^{a}$ by one row and column, we have

$$\begin{bmatrix} A^{a}_U & 0 \end{bmatrix} P_{Q}^{a} = \begin{bmatrix} \varepsilon_{U}^{a} & 0 & \cdots & \delta_{U}^{b,a} \end{bmatrix}.$$  

(6.28a)

where

$$\delta_{U}^{b,a} \triangleq A^{a}_U \zeta_{U}^{b,a}$$  

(6.28b)

and

$$\zeta_{U}^{b,a} = E \left\{ \begin{bmatrix} z_a \\ z_U \end{bmatrix} z_b \right\} = \begin{bmatrix} p_{a,b} \\ E[z_U z_b] \end{bmatrix}.$$  

(6.28c)

The quantity $\delta_{U}^{b,a}$ is related to $p_{a,b}$ by

$$\delta_{U}^{b,a} = -L_{U}^{a} E[z_U z_b] + p_{a,b}$$  

(6.29)

where we have used (6.28c) and the definition of $A^{a}_U$ given in (6.27). The following proposition shows the equivalence of (6.25) and (6.29).

**Lemma 6.4.1.** $\delta_{U}^{a,b}$ and $\delta_{U}^{b,a}$, of (6.25) and (6.29), respectively, are equal.

**Proof.** Using (6.28a) and the fact that $[0 \hspace{1cm} B^{b}_U] = [0 \hspace{1cm} -L_{U}^{b} \hspace{1cm} 1]$ we have

$$\begin{bmatrix} A^{a}_U & 0 \end{bmatrix} P_{Q}^{a} [0 \hspace{1cm} B^{b}_U]^T = \delta_{U}^{b,a}.$$  

(6.30)

On the other hand, using (6.24a) and the fact that $[A^{a}_U \hspace{1cm} 0] = [1 \hspace{1cm} -L_{U}^{a} \hspace{1cm} 0]$, we have

$$[0 \hspace{1cm} B^{b}_U] P_{Q}^{a} [A^{a}_U \hspace{1cm} 0]^T = \delta_{U}^{a,b}.$$  

(6.31)

From (6.30) and (6.31) it follows that $\delta_{U}^{a,b} = \delta_{U}^{b,a}$. 

\[\square\]
The following corollary follows immediately.

**Corollary 6.4.1.** The quantities $L_U^a \mathbb{E}[z_U z_a]$ and $L_U^b \mathbb{E}[z_U z_b]$ which appear in (6.25) and (6.29), respectively, are equal.

To characterize the range of possible values of $p_{a,b}$ it will be convenient to define the (generalized) reflection coefficient, $\rho_{U}^{a,b}$, as

$$
\rho_{U}^{a,b} \triangleq \frac{\delta_{U}^{a,b}}{\sqrt{\varepsilon_{U}^{a} \varepsilon_{U}^{b}}}.
$$

(6.32)

We can rewrite (6.25) and (6.29) in terms of $\rho_{U}^{a,b}$ and, with a bit of rearrangement, obtain

$$
p_{a,b} = L_U^a \mathbb{E}[z_U z_a] + \rho_{U}^{a,b} \sqrt{\varepsilon_{U}^{a} \varepsilon_{U}^{b}}
$$

(6.33a)

$$
= L_U^b \mathbb{E}[z_U z_b] + \rho_{U}^{a,b} \sqrt{\varepsilon_{U}^{b} \varepsilon_{U}^{b}}.
$$

(6.33b)

All quantities on the right-hand side of (6.33a) and in (6.33b) other than $\rho_{U}^{a,b}$ can be deduced from the values of $P_{Q^2}$ that are known. That is, they can be determined without knowledge of $p_{a,b}$. Therefore, through (6.33), $\rho_{U}^{a,b}$ parameterizes all possible values of $p_{a,b}$. Next, we provide a bound on the magnitude of $\rho_{U}^{a,b}$ that, in turn, characterizes all possible values of $p_{a,b}$ that are consistent with the known values of $P_{Q^2}$. The following proposition, together with (6.33), establishes a one-to-one correspondence between $\rho_{U}^{a,b}$ and any valid $p_{a,b}$.

**Proposition 6.4.1.** Using the notation defined previously, $P_{Q^2} > 0$ if and only if $|\rho_{U}^{a,b}| < 1$. The choice of $\rho_{U}^{a,b} = 0$ maximizes the determinant of $P_{Q^2}$.

**Proof.** To show that $|\rho_{U}^{a,b}|$ cannot exceed unity when $P_{Q^2} > 0$, it suffices to show that $\rho_{U}^{a,b}$ is a correlation coefficient. Therefore, by (6.32), we need to show that $\delta_{U}^{a,b} = \mathbb{E}[(z_a - \tilde{z}_a)(z_b - \tilde{z}_b)]$. This is easily done as follows:

$$
\mathbb{E}[(z_a - \tilde{z}_a)(z_b - \tilde{z}_b)] = \mathbb{E}[(z_a - \tilde{z}_a)z_b]
$$

(6.34a)

$$
= p_{a,b} - L_U^b \mathbb{E}[z_U z_b]
$$

(6.34b)

$$
= \delta_{U}^{a,b}
$$

(6.34c)

where in (6.34a) we have used the fact that $z_a - \tilde{z}_a$ is orthogonal to $z_U$ and, hence, to $\tilde{z}_b$; in (6.34b) we have taken expectations; in (6.34c) we have used (6.29) and Lemma 6.4.1.

A different proof of the fact that $|\rho_{U}^{a,b}|$ is bounded by unity and the completion of the proof of Proposition 6.4.1 is found in Appendix D.

$\blacksquare$
There are two important implications of Proposition 6.4.1. First, the range of values for \( \rho_{a,b}^{a,b} \), namely \((-1, 1)\), provides a range of possible values for \( p_{a,b} \) through (6.33). Second, the choice of \( \rho_{U_i}^{a,b} = 0 \) provides the determinant-maximizing value of \( p_{a,b} \). Since, as stated previously, determinant maximization and entropy maximization coincide,

\[
p_{a,b} = p_{a,b}^{\text{ME}} \triangleq L_U^b \mathbb{E}[z_U z_a]. \tag{6.35}
\]

is the entropy-maximizing value of \( p_{a,b} \). Using Corollary 6.4.1 we can write this equivalently as

\[
p_{a,b}^{\text{ME}} \triangleq L_U^a \mathbb{E}[z_U z_b]. \tag{6.36}
\]

Our final expression for \( p_{a,b} \) is

\[
p_{a,b} = p_{a,b}^{\text{ME}} + \rho_{U_i}^{a,b} \sqrt{\varepsilon_{U_i}^a \varepsilon_{U_i}^b}. \tag{6.37}
\]

We now continue with the example begun on page 123 and illustrate the one-element extension step.

**Example: 4 \times 4 Banded Partial Covariance Matrix, Continued**

Consider again the partial covariance matrix illustrated in Figure 6.5 and the sequence of chordal graphs used to complete it as illustrated in Figure 6.6. We first discuss determining a value for the element indexed by \((a, b)\) which we denote by \( p_{a,b} \). This corresponds to adding the edge labeled "1" in Figure 6.6 to form graph \( G^1 \). Recall that the new maximal clique of \( G^1 \) for which \( a \) and \( b \) are active elements is \( Q = \{a, u, b\} = \{a, b\} \cup \{a, u\} \cap \{b, u\} \) so that \( \{u\} \) plays the role of \( U \). Thus, all possible values of \( p_{a,b} \) are given by (6.33) in which the \( U \) is replaced by the set \( \{u\} \). That is, all possible values of \( p_{a,b} \) are given by

\[
p_{a,b} = L_{\{u\}}^b \mathbb{E}[z_{\{u\}} z_a] + \rho_{\{u\}}^{a,b} \sqrt{\varepsilon_{\{u\}}^a \varepsilon_{\{u\}}^b} \tag{6.38a}
\]

\[
= L_{\{u\}}^a \mathbb{E}[z_{\{u\}} z_b] + \rho_{\{u\}}^{a,b} \sqrt{\varepsilon_{\{u\}}^a \varepsilon_{\{u\}}^b}. \tag{6.38b}
\]

The quantities \( A_{\{u\}}^a \) (equivalently, \( L_{\{u\}}^a \)), \( B_{\{u\}}^b \) (equivalently, \( L_{\{u\}}^b \)), \( \varepsilon_{\{u\}}^a \), \( \varepsilon_{\{u\}}^b \) are functions of the given covariance data and are readily computed. By choosing a value for \( \rho_{\{u\}}^{a,b} \) we fix \( p_{a,b} \). A similar procedure is applied to determine a value for \( p_{u,v} \) and corresponds to adding the edge labeled "2" in Figure 6.6 to form graph \( G^2 \). The new maximal clique formed in this step \( \{u, b, v\} = \{u, v\} \cup \{u, b\} \cap \{b, v\} \) where \( \{u, b\} \) and \( \{b, v\} \) are maximal cliques of \( G^1 \). Therefore, to determine \( p_{u,v} \) we again use (6.33) with \( a \) replaced by \( u \), with \( b \) replaced by \( v \), and with \( U \) replaced by \( \{b\} \). To do so, the quantities \( A_{\{b\}}^u \) (equivalently, \( L_{\{b\}}^u \)), \( B_{\{b\}}^v \) (equivalently, \( L_{\{b\}}^v \)), \( \varepsilon_{\{b\}}^u \), \( \varepsilon_{\{b\}}^v \) are first computed from the original given covariance data and the reflection coefficient \( \rho_{\{b\}}^{u,v} \) is selected.
6.4.2 Generalized-Levinson Recursion

The procedure described in the previous section is one step in a sequence of one-element extensions corresponding to a sequence of chordal graphs. In performing the one-element extension corresponding to \((a,b)\), the quantities \(A^b_U\), \(B^b_U\), \(\varepsilon^a_U\), and \(\varepsilon^b_U\) are computed and \(\rho_U^{a,b}\) is selected. Having determined these quantities, they may then be used to solve higher-order systems of (normal) equations\(^9\) which may arise in subsequent one-element extension steps. This leads to the generalized-Levinson recursion which we describe in this section. We emphasize that the quantities \(A^a_U\), \(B^b_U\), \(\varepsilon^a_U\), \(\varepsilon^b_U\), and \(\rho_U^{a,b}\) have been computed previously. In particular, the first four quantities have been constructed based on elements of the original partial covariance matrix, \(P_{Eb}\), and elements computed in previous steps in the recursion. The quantity \(\rho_U^{a,b}\) is selected at will. The quantities \(A^b_U\), \(B^b_U\), \(\varepsilon^a_U\), \(\varepsilon^b_U\) appear in the normal equations (6.23) and (6.27) which we repeat here for the reader’s convenience:

\[
\begin{bmatrix}
-L^b_U & 1 \\
A^b_U & \varepsilon^b_U
\end{bmatrix} P_{U^b} = 
\begin{bmatrix}
0 & \cdots & 0 \\
B^b_U & \varepsilon^b_U
\end{bmatrix}.
\tag{6.39a}
\]

Recall the augmented normal equations (6.24a) and (6.28a) which we repeat:

\[
\begin{bmatrix}
0 & B^b_U \\
A^b_U & 0
\end{bmatrix} P_{Q^2} = 
\begin{bmatrix}
\delta^{a,b}_U & 0 & \cdots & 0 \\
\varepsilon^a_U & 0 & \cdots & \delta^{b,a}_U
\end{bmatrix}.
\tag{6.40a}
\]

where, as we have shown, \(\delta^{a,b}_U = \delta^{b,a}_U\).

Equation (6.39a) and (6.40a) are concerned with the LLS estimate of \(z_b\) given \(z_U\) which arises in the one-element extension step involving element \(p_{a,b}\). We now consider the higher order normal equations associated with the LLS estimate of \(z_b\) given \(z_{Ua} = [z_a \ z^T_U]^T\). The estimator has the form \(L^b_{Ua} z_{Ua}\) where the row-vector \(L^b_{Ua}\) satisfies the normal equations

\[
\begin{bmatrix}
-L^b_{Ua} & 1 \\
B^b_{Ua}
\end{bmatrix} P_{Q^2} = 
\begin{bmatrix}
0 & \cdots & 0 \\
B^b_{Ua} & \varepsilon^b_{Ua}
\end{bmatrix}.
\tag{6.41}
\]

where \(\varepsilon^b_{Ua}\) is the estimation error variance and \(B^b_{Ua}\) is as defined in (6.41). The following proposition shows that \(\varepsilon^b_{Ua}\) and \(L^b_{Ua}\) (or, equivalently, \(B^b_{Ua}\)) are uniquely determined by the previously computed quantities \(B^b_U\), \(A^b_U\), \(\varepsilon^a_U\), \(\varepsilon^b_U\), and \(\rho_U^{a,b}\).

\(^9\)By a higher-order system of equations we mean one involving more variables.
Proposition 6.4.2. Using the notation previously defined,

\[
\begin{bmatrix} -L_{U_a}^b & 1 \\ B_{U_a}^b & 0 \end{bmatrix} = \begin{bmatrix} 0 & B_{U_a}^b \\ B_{U_a}^b & 0 \end{bmatrix} - \rho_U^{a,b} \sqrt{\frac{\varepsilon_U^b}{\varepsilon_U^a}} \begin{bmatrix} A_{U_a}^b & 0 \\ 0 & 0 \end{bmatrix} \varepsilon_U^b \] \tag{6.42a}

and

\[
\varepsilon_{U_a}^b = \varepsilon_U^b \left(1 - (\rho_U^{a,b})^2\right). \tag{6.42b}
\]

Proof. Using the augmented normal equations (6.40) we have

\[
\begin{bmatrix} 0 & B_{U_a}^b \\ \frac{\delta_U^{a,b}}{\varepsilon_U^a} & A_{U_a}^b \end{bmatrix} P_{Q^2} = \begin{bmatrix} 0 & \cdots & 0 & \frac{\varepsilon_U^b}{\varepsilon_U^a} - \frac{(\delta_U^{a,b})^2}{\varepsilon_U^a} \\ 0 & \cdots & 0 & \varepsilon_U^b \left(1 - (\rho_U^{a,b})^2\right) \end{bmatrix} \tag{6.43a}
\]

Hence, we conclude that

\[
\begin{bmatrix} -L_{U_a}^b & 1 \\ B_{U_a}^b & 0 \end{bmatrix} = \begin{bmatrix} 0 & B_{U_a}^b \\ B_{U_a}^b & 0 \end{bmatrix} - \rho_U^{a,b} \sqrt{\frac{\varepsilon_U^b}{\varepsilon_U^a}} \begin{bmatrix} A_{U_a}^b & 0 \\ 0 & 0 \end{bmatrix} \varepsilon_U^b \] \tag{6.44a}

and

\[
\varepsilon_{U_a}^b = \varepsilon_U^b \left(1 - (\rho_U^{a,b})^2\right). \tag{6.44b}
\]

Proposition 6.4.2 shows that \(B_{U_a}^b\) and \(\varepsilon_{U_a}^b\) can be computed recursively. Substantial simplification in this recursion results when \(\rho_U^{a,b} = 0\), corresponding to the maximum-entropy case. Indeed, in this case we have

\[
B_{U_a}^b = \begin{bmatrix} 0 & B_{U}^b \end{bmatrix} \tag{6.45a}
\]

and

\[
\varepsilon_{U_a}^b = \varepsilon_U^b. \tag{6.45b}
\]

Next, we consider the LLS estimate of \(z_a\) given \(z_{U_b} = [z_{U_b}^T \ z_b]^T\). The estimator has the form \(L_{U_b}^b z_{U_b}\) where the row-vector \(L_{U_b}^b\) satisfies the normal equations

\[
\begin{bmatrix} 1 & -L_{U_b}^b \end{bmatrix} P_{Q^2} = \begin{bmatrix} \varepsilon_{U_b}^b & 0 & \cdots & 0 \end{bmatrix} \tag{6.46}
\]
where $\varepsilon_{U_b}^a$ is the estimation error variance and $A_{U_b}^a$ is as defined in (6.46). As the following proposition shows, we can also compute these quantities recursively.

**Proposition 6.4.3.** Using the notation previously defined,

\[
\begin{bmatrix}
1 & -L_{U_b}^b \\
A_{U_b}^a & 0
\end{bmatrix} =
\begin{bmatrix}
A_U^a & 0 \\
\rho_{U}^{a,b} & \sqrt{\varepsilon_U^b}
\end{bmatrix}
\begin{bmatrix}
0 & B_U^b \\
\varepsilon_U^b & \varepsilon_U^b
\end{bmatrix}
\]

(6.47a)

and

\[
\varepsilon_{U_b}^a = \varepsilon_U^b \left(1 - \left(\rho_{U}^{a,b}\right)^2\right).
\]

(6.47b)

**Proof.** Using the augmented normal equations (6.40) we have

\[
\begin{bmatrix}
A_U^a & 0 \\
\frac{\delta_{U}^{a,b}}{\varepsilon_U^b} & 0
\end{bmatrix}
\begin{bmatrix}
P_0^2 = \begin{bmatrix}
\varepsilon_{U}^a & -\left(\frac{\delta_{U}^{a,b}}{\varepsilon_U^b}\right) \\
0 & 0
\end{bmatrix}
\end{bmatrix}
\]

(6.48a)

\[
= \begin{bmatrix}
\varepsilon_{U}^a & -\left(\frac{\delta_{U}^{a,b}}{\varepsilon_U^b}\right) \\
0 & 1 - \left(\rho_{U}^{a,b}\right)^2
\end{bmatrix}
\begin{bmatrix}
\cdots & 0
\end{bmatrix}
\]

(6.48b)

Hence, we conclude that

\[
\begin{bmatrix}
1 & -L_{U_b}^b \\
A_{U_b}^a & 0
\end{bmatrix} =
\begin{bmatrix}
A_U^a & 0 \\
\rho_{U}^{a,b} & \sqrt{\varepsilon_U^b}
\end{bmatrix}
\begin{bmatrix}
0 & B_U^b \\
\varepsilon_U^b & \varepsilon_U^b
\end{bmatrix}
\]

(6.49a)

\[
= \begin{bmatrix}
A_U^a & 0 \\
\rho_{U}^{a,b} & \sqrt{\varepsilon_U^b}
\end{bmatrix}
\begin{bmatrix}
0 & B_U^b \\
\varepsilon_U^b & \varepsilon_U^b
\end{bmatrix}
\]

(6.49b)

and

\[
\varepsilon_{U_b}^a = \varepsilon_U^b \left(1 - \left(\rho_{U}^{a,b}\right)^2\right).
\]

(6.49c)

Again, in the maximum-entropy case for which $\rho_{U}^{a,b} = 0$, we have

\[
A_{U_b}^a = \begin{bmatrix}
A_U^a & 0
\end{bmatrix}
\]

(6.50a)

and

\[
\varepsilon_{U_b}^a = \varepsilon_U^b.
\]

(6.50b)

We now illustrate how the recursions of Proposition 6.4.2 and Proposition 6.4.3 may be applied to address covariance extension by continuing the example discussed previously.
Table 6.1. Summary of the first two one-element extensions of the partial covariance matrix of Figure 6.5.

Example: 4 × 4 Banded Partial Covariance Matrix, Continued

Consider again the partial covariance matrix illustrated in Figure 6.5 and the sequence of chordal graphs used to complete it as illustrated in Figure 6.6. On page 129 we discussed determination of the elements \( p_{a,b} \) and \( p_{u,v} \). The quantities computed in determining these covariance elements are listed in Table 6.1. We now discuss the final step—the computation of element \( p_{a,v} \). To determine the value of this element we will rely on the recursions of Proposition 6.4.2 and Proposition 6.4.3. This final one-element extension step corresponds to adding edge "3" of Figure 6.6 to form the complete graph \( G^3 \). The maximal clique of \( G^3 \) is \( \{a, u, b, v\} = \{a, v\} \cup (\{a, u, b\} \cap \{u, b, v\}) \) where \( \{a, u, b\} \) and \( \{u, b, v\} \) are maximal cliques of \( G^2 \). Therefore, to apply (6.33) to determine \( p_{a,v} \), we need to compute \( A^a_{\{u,b\}}, B^u_{\{u,b\}}, \epsilon^u_{\{u,b\}}, \) and \( \rho^u_{\{u,b\}} \).

Consider first the quantities \( B^u_{\{u,b\}} \) and \( \epsilon^u_{\{u,b\}} \). As indicated in Table 6.1, these are uniquely determined by certain previously determined quantities. Specifically, using Proposition 6.4.2, the quantities \( B^u_{\{u,b\}} \) and \( \epsilon^u_{\{u,b\}} \) may be computed recursively from \( A^u_{\{b\}}, B^u_{\{b\}}, \epsilon^u_{\{b\}}, \epsilon^v_{\{b\}}, \) and \( \rho^u_{\{b\}} \) all of which are available from the second one-element extension step. Similarly, using Proposition 6.4.3, the quantities \( A^a_{\{u,b\}} \) and \( \epsilon^a_{\{u,b\}} \) may be computed recursively from \( A^a_{\{u\}}, B^b_{\{u\}}, \epsilon^a_{\{u\}}, \epsilon^b_{\{u\}}, \) and \( \rho^a_{\{u\}} \) all of which are available from the first one-element extension step, as indicated in Table 6.1.

In the example just discussed, we were able to use the generalized-Levinson recursion to simplify covariance completion. Actually, the structure of this problem does not require the generality that the generalized-Levinson algorithm provides. In fact, in the case of computing a completion of a banded covariance matrix, the generalized-Levinson algorithm is equivalent to the classical one. We emphasize that the generalized-Levinson algorithm is applicable to a much wider range of extension problems. For instance, it is applicable to problems for which the initial known covariance data corresponds to any chordal graph, not just the case for which the initial known covariance data correspond to a banded pattern. The following example provides a simple extension problem that cannot be addressed with the classical Levinson algorithm but can be solved using our generalized algorithm.

Example: Simple Tree

Consider the partial covariance matrix illustrated in Figure 6.8. The known elements (indicated with filled circles) correspond to \( G^0 \), the simple tree shown in Figure 6.9 with dashed lines. Also shown in Figure 6.9 is the sequence of edges used to form
the sequence of one-element extensions for this problem. Each edge corresponds to the determination of one of the unknown elements of the partial covariance matrix of Figure 6.8 (each unknown element is indicated with a question mark). The edge \((a, b)\) (labeled "1") is added first, the edge \((a, c)\) (labeled "2") is added second, and the edge \((b, c)\) (labeled "3") is added last. The generalized-Levinson recursion can be applied to compute the quantities needed for \(p_{b,c}\) (the last element to be computed) from previously computed quantities. However, this problem is outside the purview of the classical Levinson algorithm.

The generalized-Levinson algorithm, but not its classical counterpart, is also applicable to problems for which an extension to a pattern of entries corresponding to any chordal graph is sought rather than a full completion. The latter case arises in the context of building a MAR model for the maximum-entropy extension of a banded partial covariance matrix, a topic we develop in Section 6.5.

To compute the completion of a banded partial covariance matrix it is always possible to arrange the order of calculations to take advantage of the efficiency provided by the recursion of Levinson's algorithm. That is, it is always possible to choose a chordal sequence upon which to base the sequence of one-element extensions so that
the quantities required for extension are also those provided by the Levinson recursion. For banded partial covariance matrices, determining unknown covariance elements one diagonal band at a time and working outward from the main diagonal toward the upper-right and lower-left corners always works. However, for a more general extension problem (one outside the purview of classical Levinson techniques) it is unclear whether such a chordal sequence exists. Indeed, it is possible to devise chordal sequences that do not allow one to make use of the generalized-Levinson recursion. An illustration of this is shown in the next example.

**Example: Failed Recursion**

Consider the sequence of chordal graphs indicated in Figure 6.3 in which the sequence of new edges is indicated with the integers 1–7. The sequence of new edges and the sequence of new maximal cliques for which the edge end-points are active are indicated in Table 6.2. Notice that, when edge \((a, b)\) is added, the new maximal clique is \(\{a, b, c\} = \{a, b\} \cup (\{a, c\} \cap \{b, c\})\). Therefore, to perform this one-element extension step we must compute \(A^0_a\), \(B^b_c\), \(e^{a}_{c}\), and \(e^{b}_{c}\). The quantities \(A^0_a\) and \(B^b_c\) can, in principle, be computed recursively from \(A^0_{\emptyset}\) and \(B^0_{\emptyset}\). However, for the particular chordal sequence selected, these quantities are not available from previous computation. This is due to the fact that the maximal clique \(\{a, c\}\) has not been formed in a previous graph. Indeed, \(A^0_a\) and \(B^b_c\) are only computed when the maximal clique \(\{a, c\}\) is formed with \(a\) and \(c\) the active elements. Note that this does not mean that we cannot perform this extension step. It just means that we cannot rely on the generalized-Levinson recursion to do so. Instead, we must solve the necessary normal equations directly rather than recursively.

The previous example shows that, in order to make use of the generalized-Levinson recursion, we require that our chordal sequence possess an additional property. What is required is that the chordal sequence also be efficient, a property defined formally as follows.

**Definition 6.4.1 (Efficient Chordal Sequence).** Let \([G^0, \ldots, G^n]\) be a sequence of chordal graphs with \(G^i = (V, E^i)\) and \(E^i = E^{i-1} \cup e^i\) where \(e^i = (a^i, b^i) \notin E^{i-1}\). Let \(U^i\) a
clique of $G^{i-1}$ such that the unique maximal clique of $G^i$ containing $a^i, b^i$ is $\{a^i, b^i\} \cup U^i$. Then this sequence of graphs is said to be an efficient chordal sequence if, for some $j < i$, and $k < i$,

(i) $G^j$ has a maximal clique $\{a^j\} \cup U^i$ with $a^j$ an active vertex, and
(ii) $G^k$ has a maximal clique $\{b^k\} \cup U^i$ with $b^k$ an active vertex.

Given an arbitrary choice of two chordal graphs $G^0 = (V, E^0)$ and $G^n = (V, E^n)$ such that $E^0 \subset E^n$, it is unclear (as of this writing) whether there exists an efficient chordal sequence between them. That not every chordal sequence is efficient was shown by the example illustrated in Figure 6.3 and Table 6.2. If the chordal sequence on which the order of one-element extensions are based is efficient, then the generalized-Levinson recursion may be used and the computational complexity of each step is, generally, linear in the cardinality of the set $U$. However, consideration of the maximum-entropy extension results in some simplification. In particular, since $\rho_{ij}^{a,b} = 0$, the recursive computation of (6.42) and (6.47) corresponds to the augmentation of $B^n_U$ and $A^n_U$ by zero. Therefore, in the maximum-entropy case, the complexity of each one-element extension is a constant size, independent of the cardinality of the set $U$.

6.5 MAR Models for Maximum-Entropy Completions

We are now in a position to consider designing a MAR model for the maximum-entropy completion, $P_{ME}$, of the banded partial covariance matrix $P_{E^0}$ where

$$E^0 = \{(m, n) \mid |m - n| \leq k\}$$  \hspace{1cm} (6.51)

is the set of edges for graph $G^0 = (V, E^0)$ and $V = \{0, 1, \ldots, N - 1\}$. For the case for which $N = 8$ and $k = 1$, the graph $G^0$ is depicted in Figure 6.10(a). As has been discussed, $P_{ME}$ is the covariance matrix for a $k$-th order Markov process. Thus, when $N = 4k2^M$ for some integers $k$ and $M$, $P_{ME}$ can be modeled exactly by an $(M + 1)$-scale end-point MAR model for a $k$-th order Markov process of the form described in
Section 2.3.2. Thus, each internal matrix, $W_s$, is a selection matrix that picks out endpoints of intervals. In particular, as discussed in Section 2.3.2, the indices selected by $W_s$ are

$$\eta(s) = \eta_1(s) \cup \eta_2(s) \cup \eta_3(s)$$  \hfill (6.52a)

where

$$\begin{align*}
\eta_1(s) &= \tau(s)4k2^{M-m(s)} + [0 : k-1], \\
\eta_2(s) &= \tau(s)4k2^{M-m(s)} + 4k2^{M-m(s)-1} + [-k : k-1], \\
\eta_3(s) &= \tau(s)4k2^{M-m(s)} + 4k2^{M-m(s)} + [-k : -1].
\end{align*}$$  \hfill (6.52b-c)

An example for the case of $M = 2$ and $k = 1$ is illustrated in Figure 6.11 (the significance of the dashed lines in this figure will be discussed in the sequel).

Having defined the internal matrices of our MAR model for $P_{ME}$ as those of an end-point MAR model, we may use them to determine the joint statistics for child-parent pairs $(P_x(s), P_x(s\alpha_1), P_x(s\alpha_1)x(s))$ as discussed in Section 2.3 where $P_{ME}$ plays the role of $P_{F^M}$. In turn, the state covariances and child-parent cross-covariances are used to determine the MAR parameters as in (3.7). Therefore, it would seem that the heart of the problem is to compute $P_{ME}$. However, as we will show, only $O(N)$ elements out of a total of $N^2$ elements in $P_{ME}$ are actually needed. We point out that the fact that the elements in each state are a subset of those in its children states (i.e., $\eta(s) \subseteq \eta(s\alpha_1) \cup \eta(s\alpha_2)$) implies that our end-point MAR model is internal.

To compute the joint child-parent statistics for node $s$, we need only the elements of $P_{ME}$ indexed by $C_s \triangleq \eta(s) \cup \eta(s\gamma)$. This holds for all $s \in S_0 - \{0\}$. Therefore, we need not compute the maximum-entropy completion of $P_{E^0}$. Rather, we require an extension to $P_{E^n}$ where

$$E^n = \bigcup_{s \neq 0} C_s \times C_s.$$  \hfill (6.53)
The graph $G^n = (V, E^n)$ is illustrated in Figure 6.10(b) for the case in which $M = 1$ and $k = 1$ (i.e., a first-order AR process with $N = 8$ points). The dashed lines are edges of $E^0$, and the solid lines are edges of $E^n - E^0$. We illustrate $G^n$ to show that, while it possesses considerable structure, it is also quite complex. These facts are also clear from the adjacency matrix for $G^n = (V, E^n)$, illustrated in Figure 6.12. This matrix indicates (in black) the subset of the elements of $P_{ME}$ that are in $P_{E^n}$ for the case for which $k = 1$ and $M = 5$ (i.e., a first-order AR process with $N = 128$ points). Figure 6.12 clearly shows that there are a vast number of entries of $P_{ME}$ that are not needed to build a MAR model. We now make this statement precise. Since $|\eta(s)| = 4k$ we have that $|C_s| \leq 8k$ and $|C_s \times C_s| \leq 64k^2$. These are upper bounds because the sets $\eta(s)$ as well as the sets $C_s \times C_s$ are not mutually exclusive, which can be seen by inspection of Figure 6.11. Therefore, the total number of elements in $E^n$ is bounded above by $64k^2|S_0| = 64k^2(2M+1 - 1)$. Finally, since $N = 4k2^M$, we have that $|E^n| < 32kN$. While this is an upper bound, it is of the right order and it indicates that we require only $O(N)$ elements of $P_{ME}$.

We now discuss the application of the generalized-Levinson algorithm of Section 6.4 to compute $P_{E^n}$, the required elements of $P_{ME}$. For the moment, assume that (1) $E^0 \subset E^n$, and (2) $G^n = (V, E^n)$ is chordal. We will prove these two facts shortly. Assuming these, there exists a chordal sequence from $G^0$ to $G^n$. We may, therefore, find the elements of $P_{E^n}$ using the generalized-Levinson algorithm of Section 6.4 by setting the generalized reflection coefficients to zero. We now show that doing so results in $O(N)$ computational complexity even when the chordal sequence upon which we base
our one-element extensions is not efficient. Recall that if our chordal sequence is not efficient we must solve some (in the worst case, all) of the normal equations that arise in the generalized-Levinson algorithm explicitly, rather than recursively. However, the largest maximal clique of $G^n$ has cardinality $|C_s| < 8k$. Hence, at worst, each one-element extension requires $O(k^3)$ computations. This leads to an overall complexity of $O(N)$ for computing $P_{E^n}$ under the assumption that $k$ is independent of $N$. The complexity of computing $P_{E^n}$ using an efficient chordal sequence is also $O(N)$ so there is no computational advantage (asymptotically) in using an efficient sequence. In the sequel we do not assume that our chordal sequence is efficient. Note that the preceding discussion shows that the complexity of computing a MAR model for $P_{MF}$ is of the same order as computing an AR model using the classical Levinson algorithm (in the nonstationary case).

We now turn to the facts we assumed in the previous paragraph: (1) $E^0 \subset E^n$, and (2) $G^n = (V, E^n)$ is chordal. First, we address (1). The following proposition shows that $E^0 \subset E^n$, and the proof is based on the fact that the states of the end-point MAR model collectively contain all intervals of length $k+1$.

**Proposition 6.5.1.** $E^0 \subset E^n$ where these are defined by (6.51) and (6.53).

**Proof.** The proof follows from the fact that, by construction, every interval of length $k+1$ is contained in one of the sets $C_s$. This is most easily seen by considering Figure 6.11 which represents a MAR model for a first-order Markov process $(k = 1, M = 2)$. It is clear from this figure that every interval of length 2 can be found in some $C_s$. The algebraic details proving this fact for a general $k$ and $M$ are provided in Appendix D. ■

The next task is to show that $G^n$ is chordal. We will show this by exhibiting a junction tree for $G^n$ and using Proposition 6.2.2. For these purposes, we define $L^s$ to be the graph with vertex set $\text{vert}(L^s) = \{C_t \mid t \in S_s - \{s\}\}$ and edge set

$$\text{edge}(L^s) = \{(C_{t\alpha}, C_{t\alpha_2}) \mid t \in S_s\} \cup \{(C_{t\alpha_1}, C_{t\alpha_1\alpha_2}) \mid t \in S_s\} \cup \{(C_{t\alpha_2}, C_{t\alpha_2\alpha_1}) \mid t \in S_s\}.$$  

(6.54)

An illustration of $L^s$ is provided in Figure 6.13. Notice that $L^s$ has as subgraphs $L^{s\alpha_1}$ and $L^{s\alpha_2}$.
Proposition 6.5.2. \( G^n \) is chordal.

Proof. \( L^0 \) is a junction tree for \( G^n \). This fact can be seen intuitively from Figure 6.13 which, when specialized to the case of \( s = 0 \), is clearly a tree on the set of maximal cliques of \( G^n \), namely \( \{C_s\} \). A rigorous proof of this fact is provided in Appendix D. The proposition then follows from Proposition 6.2.2.

While we have completed the formal description of how to build a MAR model for \( P_{ME} \) there is one remaining algorithmic detail—that of finding a chordal sequence between \( G^0 \) and \( G^n \). As mentioned in Section 6.2, this may always be done by brute force search. However, the structure of the particular problem at hand suggests a more elegant approach to finding a chordal sequence that includes a subsequence of chordal graphs with an appealing scale-recursive structure.

Consider, for \( n \in [1 : M] \), the graph given by \( H^n = (V, K^n) \) where

\[
K^n \triangleq E^0 \bigcup_{s : m(s) \geq M-n+1} C_s \times C_s.
\] (6.55)

Therefore, with the sequence \( \Gamma \triangleq [G^0, H^1, H^2, \ldots, H^M = G^n] \) we are building up from \( G^0 \) to \( G^n \) by adding the necessary cliques scale-recursively. The recursion begins by adding edges corresponding to covariance elements for finest-scale statistics. With each successive graph \( H^n \), edges for covariance elements at the next coarser scale are added. For example, referring to Figure 6.11, the child-parent joint statistics

\[
\begin{pmatrix}
P_{x(s)} & P_{x(s)x(s')} \\
P_{x(s)x(s')}^T & P_{x(s')}
\end{pmatrix}
\] (6.56)

are first computed for all child-parent pairs linked by solid lines. Then, proceeding to the next coarser scale, the joint child-parent statistics are computed for the pairs linked by dashed lines. By showing that \( H^n \) is chordal (which we do in the next proposition), we are assured by Proposition 6.2.1 that there is a chordal sequence that contains \( \Gamma \) as a subsequence.

Proposition 6.5.3. \( H^n = (V, K^n) \) where \( K^n \) is defined in (6.55) is chordal.

Proof. See Appendix D.

While \( H^n \) is chordal, \( \Gamma \) is not a chordal sequence because the transition from \( H^{n-1} \) to \( H^n \) involves more than one edge. However, having decomposed the problem scale-recursively, finding a sequence of edges to transition from \( H^{n-1} \) to \( H^n \) while maintaining chordality is not hard. In fact a chordal sequence may be obtained with the property that, for a given scale \( m(s) = m(t) \), the edges of \( C_s \) are added prior to those of \( C_t \) for all \( s \neq t \) such that \( s(t) < s(t) \). This ordering of the sets \( \{C_r\}_{r \in T_s(0)} \) corresponds to deducing the statistics \( P_{x(s)}, P_{x(s)x(s')}, P_{x(s')} \) prior to \( P_{x(t)}, P_{x(t)x(t')}, P_{x(t')} \).


Proposition 6.5.4. Using the notation previously defined, there exists a chordal sequence that contains \([G^0, H^1, H^2 \ldots, H^M = G^n]\) as a subsequence with the property that the transition from \(H^{n-1}\) to \(H^n\) is accomplished in such a way that for all \(s\) and \(t\) such that \(m(s) = m(t) = M - n + 1\) and \(\iota(s) < \iota(t)\), the edges of \(C_s\) are added prior to those of \(C_t\).

While a formal proof of Proposition 6.5.4 is not provided in this thesis, a sketch is found in Appendix D. We also point out that this fact is easy to check by computer for any particular case (i.e., any choice of \(k\) and \(M\)).

In this section we have shown how to build efficiently (with a complexity linear in problem size) a MAR model for the maximum-entropy completion of a banded partial covariance matrix. Our approach is based on the generalized-Levinson algorithm which, in turn, relies on a sequence of chordal graphs. We have exhibited a particular sequence of chordal graphs and we emphasize that the computational complexity of our approach does not require that this sequence be efficient. It is unclear how to build efficiently MAR models for other (non-maximum-entropy) completions. The reason is that it is unclear what the state definitions ought to be. In the development presented in this section, we were able to select our states to be those corresponding to an end-point MAR model precisely because we sought the maximum-entropy extension (which, as we showed, corresponds to a Markov process). This problem of state definition must be addressed if one is to generalize the approach developed in this chapter.
In this chapter we extend the realization framework developed in previous chapters to accommodate estimation problems involving nonlocal variables. We present three different approaches to incorporating nonlocal variables into a MAR model all of which differ in important ways from the approach discussed in Section 2.3.5 [37, 39]. These approaches represent a different modeling philosophy than adopted in preceding chapters. In preceding chapters we have considered a MAR model as an implicit and (possibly) approximate representation of a covariance matrix, $P_{fM}$, for a fine-scale random process. In this chapter we take a substantially different point of view and we consider a MAR model to be a means of implicitly and exactly or approximately representing an estimator. As we will show, for the purposes of well-approximating an estimator, in many cases it is neither sufficient nor is it necessary to well-approximate $P_{fM}$.

The exclusive focus of the preceding chapters on the finest scale is reasonable if one is only interested in producing fine-scale sample-paths or one is interested only in fine-scale estimates based on a reasonably dense set of fine-scale measurements. However, when one is interested in estimating or fusing multiresolution variables, this is not a justifiable approach for several reasons. First, the realization algorithms of preceding chapters cannot accommodate arbitrary nonlocal variables. That is, a given nonlocal variable cannot generally be represented as a linear function of the elements of a single state in the realized model (recall our discussion of this point in Section 2.3.5). Indeed, to accommodate nonlocal variables, another constraint (in addition to internality and Markovianity) must be imposed: internal matrices must include specific linear functionals that represent nonlocal measurements or variables to estimate. This new constraint can be accommodated approximately (as is done in Section 7.1 using what we shall call the approximate nonlocal method) or exactly (as is done in Section 7.2 using what we shall call the exact nonlocal method).

Another reason why focusing on the finest scale is not appropriate in some multiresolution estimation problems is that, in doing so, the resulting models may allocate resources (i.e., state dimension and computation) in capturing fine-scale statistical features that are irrelevant for the estimation problem at hand. The degree to which resources are ill-spent depends on details of the estimation problem (i.e., the measurement geometry and the particular estimates of interest). Roughly speaking, the source of this poor allocation of resources is that the Markov property is overkill and using it
risks trying to conditionally decorrelate variables that are of no relevance to estimation. As we show in Section 7.3, in designing a MAR state \( x(s) \) for an estimation problem, one need only consider the conditional decorrelation of the (in some cases, many fewer) variables that represent data or estimates that are separated by \( s \). This idea leads to what we shall call \textit{goal directed modeling}.

Throughout this chapter we consider the following type of LLS estimation problem. Let \( f^M \) be a vector representing a fine-scale signal or (lexicographically ordered) image. Let \( g \) be the vector of data which is related to \( f^M \) by

\[
g = Hf^M + \nu
\]  

(7.1)

where \( P_\nu \) is diagonal and \( \nu \) is uncorrelated with \( f^M \). We are interested in the LLS estimate not of \( f^M \), but of the linear function of \( f^M \) given by \( Df^M \). So that we may evaluate the quality of our estimates, we are also interested in the estimation error variances \( P_e(i, i) \) (i.e., the diagonal elements of \( P_e \)) where \( e = Df^M - \hat{E}[Df^M | g] \). If \( D \) and \( H \) both consist of rows of the identity then we have a fine-scale estimation problem with point-wise measurements, which is a case that is adequately handled by the theory and algorithms of preceding chapters. Therefore, we will consider cases in which one or both of \( D \) and \( H \) contain nonlocal linear functionals (i.e., one or both have rows which contain more than one nonzero element). The LLS estimation equations for this problem are

\[
\hat{E}[Df^M | g] = P_{Df^M,g}(P_{Hf^M} + P_\nu)^{-1}g
\]

(7.2a)

\[
= DP_{fM}H^T(HP_{fM}H^T + P_\nu)^{-1}g
\]

(7.2b)

and

\[
P_e(i, i) = [P_{Df^M}]_{i, i} - [P_{Df^M,g}(P_{Hf^M} + P_\nu)^{-1}P_{Df^M,g}^T]_{i, i}
\]

(7.3a)

\[
= [DP_{fM}D^T]_{i, i} - [DP_{fM}H^T(HP_{fM}H^T + P_\nu)^{-1}HPP_{fM}D^T]_{i, i}.
\]

(7.3b)

To well-approximate an estimator, a MAR model must well-approximate the matrices that make up (7.2) and (7.3), namely \( P_{Df^M,g}, P_{Hf^M}, P_\nu \), and \( [P_{Df^M}]_{i, i} \). Doing so places an additional constraint on the internal matrices, as mentioned, and dealing with this constraint is the subject of this chapter.

In addition to the notation just introduced, we also define \( L_s \) to be a matrix such that

\[
W_{s}f^M_s = L_s f^M.
\]

(7.4)

That is, \( L_s \) contains the internal matrix \( W_s \) as a submatrix and is appropriately zero-padded so that right multiplication by \( f^M \) makes sense. This is identical to the definition of the linear functionals \( \{L_s\} \) given in Section 2.3.
7.1 Approximate Representation of Nonlocal Variables

In this section we assume that an internal and, possibly, approximate MAR model, \( x(\cdot) \), for \( P_{FM} \) has already been determined. Then, we seek to accommodate the nonlocal variables associated with a particular estimation problem. If nonlocal variables are to be incorporated exactly, state augmentation is required as discussed in Section 2.3.5 (see also [37,39]). This increase in state dimension leads to less efficient signal processing algorithms. As an alternative, in this section we consider incorporating nonlocal variables approximately and in such a way that results in no increase in state dimension.

To begin, recall that the MAR measurement equation (cf., (2.18)) is

\[
y(s) = C(s)x(s) + v(s)
\]

where \( v(\cdot) \) is white and \( v(s) \) has covariance \( R(s) \). We now discuss the problem of reconciling (7.1) with (7.5) so that nonlocal measurements may be incorporated in the MAR model. Consider the \( i \)-th row of (7.1) which corresponds to a scalar nonlocal measurement of the form

\[
g_i = h_i^T f^M + \nu_i
\]

where it is assumed that \( h_i^T \) is a nonlocal linear functional. If there is node \( s \) such that \( h_i^T \) is in the row-space of \( L_s \) then \( g_i \) can be represented exactly as, say, the \( j \)-th measurement\(^1\) at node \( s \) by

\[
g_i = y_j(s) = c_j(s)^T x(s) + v_j(s)
\]

where \( c_j(s)^T \) is the \( j \)-th row of \( C(s) \) and \( c_j(s)^T L_s = h_i^T \). Typically, however, there will be no \( s \) such that \( h_i^T \) is in the row-space of \( L_s \). However, there is some node \( s \) such that \( h_i^T \) is closest to the row-space of \( L_s \) in a mean-square error sense. Therefore, the measurement \( g_i \) can be approximately captured as follows. Let \( \hat{g}_i \triangleq \mathbb{E}[h_i^T f^M | L_s f^M] \) be the LLS estimate of \( g_i \) using the information contained at node \( s \). Then, in representing \( g_i \) in terms of \( \hat{g}_i \), there are two sources of error, a measurement error \( \nu_i \) and a modeling error \( \bar{g}_i \triangleq h_i^T f^M - \hat{g}_i \). That is,

\[
g_i = \hat{g}_i + \nu_i + \bar{g}_i
\]

where

\[
\text{var}(\bar{g}_i) = h_i^T P_{FM} h_i - c_j(s)^T P_{FM} c_j(s)
\]

and

\[
c_j(s)^T = h_i^T P_{FM} L_s^T (L_s P_{FM} L_s^T)^{-1}.
\]

\(^1\)There may be more than one measurement at a given node.
Thus, the optimal node at which to incorporate measurement \( g_i \) is given by

\[
t_i = \arg \min_{s \in S_0} \left( \text{var}(\tilde{g}_s^i) \right).
\]  

(7.9)

Suppose now that we have placed all measurements (all elements of \( g \)) optimally\(^2\) using (7.9). Consider any node \( s \) that contains measurements. The rows of \( C(s) \) are given by (7.8c) and we now consider the measurement error covariance \( R(s) \). If the measurements at node \( s \) are captured exactly (i.e., modeling error \( \tilde{g}_s^i \) is zero for all \( g_i \) placed at node \( s \)) then the only measurement error stems from \( \nu \) which is white. Thus \( R(s) \) is diagonal with the diagonal elements (the variances) given by the corresponding ones from \( P_\nu \). However, for those measurements at node \( s \) that are only approximately captured, the modeling errors \( \tilde{g}_s^i \) are nonzero and possibly correlated with one another. Therefore, the diagonal elements of \( R(s) \) are of the form \( \text{var}(\nu_i) + \text{var}(\tilde{g}_s^i) \) where the first term comes from \( P_\nu \) and the second from (7.8b). Note that the variables \( \nu_i \) and \( \tilde{g}_s^i \) are uncorrelated because the former is uncorrelated with \( f^M \) and the latter is a linear function of \( f^M \) by definition.

We now turn to the off-diagonal terms of \( R(s) \). These are readily computed by a generalization of (7.8b) to the vector case. To this end, let \( \tilde{g}^s \) be the vector of modeling errors associated with measurements placed at node \( s \). That is, \( \tilde{g}^s \) consists of several \( \tilde{g}_s^i \). Let \( H_s \) be the matrix whose rows consist of the corresponding \( h_i^T \). Then

\[
P_{\tilde{g}^s} = H_s P_{f^M} H_s^T - C(s) P_{f^M} C(s)^T.
\]  

(7.10)

The off-diagonal terms of \( R(s) \) are equivalent to the off-diagonal terms of \( P_{\tilde{g}^s} \) and account for the fact that the modeling errors for the measurements placed at node \( s \) are correlated. Of course, the modeling errors are also correlated across nodes. That is, the modeling errors \( \tilde{g}^s \) at node \( s \) are correlated with those at node \( t \), namely \( \tilde{g}^t \). This cross-correlation is not captured by our model and this fact represents another source of error.

This completes the specification of the approximate representation of nonlocal measurements in the MAR framework. In the sequel, we will refer to the technique developed in this section as the approximate nonlocal (AN) method. The complexity of the AN method when used to incorporate a single nonlocal measurement \( g_i \) depends on the supports of \( h_i^T \), \( L_s \), and \( c_j(s)^T \). In the worst case, the complexity is \( O(N^2) \) where \( N \) is the length of \( f^M \). This complexity stems from the need to compute matrix-vector products like \( P_{f^M} h_i \) (cf., (7.8b)). The complexity is, at best, \( O(N) \) per nonlocal measurement because (7.9) is a search over all \( O(N) \) nodes.

We now turn to the approximate representation of nonlocal estimates. That is, consider the LLS estimate of variable \( z = d_i^T f^M \) where \( d_i^T \) is a nonlocal linear functional

\(^2\)We emphasize that placing measurements optimally using the criterion of (7.9) does not imply that the model is good. The ultimate measure of the quality of the model is the degree to which the resulting estimates and error variances deviate from those which are obtained by solving the normal equations using the exact statistics.
contained in the $i$-th row of $D$. Assuming that the MAR model well-approximates $f^M$, a good approximation to the exact LLS estimate of $z$ may always be obtained based on $\hat{x}^M$ which is provided by the MAR estimator. That is, using the fact that $\hat{x}^M \approx \hat{f}^M$ we have $\hat{z} \approx d_i^T \hat{x}^M$. Efficiently computing a good approximation to the estimation error variance $\text{var}(z - \hat{z})$ is a more difficult issue. The reason is that the MAR estimator provides estimation error covariances for each $x(s)$ but not the global estimation error covariance for all states collectively. Therefore, when $d_i^T$ is in the row-space of $L_\delta$ for some $s$, the error variance is readily computed as $d_i^T P_{e(s)} d_i$ where the quantity $P_{e(s)}$ is the covariance for the estimation error $e(s) = x(s) - \hat{x}(s)$ at node $s$ and is provided by the MAR estimator. However, when $d_i^T$ is not in the row-space of any $L_\delta$, computing an approximate error variance is more difficult since it involves off-diagonal blocks of the global estimation error covariance. The off-diagonal blocks corresponding to states close in tree distance can be computed with a only a little extra work using the MAR model for the estimation error (which is also provided by the MAR estimator [127, 131]). Therefore, using the MAR error model to compute some (but not all) of the off-diagonal blocks, it may be feasible to compute an approximate error variance for $\hat{z}$. Clearly there are several open issues associated with this idea, namely which off-diagonal blocks to compute and how to bound the modeling error induced by ignoring the ones not computed.

### 7.2 Exact Representation of Nonlocal Variables

In contrast to the previous section, in this one we consider capturing nonlocal linear functionals exactly and in a manner similar in spirit to the method of [37, 39] and discussed in Section 2.3.5. The difference is that in [37, 39], states of an existing model are augmented to incorporate linear functionals whereas the approach of this section is to incorporate linear functionals first and then build a model around them. There are several advantages to the latter approach. First, in building a model around previously incorporated linear functionals, we may condition on the information they carry. Consequently, there is no redundancy and we avoid the singularity problems that arise using the approach of [37, 39]. Second, because we use the information carried by nonlocal linear functionals to aid in the decorrelation of random variables, our states are lower dimensional while fulfilling the same roles (decorrelation and representation of nonlocal linear functionals) as those of derived using the method of [37, 39]. Third, our approach provides a natural and computationally efficient way to build exact or approximate models that are always internal. In contrast, the approach of [37, 39] must begin with an exact model.

Our procedure begins with an $(M + 1)$-scale $q$-adic tree commensurate with the length $N$ of signal $f^M$. We will represent nonlocal linear functionals at nodes of this tree, however, in contrast to all previously discussed methods, we do not first define internal matrices. Consider a nonlocal linear functional of the form $b^T f^M$ which may represent a measurement or a variable to be estimated. The first step is to decide at
what node to represent \( b^T \). While a procedure for choosing the best node (in some sense) is elusive,\(^3\) let us assume that (somehow) we have selected a node \( s \) at which to represent \( b^T \).

The second step is to enforce explicitly our desire to be able to represent \( b^T \) at node \( s \). This is done in a manner similar to the procedure described in Section 2.3.5. That is, we will reserve \( q \) rows of the internal matrix \( L_s \) (which is not yet defined) in which to place pieces of \( b^T \). More specifically, rows \( j \) through \( j + q - 1 \) of \( L_s \) will contain the matrix\(^4\)

\[
G_s = \begin{pmatrix}
b^T_{s\sigma_1} & 0 & \cdots & 0 \\
0 & b^T_{s\sigma_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & b^T_{s\sigma_q}
\end{pmatrix}
\]

(7.11)

where

\[
b^T f^M = \sum_{i=1}^{q} b^T_{s\sigma_i} f_{s\sigma_i}^M.
\]

(7.12)

Notice that in breaking up the linear functional \( b^T \) into its components in this way, we are forcing \( L_s \) to be block diagonal. In turn this ensures that, ultimately, we end up with an internal model (cf., Proposition 4.1.1).

Having placed \( b^T \) at node \( s \), we must ensure that the information contained in \( b \) is propagated to the leaf nodes so that each state element is a linear function of its children states. This is done in a manner similar to the procedure just described for adding \( b \). Specifically, we are going to add \( b_{s\sigma_i} \) to \( L_{s\sigma_i} \) by defining a submatrix, \( G_{s\sigma_i} \), of \( L_{s\sigma_i} \). Each row of \( G_{s\sigma_i} \) will contain the component of \( b_{s\sigma_i} \) that acts on the states indexed by the descendents of one of the children of \( s_{\sigma_i} \). Continuing this process scale-recursively until the finest scale is reached will ensure that our model is internal and that the linear functionals we have added are consistent with the fine-scale process ultimately defined by our MAR model.

To add several nonlocal linear functionals we may repeat the foregoing procedure. After doing so, the measurement model (7.5) is easy to specify since every measurement is, by construction, captured at some node exactly. Additionally, every nonlocal variable to estimate is represented exactly. The last step is to build a MAR model around the linear functionals previously added. This is done by applying either of the procedures of

---

\(^3\)What is known is that the freedom in choosing a node is constrained by internality. For internality to hold, \( b^T \) can only be captured at node \( s \) if \( b^T f^M = a^T f^M_s \) for some vector \( a \). Thus, every linear functional can be represented at the root node and, generally, a linear functional can be represented at more than one node. The only other criteria are that, ultimately, we want a model that is low-dimensional and does a good job of approximating the Markov property. However, how to translate these into a formal procedure for choosing a node at which to represent a linear functional is unclear.

\(^4\)If \( b \) is the first linear functional to be added at node \( s \) then \( j = 1 \). In general, however, other linear functionals have already been added to node \( s \).
Chapter 4 (the $O(N^2)$ one or the $O(N)$ boundary approximation) with the additional step that, when computing a given local internal matrix at node $s$, we first condition the relevant random quantities on the information already present at node $s$ due to the prior incorporation of the nonlocal linear functionals. Therefore, the additional information added for the purposes of approximately or exactly achieving Markovianity is not redundant. In the sequel, we will refer to the technique developed in this section as the exact nonlocal (EN) method.

If the number of nodes at which nonlocal linear functionals (or parts thereof required for internality) are incorporated using the EN method is independent of $N$ then the overall asymptotic complexity of the EN procedure is $O(N^2)$ or $O(N)$ where, in the latter case, the boundary approximation is used. If, however, nonlocal linear functionals are incorporated at a number of nodes proportional to $N$ then the computational complexity is, at worst, $O(N^3)$ or, for the boundary approximation, $O(N^2)$. This worst-case complexity arises, for example, if every node represents a nonlocal linear functional (or a part thereof as required for internality). To see this, consider the problem of designing a local internal matrix at node $s$ at scale $n - 1$. In doing so, we will need to conditionally decorrelate variables $f^n$ at the preceding finer scale, $n$, after conditioning on the information carried by the nonlocal linear functionals at $s$. Suppose, for example, that $b^T_f f^M$ is represented at node $s$. Then, conditioning $f^n$ on $b^T_s f^M$ requires computing the conditional correlation matrix $P_{f^n|b^T_s f^M}$. This matrix has $O(d^2 q^{2n})$ entries so to compute it requires an amount of work proportional to $O(d^2 q^{2n})$. To design the local internal matrix at each node, a different conditional correlation matrix must be computed because the nonlocal information carried by each node is different. Summing this over all nodes in the tree leads to an $O(N^3)$ complexity. In the case of the boundary approximation, however, only $O(dq^n)$ entries of $P_{f^n|b^T_s f^M}$ need to be computed, leading to an $O(N^2)$ complexity.

### 7.3 Markovianity and Estimation

When considering a MAR model as an implicit representation of an estimator involving nonlocal variables, the Markov property is neither necessary nor is it sufficient to achieve exact estimates and error variances. In this section we will elaborate on this point and provide an intellectual successor to the Markov property that is more appropriate for model identification in the context of addressing a particular estimation problem. Our focus is on the quantities relevant for the estimation problem of (7.2) and (7.3), namely

\[
P_{Df^M,g} = D P_{f^M} H^T, \quad (7.13a)
\]

\[
P_{Hf^M} = H P_{f^M} H^T, \quad (7.13b)
\]

\[
P_{\nu}, \quad (7.13c)
\]

\[
[P_{Df^M}]_{i,i} = [D P_{f^M} D^T]_{i,i}. \quad (7.13d)
\]
To build a MAR model for the estimation problem of (7.2) and (7.3) we need to capture the four quantities (7.13a)–(7.13d). As described in the Section 7.2, we can represent exactly the linear functionals given by the rows of $D$ and $H$ in our model by explicitly incorporating them. A consequence of this is that $[DP_fM D^T]_{i,i} = d^T P_f^M d_i$ can be captured exactly by some state of the MAR model. Therefore (7.13d) is accommodated. Similarly, because each measurement is captured exactly we have that, for each $i$, $[P_v]_{i,i} = [R(s)]_{j,j}$ some node $s$ and index $j$. Therefore (7.13c) is also accommodated.

It remains only to accommodate (7.13a) and (7.13b). The former corresponds to the cross-covariance between the variables to be estimated and the noise-free measurements. The latter corresponds to the covariance for the noise-free measurements. Since the rows of $D$ and $H$ are exactly represented by states in the model, exactly capturing (7.13a) and (7.13b) corresponds to ensuring that the cross correlations among certain states are exact. In particular, capturing (7.13a) exactly requires the cross-correlations between all states with variables to estimate and all states with measurements to be captured exactly. Similarly, capturing exactly (7.13b) requires the cross-correlations between all pairs of states with measurements to be captured exactly. The crux of the modeling problem, therefore, is, given two states $x(s)$ and $x(t)$ at specific nodes $s$ and $t$, to ensure that $E[x(t)x(s)^T] = L_t P_f^M L_s^T$. As we will see, this condition can be satisfied with states of lower dimension than is required to achieve an exact model for $f^M$ by designing the internal matrices that define $x(\cdot)$ appropriately.

To develop the procedure for achieving $E[x(t)x(s)^T] = L_t P_f^M L_s^T$, we first consider a tree-indexed process $f(\cdot)$ whose fine-scale covariance is $P_f^M$ defined by

$$f(s_\alpha_i) = A(s_\alpha_i)f(s) + \mu(s_\alpha_i), \quad (7.14a)$$

$$Q(s_\alpha_i) \triangleq E[\mu(s_\alpha_i)\mu(s_\alpha_i)^T] \quad (7.14b)$$

where, as in previous chapters, $\mu(\cdot)$ is not necessarily a white noise process. The parameters $A(s_\alpha_i)$ and $Q(s_\alpha_i)$ are computed from $P_f(s)$ and $P_f(\alpha _i)f(s)$ which are, themselves, defined by $P_f^M$, $L_s$, $L_\alpha$, via

$$P_f(s) \triangleq L_s P_f^M L_s^T, \quad (7.15a)$$

$$P_f(\alpha _i)f(s) \triangleq L_\alpha P_f^M L_s^T \quad (7.15b)$$

where we have used the fact that $f(s) = L_s f^M$. As described in Section 4.1, if $\mu(\cdot)$ is a white noise process then (7.14) is a MAR process. However, in the event that $\mu(\cdot)$ is not a white noise process then we can define a MAR process as

$$x(s_\alpha_i) = A(s_\alpha_i)x(s) + w(s_\alpha_i), \quad (7.16a)$$

$$E[w(s_\alpha_i)w(s_\alpha_i)^T] = Q(s_\alpha_i) \quad (7.16b)$$

\(^5\)Recall from Chapter 4 that, even for approximate MAR models, state covariances and child-parent cross-covariances are exact.
where \(A(\cdot)\) and \(Q(\cdot)\) are the same as in (7.14) and \(w(\cdot)\) is white, uncorrelated with \(z(0)\). As discussed in Section 4.1, the state covariances \(P_x(s)\) at each node \(s\) and the child-parent cross-covariances \(P_{x(s_0)t(s)}\) for each child-parent pair of nodes exactly match \(P_{f(s)}\) and \(P_{f(s_0)t(s)}\), respectively.

We now turn to the conditions that the \(\{L_s\}\) must satisfy so that \(E[x(t)x(s)^T] = L_t L_f L_s^T\). In our development of these we will rely on the following lemma.

**Lemma 7.3.1.** Conditioned on \(G_0z\) the vectors \(G_1z\) and \(G_2z\) are uncorrelated if and only if

\[
G_1P_zG_2^T = G_1P_zG_0^T(G_0P_zG_0^T)^{-1}G_0P_zG_2^T.
\]  

(7.17)

**Proof.** By definition, \(G_0z\) conditionally decorrelates \(G_1z\) and \(G_2z\) if

\[
E \left[ (G_1z - \hat{E}[G_1z \mid G_0z]) (G_2z - \hat{E}[G_2z \mid G_0z])^T \right] = 0.
\]  

(7.18)

The proof follows by expanding the expression under the expectation and taking the expected value of the resulting terms.

Using Lemma 7.3.1, we first provide the sufficient conditions so that \(E[x(t)x(s)^T] = L_t L_f L_s^T\) for the case where \(s\) and \(t\) are at the same scale. For a visual interpretation of the relationship among the variables of Proposition 7.3.1 see Figure 7.1.

**Proposition 7.3.1.** Let \(x(\cdot)\) be an internal MAR process defined by (7.16). That is, the parameters of the process \(x(\cdot)\) are the ones derived for the process \(f(\cdot)\) defined by (7.14). For \(t, s \in S_0\) suppose \(m(t) = m(s) \triangleq m\). Let \(r = t \land s\) be the common ancestor
of \( t \) and \( s \) with maximal scale. Then, \( \mathbb{E}[x(t)x(s)^T] = L_t P_{fM} L_s^T \) if the process \( f(\cdot) \), has the property that for \( n \in \{m - m(r) - 1, m - m(r) - 2, \ldots, 0\} \),

\[
f(t^{\gamma n}) \text{ is uncorrelated with } \begin{bmatrix} f(s^{\gamma n}) \\ f(s^{\gamma n+1}) \end{bmatrix} \text{ when conditioned on } f(t^{\gamma n+1}), \text{ and } (7.19a)
\]

\[
f(s^{\gamma n}) \text{ is uncorrelated with } \begin{bmatrix} f(t^{\gamma n}) \\ f(t^{\gamma n+1}) \end{bmatrix} \text{ when conditioned on } f(s^{\gamma n+1}). \quad (7.19b)
\]

**Proof.** See Appendix E.

Next, we provide the sufficient conditions such that \( \mathbb{E}[x(t)x(s)^T] = L_t P_{fM} L_s^T \) for the case where \( s \) and \( t \) are at different scales. Figure 7.2 provides a visual interpretation of the relationships among the variables of Proposition 7.3.2.

**Proposition 7.3.2.** Let \( x(\cdot) \) and \( f(\cdot) \) be as defined in Proposition 7.3.1. Suppose for \( t, s \in S_0, m(t) > m(s) \). Let \( t' = t^{m(t) - m(s)} \) and \( r = t \wedge s \), the common ancestor of \( t \) and \( s \) with maximal scale. Then, \( \mathbb{E}[x(t)x(s)^T] = L_t P_{fM} L_s^T \) if the process \( f(\cdot) \) has the property that, for \( n \in \{m(s) - m(r) - 1, m(s) - m(r) - 2, \ldots, 0\} \),

\[
f(t'^{\gamma n}) \text{ is uncorrelated with } \begin{bmatrix} f(s^{\gamma n}) \\ f(s^{\gamma n+1}) \end{bmatrix} \text{ when conditioned on } f(t'^{\gamma n+1}), \text{ and } (7.20a)
\]

\[
f(s^{\gamma n}) \text{ is uncorrelated with } \begin{bmatrix} f(t'^{\gamma n}) \\ f(t'^{\gamma n+1}) \end{bmatrix} \text{ when conditioned on } f(s^{\gamma n+1}) \quad (7.20b)
\]

and also, for \( j \in \{m(t) - m(s) - 1, m(t) - m(s) - 2, \ldots, 0\} \),

\[
f(t^{\gamma j}) \text{ is uncorrelated with } f(s) \text{ when conditioned on } f(t^{\gamma j+1}). \quad (7.21)
\]
Proof. See Appendix E.

While the algorithm of Chapter 4 focuses on the scale-recursive Markov property, Proposition 7.3.1 and Proposition 7.3.2 suggest a slightly different notion of Markovianity. Indeed, in designing the local internal matrix at node \( s \), rather than focus on every state at the next finer scale (as the scale-recursive Markov property does), we need only consider the subset of states that carry information about variables to estimate or measurements. In the remainder of this section, we will make this idea precise as we develop an algorithm based on the conditional decorrelation conditions of Proposition 7.3.1 and Proposition 7.3.2. This algorithm will produce an internal and exact or approximate model that incorporates nonlocal linear functionals associated with any particular estimation problem. Since it exploits the structure of the given estimation problem, it provides a better allocation of both state dimension and computational resources.

The description of the algorithm for designing a MAR model \( x(\cdot) \) for an estimation problem involving nonlocal variables is simplified by labeling the nodes of the tree that indexes \( x(\cdot) \). There are six kinds of node labels and any node may have any number (including none) of them. An unlabeled node will be called an empty node. The labels are \( e, ec, ep, m, mc, \) and \( mp \) which denote, respectively:

- estimate (\( e \)) node,
- estimate consistency (\( ec \)) node,
- estimate path (\( ep \)) node,
- measurement (\( m \)) node,
- measurement consistency (\( mc \)) node,
- measurement path (\( mp \)) node.

A node \( s \) is labeled \( e (m) \) if a variable to estimate (a measurement) is placed at \( s \), which is done as described in Section 7.2. A node is denoted \( ep (mp) \) if it is along the path from a node labeled \( e (m) \) to the root node. An example is illustrated in Figure 7.3 in which a variable to estimate and a measurement are represented at nodes 2 and 4, respectively. Notice that all nodes along the path from 2 to 0 and from 4 to 0 are labeled \( ep \) and \( mp \), respectively. A node \( s \) is labeled \( ec (mc) \) if both for some \( n, s^{\gamma} \) is labeled \( e (m) \) and also at least one descendent of \( s^{\gamma} \) is labeled either \( e \) or \( m \). Therefore, no nodes in the tree in Figure 7.3 are labeled \( ec \) or \( mc \). Consider, however, Figure 7.4, in which the node labels of Figure 7.3 have been augmented to indicate that a variable to estimate appears at node 1. Thus, nodes 3 and 4 are labeled\(^6 ec \) because \( 3^{\gamma} = 4^{\gamma} = 1 \) is an \( e \) node and a descendent of \( 3^{\gamma} = 4^{\gamma} \) (namely, node 4) is an \( m \) node. No other node

\(^6\)As will be explained, it is not necessary that node 3 be an \( ec \) node. However, the subsequent development is simplified if every node either has its full complement of children labeled or has none of them labeled.
satisfies the criterion for an ec or mc label. For instance, while node 5 does have an ancestor (at node 2) that is labeled e, there are no descendents of 5 that are labeled e or m.

Consider building a MAR model for an estimation problem with the characteristics implied by Figure 7.4. That is, there is one (nonlocal) measurement characterized by a linear functional we shall call h which has been placed at node 4. There are two (nonlocal) variables to estimate which have been placed at nodes 1 and 2 which are characterized by linear functionals $d_1$ and $d_2$, respectively. To arrive at an internal and consistent model, we must augment states descending from e and m nodes so that the information they carry is propagated down the tree (as described in Section 7.2). However, there is no need to propagate information to all descending nodes because many of them will play no role in the estimation problem. That is, the empty (unlabeled) nodes of Figure 7.4 are roots of subtrees which contain no measurements and no variables of interest to estimate. These nodes may, therefore, be removed and we arrive
at a pruned tree which contains only the shaded nodes of Figure 7.4. It is clear from this pruned tree that, for consistency, only nodes 3 and 4 need to carry information regarding a coarser-scale variable (namely, the \(d_1\) linear functional at node 1). Note that the information at node 3 exists only so that the \(d_1\) can be written in terms of variables at nodes 3 and 4. That is, the propagation of part of \(d_1\) to node 4 is required so that it is consistent with \(h\) (as described in Section 7.2). The other part of \(d_1\) is propagated to node 3. While this latter propagation is not necessary, our development is simplified if every node either has its full complement of children labeled or has none of them labeled.

Using the node labels of Figure 7.4, we may design states to capture exactly the cross-correlations between the measurement (at node 4) and the variables to estimate (at nodes 1 and 2) as follows. The internal matrices at nodes 2, 3, and 4 are already completely defined since they contain linear functionals corresponding to measurements and variables to estimate or parts of linear functionals needed for consistency (as is indicated by the labels \(e\), \(ec\), and \(m\)). All of these linear functionals are built into the internal matrices at nodes 2, 3, and 4 as described in Section 7.2. Consider designing the internal matrix for node 1. Some of the rows are already defined so as to capture \(d_1^T\), which represents the variable to estimate at node 1 (indicated by the label \(e\)). Since we seek to capture the cross-correlations between the measurement and the variables to estimate exactly, the role of the variables at node 1 is to conditionally decorrelate the variables at node 4 (which contains a measurement) and those of node 2 (which contains a variable to estimate). This is a pair-wise decorrelation problem which is easily solved using the techniques of Section 2.4 (after conditioning on the information present at node 1 as described in Section 7.2). Notice that there is no need to conditionally decorrelate the variables at node 3 and node 2 since those of node 3 play no role in the estimation problem other than providing internality. Now consider the root node. The variables at the root node must conditionally decorrelate the measurement at node 4 from the variable to estimate at node 2. To do so, it is sufficient to satisfy the conditions of Proposition 7.3.2 (cf., (7.21)) and, thus, we must conditionally decorrelate the variables at nodes 1 and 2. This too is a pair-wise decorrelation problem.

We may generalize the procedure illustrated by the preceding example as follows. The first step is to choose a \(q\)-adic tree with \(M + 1\) scales commensurate with the length of \(f^M\). The second step is to choose nodes at which to represent measurements and variables to estimate. These are the \(m\) nodes and the \(e\) nodes. The \(mp\), \(ep\), \(mc\), \(ec\), and empty nodes are also defined by this choice. The empty nodes may be pruned from the tree as they will play no role in defining the model. The internal matrices of the leaf nodes (those with no children) of this pruned tree are already defined as they contain linear functionals (or parts thereof) corresponding to nonlocal measurements and variables to estimate. Next, we proceed scale-recursively,\(^7\) beginning with scale \(M - 1\) and followed by scale \(M - 2\), etc. For each scale, we visit each node at that scale

\(^7\)We still think of the pruned tree as having nodes organized into scales where the scale of node \(s\) of the pruned tree is the same as in the original (unpruned) one.
and determine the local internal matrix for that node. The order in which the nodes at a given scale are visited is irrelevant. It suffices to describe the procedure for defining the internal matrix for an arbitrary node.

To describe this procedure we will make use of the following notation. Let \( \tilde{\mathcal{S}}_0 \) denote the set of nodes in the pruned tree while, as always, \( \mathcal{S}_0 \) is the set of nodes in the original regular tree. Similarly, using the notation of Section 2.2, we define

\[
\tilde{\mathcal{S}}_s \triangleq \tilde{\mathcal{S}}_0 \cap \mathcal{S}_s = \text{nodes in subtree of pruned tree rooted at } s, \\
\tilde{T}_s(n) \triangleq \{ t \in \tilde{\mathcal{S}}_s \mid m(t) = n \} = \text{nodes of pruned tree at scale } n \text{ descending from } s.
\]

Consider the set of ancestors of node \( s \) in the original (unpruned) tree,

\[
\mathcal{A}_s = \{ t \in \mathcal{S}_0 \mid t = s \gamma^\ell \text{ for some } \ell \geq 0 \}, \tag{7.22}
\]

and the subset of the set of ancestors that remain after pruning,

\[
\tilde{\mathcal{A}}_s = \mathcal{A}_s \cap \tilde{\mathcal{S}}_0. \tag{7.23}
\]

There is a unique node in \( \tilde{\mathcal{A}}_s \) of maximal scale. Denote this node by \( \tilde{s} \) which is defined formally as

\[
\tilde{s} = \arg \max_{t \in \mathcal{A}_s} m(t). \tag{7.24}
\]

For example, referring to the tree of Figure 7.4, \( \tilde{s} = 2 \) because the node in the pruned tree which corresponds to the ancestor (in the original tree) of 5 with maximal scale is 2. Similarly, if \( s \) is a descend of 5 (or, for that matter, 6) in the original tree \( \hat{s} = 2 \) as well. Next, define

\[
\tilde{\mathcal{U}}_s(n) \triangleq \tilde{T}_s(n) \cup \{ \hat{t} \mid t \in \mathcal{T}_s(n) - \tilde{T}_s(n) \} \tag{7.25}
\]

where \( \mathcal{T}_s(n) \) is the subset of nodes of \( \mathcal{S}_s \) that reside at scale \( n \) (as defined in Section 2.2). Basically, \( \tilde{\mathcal{U}}_s(n) \) is the set of nodes at scale \( n \) that descend from \( s \) in the pruned tree with the modification that, if a node \( t \) at scale \( n \) has been pruned away, the node of the pruned tree that is its ancestor (in the original tree) of maximal scale, \( \hat{t} \), is included in \( \tilde{\mathcal{U}}_s(n) \). Thus, considering again Figure 7.4, \( \tilde{\mathcal{U}}_0(2) = \{3, 4, 2\} \). Finally, define the following subsets of \( \tilde{\mathcal{U}}_0(n) \):

\[
\tilde{\mathcal{H}}_s(n) \triangleq \{ t \in \tilde{\mathcal{U}}_0(n) \mid t \text{ is labeled } m, mc, \text{ or } mp \}, \tag{7.26a}
\]
\[
\tilde{\mathcal{D}}_s(n) \triangleq \{ t \in \tilde{\mathcal{U}}_0(n) \mid t \text{ is labeled } e, ec, \text{ or } ep \}. \tag{7.26b}
\]

Returning now to the procedure for defining the local internal matrix at node \( s \) which resides at scale \( n \), we proceed in a fashion similar to that of Section 7.2. That is, we are going to build a local internal matrix for node \( s \) by considering several pair-wise decorrelation problems, one for each child of \( s \). For each such problem, we are going
first to condition the relevant random variables on the linear functionals that have been placed at $s$. The solutions to these pair-wise problems are then concatenated as in (2.66). The structure of a particular pair-wise problem depends on the label of the node $so_i$ we are considering. If $so_i$ is an $m$ or $mp$ node (e.g., node 4 in the tree of Figure 7.4) then it indexes a measurement or is an ancestor of a node that does. Therefore, one of the roles of the state at node $s$ is to conditionally decorrelate all of the measurements that reside at or descend from $so_i$ from all other measurements and variables to estimate in the tree so as to capture exactly (7.13a) and (7.13b). Sufficient conditions for achieving this decorrelation are given in the statements of Proposition 7.3.1 and Proposition 7.3.2. Since we are designing an internal model (in which each state is a linear function of its children states), these conditions further simplify. Indeed, we need only consider the pair-wise problem of conditionally decorrelating the variables at $so_i$ from all other variables at scale $n + 1$ pertaining to measurements and variables to estimate, namely those indexed by $\hat{H}(n + 1) \cup \hat{D}(n + 1) - \{so_i\}$. For example, referring again to Figure 7.4, it is sufficient that the variables at 1 conditionally decorrelate the variables at node 4 (an $m$ node) from the variables at nodes 2 (an $e$ node) and 3 (an $ec$ node), both of which belong to the set $\hat{D}(2)$.

If, on the other hand, $so_i$ is an $e$ or $ep$ node (e.g., node 2 in the tree of Figure 7.4) then the role of $x(s)$ is to conditionally decorrelate all of the variables to estimate that reside at or descend from $so_i$ from all measurements so as to capture exactly (7.13a). Therefore, we need to consider the pair-wise problem of conditionally decorrelating the variables at $so_i$ from those indexed by $H(n + 1) - \{so_i\}$. For example, referring again to Figure 7.4, the variables at node 0 need to conditionally decorrelate the variables at node 2 from those at node 1 which belongs to $\hat{H}(1)$. Notice that the asymmetry in this procedure mimics the asymmetry of estimation. That is, measurements and variables to be estimated are not treated equivalently because, in solving an estimation problem, information flows from measurements to estimated variables but not vice versa. In the sequel, we will refer to the technique developed in this section as goal directed modeling (GDM).

The computational complexity of the foregoing procedure depends critically on the number, type ($e$ or $m$), and node placement of nonlocal linear functionals. Clearly the complexity of this procedure is no greater than the one described in Section 7.2 and is typically smaller for two reasons. First, some nodes are pruned away and are, therefore, never visited in model realization. Second, as described in the previous paragraph, while variables at an $m$ node must be conditionally decorrelated from many variables (those relating to both measurements and variables to estimate), variables at an $e$ node must only be conditionally decorrelated from a smaller set of variables (those relating to measurements). Thus, the marginal computational cost of accommodating an additional $e$ node is smaller than that of accommodating an additional $m$ node. However, precise characterization of the computational complexity as a function of the number, type, and placement of nonlocal linear functionals is an open problem to which we will return in Chapter 8.
Figure 7.5. (a) MAR (solid line) and optimal (dashed line) estimates of fBm(0.3) based on sparse point-wise measurements and the sum over (3/4, 1], approximately incorporated using the AN method ($d = 4$). Plus/minus one standard deviation error bars (dotted lines) are also shown. (b) MAR error standard deviations (solid line) and optimal ones (dashed line). (c) and (d) represent processing similar to (a) and (b) but the nonlocal measurement is incorporated exactly using the EN method rather than approximately.

7.4 Examples

In this section we provide several examples illustrating the algorithms described in this chapter.

7.4.1 One-Dimensional Examples

In our first example we illustrate the AN method of Section 7.1 and the EN method of Section 7.2 and show that accurate estimation results can be obtained even when nonlocal measurements are approximated. Figure 7.5 illustrates the estimation of 64 samples of fBm(0.3) over (0, 1] from nine noisy measurements. Eight of the measurements are local point measurements of the samples indexed by perfect squares in [1 : 64]. This cor-
Sec. 7.4. Examples

responds to measurements at times \( t = 0.02, 0.06, 0.14, 0.25, 0.39, 0.56, 0.77, 1.00 \). The ninth measurement is a nonlocal one representing the sum over the quarter-interval \((3/4, 1]\). For all measurements, the measurement noise has variance \( 0.01 \). The MAR model to be used to solve this estimation problem has state dimension \( d = 4 \) and we first consider a model for which the nonlocal measurement has been added approximately using the AN method. Specifically, the MAR process used as a model for this problem is indexed by a dyadic tree with five scales. The point-wise measurements are mapped to the finest scale, as has been done in the estimation problems considered in previous chapters. The single nonlocal measurement (the sum over \((3/4, 1]\)) is represented at scale \( n(s) = 2 \) and shift \( \nu(s) = 4 \) which is, in some sense, the most natural node because the fine-scale descendents of this node correspond to the interval \((3/4, 1]\). Figure 7.5(a) illustrates the MAR estimates (solid line), optimal estimates based on exact statistics (dashed line) and one standard deviation error bars (dotted line). The largest difference between the exact and MAR estimates is in the interval \((3/4, 1]\)—precisely the region associated with the approximately represented nonlocal functional. However, the MAR estimates are close to the optimal ones and well within the error bars indicating that the impact of the modeling error (due both to the approximate MAR model of \( \text{fBm}(0.3) \) and the approximate incorporation of the nonlocal linear functional) for this estimation problem is not significant. Figure 7.5(b) illustrates the MAR estimation error standard deviations (solid line) and the optimal ones (dashed line).

Next, we continue to consider the estimation problem described in the previous paragraph but we apply a MAR model (again, with state dimension \( d = 4 \) and indexed by a dyadic tree with five scales) for which the nonlocal measurement is added exactly using the EN method. Specifically, first the nonlocal linear functional is incorporated at scale \( m(s) = 2 \) and shift \( \nu(s) = 4 \) and the information carried by it is propagated down the tree as described previously. Then, a model is built around the information contained in node \((m(s), \nu(s)) = (2, 4)\) and its descendents by conditioning on it as described in Section 7.2. Figure 7.5(c) and Figure 7.5(d) illustrate estimates and error standard deviations associated with this model (solid lines) as well as the optimal ones (dashed lines). Notice that the estimates of Figure 7.5(c) are better (i.e., closer to the optimal ones) than those of Figure 7.5(a). This is most easily seen in the region \((3/4, 1]\). Additionally, the error standard deviations of the MAR model depicted in Figure 7.5(d) are noticeably closer to the optimal ones than are those of Figure 7.5(b). Again, this is most evident in the region \((3/4, 1]\).

In our second example, we compare the EN method of Section 7.2 to the GDM method of Section 7.3 for the problem of estimating 64 samples of a 15-th order stationary Markov process. There are three measurements in this problem: a point measurement at location 32, the sum of the four samples \([1 : 4]\) and the sum of the four samples \([61 : 64]\). The measurement noise has variance 0.1 for all three measurements. Figure 7.6(a) illustrates MAR (solid line) and optimal (dashed line) estimates based on a model with state dimension \( d = 3 \) designed using the EN method in which the linear functionals representing the two nonlocal measurements are incorporated exactly.
Figure 7.6. (a) MAR (solid line) and optimal (dashed line) estimates of a 15-th order stationary Markov process based on one point measurement (sample 32) and two nonlocal ones (sums of first and last four points) incorporated exactly using the EN method \( d = 3 \). Plus/minus one standard deviation error bars (dotted lines) are also shown. (b) MAR error standard deviations (solid line) and optimal ones (dashed line). (c) and (d) represent processing similar to (a) and (b) but the model is built using the GDM procedure.

Plus/minus one standard deviation error bars (dotted line) are also shown. As explained in Section 7.2, the technique for computing the model parameters is based on the procedure of Section 4.1 (with the difference that we first condition on the nonlocal variables). The procedure of Section 4.1 relies on scale-recursive Markovianity which, as we will illustrate, is overkill for this problem because it focuses on variables that play no role in estimation. Notice that the MAR estimates are poor approximations to the optimal ones, with the maximum difference larger than one standard deviation. MAR (solid line) and optimal (dashed line) error standard deviations are shown in Figure 7.6(b). This plot illustrates that the MAR error standard deviations are also crude approximations to the optimal ones.

Figure 7.6(c) and Figure 7.6(d) illustrate estimates and error standard deviations,
respectively, derived from a different MAR model designed using the GDM technique (solid line) and based on the optimal statistics (dashed line). The MAR model has state dimension \( d = 3 \). The GDM technique is not based on the scale-recursive Markov property and exploits the structure of the estimation problem. It focuses its attention only on conditionally decorrelating variables that do play a role in estimation and, therefore, achieves a higher fidelity model with no increase in state dimension. The improvement in estimates and error standard deviations is clear from the figures. This improvement is due to the fact that the GDM technique focuses state dimension resources on the estimation problem at hand and does not waste them on modeling parts of \( P_{fM} \) that are not relevant to this problem.

7.4.2 Two-Dimensional Multiresolution Data Fusion Example

In the next example, we illustrate a random field data fusion problem based on irregular local and nonlocal measurements. In particular, we estimate the field illustrated in Figure 7.7(a) based on measurements whose locations are indicated in Figure 7.7(b). The sample-path in Figure 7.7(a) is identical to the one depicted in Figure 4.10(a) and is drawn from the statistics of (4.17). Each grey point in Figure 7.7(b) corresponds to a point measurement. Only about 20% of the fine-scale pixels are measured and, as can be seen, the point measurements are scattered irregularly. The four horizontal black lines correspond to nonlocal sums. That is, we have four line-integral measurements taken over the regions indicated with black lines. The measurement noise variance is 0.2 for all measurements. Applying a MAR model designed using the EN method (and with \( d = 64 \)) to the data fusion problem at hand, we obtain the MAR estimates and estimation error variances shown in Figure 7.8(a) and Figure 7.8(b), respectively. Figure 7.8(c) and Figure 7.8(d) illustrate estimates and error variances for the same estimation problem but associated with a MAR model with state dimension \( d = 32 \). Notice that the estimates of Figure 7.8(c) are nearly identical to those of Figure 7.8(a). Additionally, the estimation error variances of Figure 7.8(d) are on the same order as
Figure 7.8. Random field multiresolution data fusion example. (a) Estimates based on the measurement geometry of Figure 7.7(b) using a MAR model designed using the EN method (state dimension \(d = 64\)). (b) Error variances. (c) and (d) represent processing similar to (b) and (c) but with a MAR model with state dimension \(d = 32\).

those of Figure 7.8(b), and some blocky artifacts can be seen in the former due to the lower dimensionality of the model.

The estimates and error variances for a data fusion problem similar to the one just discussed are illustrated in Figure 7.9. The data for this case are identical to those for the previous example. However, in this case we are interested in viewing the problem at a coarser scale. That is, rather than estimating exclusively fine-scale pixels, we instead wish to design a MAR model which provides coarser scale estimates and error variances. Specifically, we build a MAR model that includes the average over 4 \(\times\) 4 regions tiling the underlying 64 \(\times\) 64 field. Additionally, we have used the GDM method in which each of these nonlocal linear functionals\(^8\) is placed in the quad-tree at the unique node with maximal scale with the property that the support of the linear functional is contained in the fine-scale region (abstractly) represented at that node. Figure 7.9(a) illustrates the estimates for the 4 \(\times\) 4 coarse-scale pixels based on a MAR model with state dimension \(d = 64\) while Figure 7.9(b) illustrates the corresponding estimation error variances. Figure 7.9(c) and Figure 7.9(d) illustrate the 4 \(\times\) 4 coarse-scale pixel estimates and error variances, respectively, but for a model with state dimension \(d = 32\). Figure 7.9(c)

\(^8\)There are 260 nonlocal linear functionals in this problem, 4 representing nonlocal measurements and 256 representing the the 4 \(\times\) 4 coarse-scale pixels tiling the 64 \(\times\) 64 field.
Figure 7.9. (a) Coarse-scale estimates (4 × 4 averages) based on the measurement geometry of Figure 7.7(b) (d = 64). (b) Error variances associated with the estimates of (a). (c) and (d) represent processing similar to (a) and (b) but with a MAR model with state dimension d = 32. (e) Absolute value of the fractional difference between (a) and (c). (f) Absolute value of the fractional difference between (b) and (d).

appears to be very similar to Figure 7.9(a), and Figure 7.9(b) appears to be very similar to and Figure 7.9(d). However, there are some significant differences. These can be seen in Figure 7.9(e) and Figure 7.9(f). The former illustrates the absolute value of the fractional difference between Figure 7.9(a) and Figure 7.9(c) where Figure 7.9(a) is used for normalization. That is, if $F_a$ and $F_c$ represent Figure 7.9(a) and Figure 7.9(c),
respectively, then

\[
\left| \frac{F_a - F_c}{F_a} \right|
\]

(7.27)

is plotted in Figure 7.9(e) where the subtraction, division, and absolute value in (7.27) is pixel-wise. Similarly, Figure 7.9(f) illustrates the absolute value of the fractional difference between Figure 7.9(b) and Figure 7.9(d) where Figure 7.9(b) is used for normalization. Figure 7.9(e) and Figure 7.9(f) show that for many pixels the normalized difference between the 64-th order model (of Figure 7.9(a) and Figure 7.9(b)) and the 32-nd order model (of Figure 7.9(c) and Figure 7.9(d)) is insignificant. However, for some pixels the normalized difference is significant, indicating that some important statistical features are not captured by the lower-dimensional model.

The examples of this section have shown that, in certain circumstances, one can achieve excellent estimation results with lower dimensional models (e.g., using the GDM technique of Section 7.3) or with models for which nonlocal functionals are only incorporated approximately (e.g., using the AN technique of Section 7.1). In some cases, exact incorporation of nonlocal functionals is required (e.g., using the EN technique of Section 7.2) to achieve good performance. Further development of these techniques and characterizing the circumstances in which they are appropriate is an open problem.
Contributions and Suggestions

This thesis makes significant contributions in the general area of stochastic modeling and, in particular, to the theory of internal MAR processes and MAR model identification. These are summarized in Section 8.1. Notwithstanding these contributions, there are a number of important open problems associated with the MAR framework. Some of these are extensions of work presented in this thesis, and these too are summarized in Section 8.1. Other suggestions for future research are found in Section 8.2.

8.1 Thesis Contributions and Extensions

This thesis addressed three main topics in stochastic modeling with MAR processes. These topics were summarized in Section 1.2 as:

- computationally efficient internal MAR stochastic realization (Chapter 3, Chapter 4, Chapter 7),
- unification of the wavelet and MAR frameworks (Chapter 5), and
- covariance extension (Chapter 6).

Each of these main topics can be further subdivided into several problems, the solutions of which represent important contributions in their own right. Indeed, the resulting algorithms will serve as invaluable tools to researchers wishing to apply the MAR framework. Additionally, the conceptual framework developed in this thesis for addressing these problems represents a fertile foundation for future theory and algorithms. In this section we summarize these problems, their solutions, and possible extensions.

A Theory for Internal MAR Processes

Non-internal (i.e., external) MAR models have been developed and successfully applied to several signal processing problems. For example, the $1/f$-like models described in [28,29] and applied to one-dimensional [28,29] and two-dimensional [127,128] optical flow, oceanographic problems [63,66], and surface reconstruction [63,69] are external.
Additionally, high-fidelity and low-dimensional external models for fBm and other processes are developed in [37, 40, 96, 98, 100]. These facts beg the question: why restrict attention to internal models?

There are several important reasons to focus on the property of internality, many of which were discussed in Section 1.2.1 and Chapter 3. Included among these are the following:

- internality vastly simplifies model identification and reduces the problem to one of finding internal matrices;

- internality provides model consistency which is of critical importance when designing states to include specific nonlocal linear functionals (e.g., wavelet-based functionals, tomographic (line-integral) functionals, area averages, etc.); and

- internality leads to a scale-recursive notion of Markovianity and thereby plays a role in achieving computationally efficient realization algorithms.

In addition to these reasons there are others. One is that, given noisy (local or non-local) observations of the fine-scale process $x^M$, only the internal part of a state may be estimated. That is, any external component is in the null-space of the estimator. Another and more fundamental reason to focus on internality is that it is an important pillar in the foundation of state-space stochastic realization theory. Indeed, much of the success that state-space modeling has enjoyed stems from theoretical and algorithmic simplifications that internality provides. This thesis has shown that a MAR stochastic realization theory based on the concept of internality possesses many of the attractive features of its state-space counterpart. It is fair to say, then, that internality is an important concept in its own right and one that deserves precise characterization and development.

Chapter 3 provided such a development. The main result is that the correct parameterization of internal MAR states is through local internal matrices that linearly relate each state to the sub-process at the previous finer scale. This new parameterization differs from previous attempts to parameterize internal MAR states [96, 98, 100] in which each state is parameterized by a matrix that relates it to the finest scale subprocess. Not only did these previous approaches lead to inconsistent (i.e., external) models, they lead to computationally burdensome realization algorithms because the determination of the linear functionals relating each state to the fine scale relies on a number of variables proportional to the number of fine-scale nodes. In contrast, the scale-recursive parameterization developed in Chapter 3 leads to an efficient and consistent realization algorithm based on a scale-recursive notion of Markovianity (and on predictive efficiency).

Notwithstanding the motivation for and the success of the theory of internal MAR processes developed in this thesis, a corresponding theory for external MAR processes is attractive. Perhaps the most compelling motivation for the development of such a theory is the fact that to find a minimal MAR model (one with smallest possible state
dimensions) one may need to look beyond internal models and consider the larger class of external ones [96]. However, as of this writing, there is no known path through the wilderness of external processes and, therefore, there is no known systematic procedure for searching for minimal models. The external models mentioned at the start of this section were all developed either by ad hoc means or as an unintended consequence of an improper parameterization for internal processes.

One possible (but, as of yet, not well thought out) approach to understanding external processes stems from the following observation. An external state can be written as a sum of an internal part and a (purely) external part. Therefore, beginning with a state of an exact, internal model, it is, perhaps, possible to add external randomness to achieve a lower dimensional state that fulfills the same decorrelation role as the original internal one.

Consistent and Efficient MAR Model Realization

To harness the utility of the MAR signal processing algorithms, one must translate the problem at hand into the MAR framework. Doing so means endowing a MAR process with all (or at least the most salient) statistical features of the underlying processes. For problems which can be characterized exclusively by the second-order statistics of a fine-scale random process (i.e., there are no nonlocal variables of interest), this corresponds to choosing parameters of a MAR process so that its fine-scale variables have second-order statistics that well-approximate the given ones.

It is precisely this MAR stochastic realization problem that is the topic of [40,96,98, 100]. However, the approach taken in these works suffers from several weaknesses, two of which are addressed by the algorithm developed in Chapter 4 of this thesis: consistency and computational complexity. A general-purpose algorithm based on the notion of fine-scale Markovianity was presented in Chapter 4 with complexity quadratic in problem size. Application of the boundary approximation further reduced this complexity to linear in problem size. In contrast, the general-purpose algorithm of [96,98,100] has complexity quartic in problem size. Another feature of the approach of Chapter 4 not shared by others is that it leads to internal (and, hence, consistent) models.

One important component of the model identification approach of Chapter 4 is predictive efficiency (Section 2.4). This estimation-theoretic tool is used to conditionally decorrelate random vectors and also plays a role in computational efficiency. The use of predictive efficiency in MAR model identification leads to a computational simplification of two orders as compared to using canonical correlations (the method used to conditionally decorrelate random vectors in previous MAR model identification approaches) because it treats the two vectors to be decorrelated asymmetrically. In the context of MAR stochastic realization, this asymmetry permits the organization of calculations so that the inversion and singular value decomposition of large matrices is not required—steps that cannot be avoided when using canonical correlations.

Additional computational savings are achieved by the boundary approximation in which one only attempts to conditionally decorrelate elements of a random process from
nearby elements, rather than from all other elements. The intuition that motivated the boundary approximation is that for nearly Markov processes or processes with quickly-decaying long-range correlations the boundary elements summarize the salient statistical features. In Section 4.2.2 some theoretical justification for this intuition was provided in the form of bounds on the approximation error. While the bounds do show that as the process becomes closer to Markov (in a certain sense) or has faster decaying long-range correlations the boundary approximation is closer to the exact method, they are rather crude and certainly far from tight. Therefore, one obvious extension is to refine and tighten these bounds. Another extension stems from the observation made in Section 4.3 that the boundary approximation is an accurate one for a richer class of processes than Markov or quickly decorrelating ones. Characterizing the class of processes for which the boundary approximation is accurately applicable is an open problem.

The boundary approximation is not the only kind of approximation one can imagine making. Indeed, taking a broader view of the problem suggests some alternatives. The problem is to estimate a large vector \( z_2 \) from a small one \( z_1 \) and, therefore, the estimate lives in a subspace with dimension equal to the length of \( z_1 \). Hence, it is reasonable to expect that consideration of the estimate of a low-dimensional summary of \( z_2 \) ought to be sufficient. There are a variety of ways, other than the boundary approximation, to reduce the dimensionality of \( z_2 \) and the heart of the problem is to find ones that are both useful and efficient. One idea is to use Krylov subspace methods [84,161,163,164] to project \( z_2 \) onto a small subspace that captures most of the variability that can be estimated from \( z_1 \). Another idea is motivated by multipole-like or mean-field-like approximations [64,65,87,196–198]. Approximations of this type summarize distant variables by aggregating them rather than ignoring them as the boundary approximation does. Therefore, while they provide a means to account for some of the statistical features of distant variables, they are not as greedy or as computationally costly as exact methods or as myopic as local methods such as the boundary approximation. Developing efficient and effective alternatives to the boundary approximation and characterizing the class of processes for which they make sense is an open problem.

### Unification of Wavelet and MAR Frameworks

The unification of wavelets and MAR processes provided in Chapter 5 is both theoretically satisfying and practically important. It is satisfying because, while wavelets motivated the development of MAR processes and while the two frameworks are tantalizingly similar, they seemed, until this thesis, irreconcilable except in the case of the Haar wavelet. It is important because MAR-wavelet processes combine the renowned modeling power of wavelets with the flexibility and efficiency of the MAR framework. Additionally, MAR-wavelet processes provide another route toward stochastic modeling with the MAR framework—a route that is less closely tied to the minute and (in many cases) irrelevant or poorly known details of the statistics of the signal being modeled.

There were two issues to address to achieve the unification. The first was model con-
sistency (i.e., internality) which is crucial if MAR state elements are to be wavelet and scaling coefficients of the fine-scale process. Once internality was understood (Chapter 3), the second issue was how to design the MAR-wavelet states associated with any compactly supported orthogonal or biorthogonal wavelet to provide internality while keeping the state dimension low. This latter issue is resolved in Section 5.2.2.

In Section 5.3 MAR-wavelet processes were applied to the problem of stochastic realization. One main result is that internal MAR-wavelet models (for which the MAR process driving noise represents the prediction error in estimating detail coefficient from coarser scale scaling and detail coefficients) outperform standard MAR-wavelet models (for which the MAR process noise represents the detail coefficients themselves). This result can be explained as follows. While the standard MAR-wavelet models make the assumption that wavelets perform a Karhunen-Loève decomposition of the process being modeled, the internal MAR-wavelet models are more sophisticated. Indeed, they make the weaker assumption that the parent-to-child prediction errors are white and thereby incorporate a synthesis algorithm for the detail coefficients complementing the customary one for the scaling coefficients. An important consequence of the fact that internal MAR-wavelet models exploit the correlations among neighboring wavelet coefficients is that models of relatively low dimension, corresponding to wavelets of small support and few vanishing moments, can achieve a surprisingly high degree of statistical fidelity.

The MAR-wavelet processes developed in Chapter 5 are applicable to the modeling of one-dimensional signals. The extension to two dimensions poses a number of important and challenging problems, some of which are currently being studied [42]. Among these are the two-dimensional generalizations of Proposition 5.2.1 and Proposition 5.2.2. Even a casual glance at the proof of Proposition 5.2.1 in Appendix C makes clear that this generalization is far from straightforward.

The MAR-wavelet work of Chapter 5 is an instance of a more general concept, namely the idea of selecting internal matrices from a library of linear functionals. This idea is an extremely important one in many applications, some of which have been highlighted in this thesis. For example, if one is interested in estimating nonlocal variables from data collected at multiple resolutions, the MAR states must be able to represent the coarser variables in addition to playing a conditional decorrelation role. This corresponds to selecting internal matrices from a library of linear functionals which include ones that not only do a good conditional decorrelation job but also include ones that represent nonlocal variables to estimate or to include as measurements. The problem of developing and selecting from a more general (not necessarily wavelet-based) library suitable for a rich class of modeling problems is an open one.

Model Identification from Incomplete Covariance Information

All previous approaches to MAR stochastic realization rely on the assumption that the covariance matrix of the signal to be modeled is precisely and completely known. Relaxation of this assumption is critical if the MAR framework is to be applied to large
real-world problems—ones for which full specification of a covariance matrix is unlikely to be available. Consideration of the problem for which only a subset of the covariance elements are known leads to the covariance completion (or extension) problem which was the focus of Chapter 6.

To address the specific problem of building a MAR model for the maximum-entropy completion of a partially specified (banded) covariance matrix, we developed a generalization of the classical Levinson algorithm in Section 6.4. In doing so, we showed that completions of any partially specified covariance matrix for which the known entries correspond to a chordal graph may be computed via one-element extensions. Applying this generalized-Levinson algorithm to the MAR maximum-entropy completion modeling problem, we showed that the parameters of a MAR model can be computed efficiently. Indeed, the complexity of doing so is comparable to that which is achieved by the classical Levinson algorithm in computing the parameters of an autoregressive model.

The specific problem considered in Chapter 6 represents a first step in the development of techniques for MAR model identification from incomplete covariance information. Indeed, there are many conceivable extensions and open problems. The most obvious one, perhaps, is the relaxation of the rather rigid requirement of Chapter 6 that the $2k + 1$ main diagonal bands are known. The banded partial covariance case is a convenient one because its maximum-entropy completion corresponds to a Markov process, and the internal matrices that define MAR states are clear. One challenge in considering more a more general (but still chordal) pattern of known covariance elements is that, in general, it is unclear what the internal matrices ought to be. The same problem arises if one considers completions other than the maximum-entropy one.

A seemingly more difficult challenge arises when one considers covariance information that does not correspond to a chordal graph. This situation may occur because, in addition to information about the correlation between fine-scale random variables, the correlation between some coarse-scale, nonlocal variables are also provided. Nonchordal graphs also arises naturally in two-dimensions where nearest-neighbor covariance information does not give rise to a chordal graph (recall the nearest-neighbor graph of Figure 6.2(c)). However, non-chordial graphs can arise in important one-dimensional problems as well, for instance in two-point boundary value problems [5] such as the Brownian bridge which has applications in finance [176], polymer science [136], thermodynamics [150], and immunization theory [15]. In the Brownian bridge problem, in addition to diagonal bands, the covariance between the end-points of a one-dimensional random process are known.

At first glance, the Brownian bridge problem seems like a simple variation on the one considered in Chapter 6 since it involves only one additional covariance element—the one associated with the end-points of the process. Heightening this sense of simplicity, the process end-points are both available in the root node state of the MAR end-point model used in Chapter 6. Therefore, it would seem that knowledge of the additional covariance element only impacts the computation of the root node statistics. Unfor-
Unfortunately, however, once we leave the world of chordal graphs the entire procedure for computing the extension necessary to build the MAR model must be revamped. The reason is that all of the theory of Chapter 6 is premised on chordality and it is unclear how to modify it or the resulting extension algorithm for the case of non-chordal graphs. Some optimism can be gleaned from the fact that there has been some work on non-chordal completions [10, 33, 82, 159]. Other covariance completion work different from that previously discussed in this thesis is found in [2] and [132]. The former considers the completion of banded partial covariance matrices for which there are gaps (i.e., non-adjacent bands are known). The latter considers the completion of partial covariance matrices under linear constraints on the unknown elements. Harnessing these techniques for application to MAR model identification is an open problem.

There are a number of open graph-theoretic questions raised by the covariance extension work of Chapter 6. One is the development of fast algorithms for finding chordal sequences. Another is the existence and construction of efficient chordal sequences (which are defined by Definition 6.4.1). While solutions to these problems are not necessary for the particular problem addressed in Section 6.5 (that of building a MAR model for the maximum-entropy completion of a banded covariance matrix), they are important for the efficiency of the generalized-Levinson algorithm developed in Section 6.4.

Another type of problem arises when considering the identification of MAR models from no covariance information, i.e., when considering identification from directly from data. No doubt many of the techniques developed in this thesis, including those of covariance extension, have data-based counterparts. Additionally, there are likely approaches not found in this thesis that are better suited to model identification from data—for instance, approaches based on iterative learning algorithms or adaptive filtering which are currently being investigated [180]. Although this work is preliminary, it appears that one of the fundamental difficulties is finding internal matrices. One possible way around this difficulty is to simply select internal matrices from a class that is known to be broadly effective (e.g., the class of wavelet bases or the class given by end-point MAR models for Markov processes). Then these initially selected internal matrices can, perhaps, be evolved iteratively in a data-driven way to arrive at ones more appropriate for the particular statistics of the data.

**Incorporation of Nonlocal Variables**

The challenge of MAR model identification resides in the number of conflicting constraints that a MAR model must satisfy. These include: possessing low dimensional states, achieving high statistical fidelity (equivalently, providing a good approximation to Markovianity), and possessing internality (or, consistency). Consideration of these constraints is sufficient to address the modeling of a fine-scale random process. However, to address estimation problems involving nonlocal variables one must add another constraint: that each of the specific nonlocal variables of the problem at hand be expressible (at least to good approximation) as a linear function of a MAR state. Dealing
with this additional constraint is the topic of Chapter 7.

Three techniques are developed in Chapter 7. The approximate nonlocal (AN) method of Section 7.1 incorporates nonlocal variables approximately and results in no increase in state dimension over that which is required to model fine-scale statistics. As is shown by example in Section 7.4, there are problems for which approximate representation of nonlocal measurements has an acceptably small impact on the accuracy of the estimates and error variances. Approximating measurements is also consistent with the point of view that any model is an idealization of the true statistics. Therefore, this provides motivation and justification for making approximations for the sake of computational efficiency if the approximation remains faithful to the statistical features that are important for the problem at hand. A precise characterization of when such approximations are effective is an open issue.

Another technique developed in Chapter 7, the exact nonlocal (EN) method of Section 7.2, incorporates nonlocal variables exactly, a problem that has been considered in [37,39]. One significant difference between the EN method and that of [37,39] is that the latter begins with a model while in the former a model is built around the nonlocal linear functionals. Therefore, the information carried by the nonlocal linear functionals may be conditioned upon leading to a more efficient allocation of state dimension and higher fidelity models.

The final technique of Chapter 7, the goal directed modeling (GDM) technique of Section 7.3, exploits the structure of the estimation problem to simplify model realization. We showed with an example that there are instances in which the Markov property leads to a poor allocation of resources because it conditionally decorrelates random variables that are irrelevant for estimation. GDM is based on an intellectual successor to the Markov property and our example showed that a model designed using this technique can outperform one based on the Markov property. A major unresolved issue associated with this technique is computational complexity. The challenge in assessing complexity is to understand the impact of the number, type, and node placement of nonlocal linear functionals. While the modeler is free to select the nodes at which to represent nonlocal variables, it is unclear how to make this choice to minimize the complexity of model realization or of estimation.

The work of Chapter 7 suggests a modeling philosophy substantially different from those of previous chapters—that of designing a model with a specific purpose in mind (e.g., an estimation problem or a class of related estimation problems). In turn, this philosophy suggests fundamental questions. It is clear from the work of Chapter 7 that, given the additional structure provided by a particular modeling goal, one can achieve models better suited for that goal as compared to those designed in the absence of this additional structure. However, it is far from clear precisely how one ought to exploit this additional structure or even what all the degrees of freedom are. The concept of goal directed modeling presents significant problems many of which are raised but not conclusively resolved by the work in Chapter 7.
8.2 Additional Suggestions for Future Research

While many extensions of the work presented in this thesis were discussed in the previous sections of this chapter, there are a number of other open issues associated with the MAR framework. Some of these are discussed in this section.

Variations of and Alternatives to Predictive Efficiency

In Chapter 4 we based our approach to conditionally decorrelating several random vectors on predictive efficiency. The only aspects of predictive efficiency that are crucial to stochastic realization are computational efficiency and an interpretation as a measure of conditional decorrelation or distance from Markovianity. It is conceivable that there are other criteria (e.g., those based on information-theoretic concepts like mutual information) that also have these properties and which may lead to more accurate (in some sense) realizations or are more appropriate for other types of MAR model identification problems not discussed in this thesis (like the estimation of MAR parameters from data).

In the remainder of this section we discuss some open problems associated with predictive efficiency. As stated in Section 2.4, finding a procedure for solving the higher-order predictive efficiency problem (2.64) is an open problem. Our suboptimal solution of solving several pair-wise problems also raises issues. One issue is how to choose \( r_i \), the number of linear functionals of \( z_i \) to keep. Our approach of choosing \( r_i \) implicitly by keeping the linear functionals corresponding to the \( d \) highest eigenvalues has one unfortunate consequence: the collection of linear functionals may contain redundant information.

A way to avoid this redundancy is to consider adding linear functionals sequentially where at each sequential step we add one or more linear functionals that have the highest predictive efficiency conditioned on the linear functionals that have been chosen during previous steps. One simple way to do this is first to incorporate linear functionals from \( z_1 \), then from \( z_2 \), etc., an approach that requires specifying the \( r_i \) sequentially rather than collectively. This will produce models that depend on the order in which the \( z_i \) appear in the sequence. More complex alternatives (e.g., cycling through the \( z_i \) several times, incorporating smaller numbers of linear functionals at each step) can potentially achieve greater statistical fidelity with an increase in computational load.

Another way to determine the \( r_i \) is to minimize the maximum cost of the pair-wise problems. Since the predictive efficiency matrices \( (U_i, \Lambda_i) \) for the pair-wise problems (2.65) do not depend on one another, we may compute them all before determining the \( \{r_i\} \). Then, letting \( \lambda_j \) be the \( j \)-th eigen-value in \( \Lambda_i \), consider the discrete optimization problem

\[
\min_{\{r_i\}} \max_{i \in [1:q]} \mathcal{E}(z_i^F \mid V_i, r_i, z_i) = \min_{\{r_i\}} \max_{i \in [1:q]} \sum_{j=r_i+1}^{d} \lambda_j \tag{8.1}
\]

subject to the constraint that \( \sum_{i=1}^{q} r_i \leq d \). It is worth emphasizing that there is no
guarantee that the matrix
\[ \tilde{V} \triangleq \text{diag}(V_{1,r_1}, V_{2,r_2}, \ldots, V_{q,r_q}) \] (8.2)
which is formed based on these “optimal” \( \{r_i\} \) is optimal in the sense of minimizing the cost function of (2.64) which we repeat:
\[ \tilde{\varepsilon}(z_1, z_2, \ldots, z_{q+1} \mid \tilde{V}z_0). \] (8.3)
There may be another choice for the \( \{r_i\} \) that both decreases (8.3) yet increases the cost function of (8.1). How to select the \( \{r_i\} \) to minimize (8.3) is an open problem.

**Overlapping with Nonlocal Variables**

We reviewed the overlapping tree method of [63, 96, 97] in Section 2.3.4 and applied it to reduce the blockiness of our examples in Chapter 4. Although not employed in this thesis, the overlapping method can be applied to estimation, not just sample-path generation. However, a significant limitation of the current understanding of estimation with overlapping is that it is unclear how to apply the method to problems with nonlocal measurements—problems of the type discussed in Chapter 7. That is, to date the overlapping method has only been applied to fine-scale estimation problems based on point-wise measurements.

To see the difficulty in extending the overlapping method to the case of nonlocal measurements we first review how the method is applied in the case of point-wise measurements. For this purpose, consider Figure 2.6(b). This figure depicts an overlapping tree with four fine-scale nodes, however the underlying fine-scale process \( f^M = [f^M(1) f^M(2) f^M(3)]^T \) is length-three. The sample \( f^M(2) \) is mapped to two different fine-scale nodes, \( s \) and \( t \). Suppose we wish to use a MAR model indexed by the nodes of this tree for an estimation problem involving a point-wise measurement of \( f^M(2) \). The way this is handled in [63, 96, 97] is to duplicate this measurement and incorporate it at both nodes \( s \) and \( t \). Duplicating the measurement in this way seems to imply that twice the amount of information will be provided to the estimator. However, this is easily remedied by doubling the variance of the measurement noise.

Now consider an estimation problem involving the nonlocal measurement
\[ g = f^M(1) + f^M(2) + \nu \] (8.4)
where \( \nu \) is measurement noise. It is clear from Figure 2.6(b) that a natural node at which to represent \( g \) is \( s\gamma \) since both \( f^M(1) \) and \( f^M(2) \) are represented by states residing at nodes descending from \( s\gamma \). However, \( f^M(2) \) is also represented by a state indexed by a node (namely \( t \)) that descendents from \( t\gamma \). Therefore, in some sense, part of the measurement \( g \) should be represented at \( t\gamma \). Additionally, the measurement noise also ought to be somehow divided up among \( s\gamma \) and \( t\gamma \) in such a way so as not to increase the overall amount of information provided to the estimator.
Based on the current theory of overlapping trees, it is unclear, in general, how to distribute nonlocal measurements (or parts thereof) among coarse-scale nodes in an overlapping tree. However, for the particular problem described in the previous paragraph there is a simple solution. The measurement \( g \) can simply be represented at the root node since all of states representing \( f^M(1) \) and \( f^M(2) \) descend from the root node. This suggests a way to handle more general problems involving nonlocal measurements. For any overlapping tree and any nonlocal measurement \( g = h^T f^M + \nu \) there is a unique node \( s \) with maximal scale such that the descendents of \( s \) index all of the variables in the tree that comprise \( h^T f^M \). Therefore \( g \) may be unambiguously represented at node \( s \) or at any ancestor of node \( s \). Evaluation of the merit of this idea, fleshing out the theoretical details, and turning this idea into an efficient algorithm is left for the future.

**Global Error**

The MAR stochastic realization techniques developed in this thesis, as well as those previously developed, myopically focus on local criteria when designing MAR states. However, typical measures of a MAR model's fidelity and utility are global (e.g., measures such as the complexity of the MAR estimator, the element-wise maximum of \( |P_{fM} - P_{sM}| \), or mean-square estimation error). Since currently available realization algorithms do not specifically minimize a global error criterion, when state reduction is done, there is no clear way to tell how the reduction will affect the overall degree of approximation. In this section we present some preliminary analysis which may be of use in future work on developing a realization approach to minimize a global error criterion.

One natural and less myopic, but as of yet elusive, realization approach is to choose internal matrices while minimizing the complexity, \( c \), of the estimation algorithm which is the sum of the cubes of the state dimensions:

\[
c = \sum_{s \in \mathcal{S}_0} d_s^3 . \tag{8.5}
\]

Since, in some cases, it is important to obtain a realized fine-scale covariance that is close to \( P_{fM} \), another approach is to constrain the degree of approximation of the realization. That is, to minimize

\[
\varepsilon_g = \| P_{fM} - P_{sM} \| \tag{8.6}
\]

where \( \| \cdot \| \) is an appropriate norm. The quantity \( \varepsilon_g \) is referred to as the global error. Combining the two criteria (minimizing \( c \) subject to a constraint on \( \varepsilon_g \) or vice versa) is a reasonable approach to take. We emphasize that this approach is decidedly not the right way to proceed in the context of certain estimation problems. As discussed in Chapter 7, in the context of some estimation problems, designing a MAR model to match a specific fine-scale covariance may put resources (modeling fidelity) where it is
not needed. In such circumstances, a notion of global error that is related to estimation error is more relevant. However, for the not insignificant class of problems where it is important to match a pre-specified fine-scale covariance (e.g., for the purpose of sample path generation or because the data and estimates are dense and fine-scale) minimizing some measure of global error $\varepsilon_g$ and/or controlling the overall complexity $c$ makes sense.

While this global error problem is far from solved, there is a scale-recursive decomposition of $P_{jM} - P_{xM}$ which may present a way to break the problem down into more manageable pieces. To present this scale-recursive decomposition, we need a few definitions. Using the MAR dynamics we can write

$$x^n = A_n x^{n-1} + w^n$$

where, as always, $x^n$ is the process at scale $n$. Also, $A_n$ is a block matrix whose blocks consist of all the $A(s)$ matrices for $m(s) = n$. The noise $w^n$ has a block diagonal covariance matrix $Q_n = \text{diag}(Q(s_0), Q(s_1), \ldots, Q(s_{q_n-1}))$ where $s_k = k$, the shift of node $s_k$ and $m(s_k) = n$ for all $k$. Using (8.7), we define the scale transition matrix, $\Upsilon(\cdot, \cdot)$ as

$$\Upsilon(i, j) \triangleq \begin{cases} I & \text{if } i = j, \\ A_i \Upsilon(i-1, j) = \Upsilon(i, j+1)A_{j+1} & \text{if } i \geq j, \\ \Upsilon(j, i)^T & \text{if } i \leq j. \end{cases}$$

Next, we define $P^m_n$ to be the realized covariance at scale $n$ based on the covariance, $P_{fn}$ (defined in Chapter 4) at scale $m \leq n$. What we mean by this is that, if we begin with the $P_{fn}$ as the covariance for scale $m$ and use the dynamics to propagate from scale $m$ to $n$, the resulting covariance at scale $n$ is $P^m_n$. Therefore, the realized covariance at scale $n$, $P_{x^n}$, can be written equivalently as $P^0_n$. It follows from (8.7) that

$$P^m_n = \Upsilon(n, m)P_{fn} \Upsilon(m, n) + \sum_{k=m+1}^{n} \Upsilon(n, k)Q_k \Upsilon(k, n).$$

The error associated with $P^m_n$ is defined as $\tilde{P}^m_n$ where

$$\tilde{P}^m_n \triangleq P_{fn} - P^m_n.$$

The matrix $\tilde{P}^m_n$ represents the accumulation of errors induced by each scale between $n$ and $m$. We can extract the contribution to this error from one scale by taking the difference $\tilde{P}^m_n - \tilde{P}^{m+1}_n$. We define this difference to be $\tilde{P}^m_n$. Some algebraic manipulation reveals that

$$\tilde{P}^m_n \triangleq \tilde{P}^m_n - \tilde{P}^{m+1}_n$$

$$= \Upsilon(n, m + 1) \left[ P_{m+1} - A_{m+1}P_m A_{m+1}^T - Q_{m+1} \right] \Upsilon(m + 1, n).$$
Intuitively this makes sense since term in the brackets is $\tilde{P}_m^{n+1}$ and this is projected down to scale $n$ with the scale transition matrix.

Finally, by definition of $\tilde{P}_n^m$, we can decompose the error at any scale as a sum of errors contributed by coarser scales:

$$\tilde{P}_n^m = \sum_{k=m}^{n-1} \tilde{P}_n^k$$  \hspace{1cm} (8.12)

where we have used the fact that $\tilde{P}_n^m = P_f - P_n^m \equiv 0$. In particular we can expand this out for the case where $n = M$ and $m = 0$:

$$\tilde{P}_M^0 = \sum_{k=0}^{M-1} \tilde{P}_k^M$$  \hspace{1cm} (8.13a)

$$= \sum_{k=0}^{M-1} \mathcal{Y}(M, k+1) \left[ P_{k+1} - A_{k+1} P_k A_{k+1}^T - Q_{k+1} \right] \mathcal{Y}(k+1, M).$$  \hspace{1cm} (8.13b)

Since the global error is $\varepsilon_g = \| \tilde{P}_M^0 \|$, one possible way to build in some control over global error is to attempt to minimize some norm of the scale-to-scale errors $\tilde{P}_{k+1}^k = P_{k+1} - A_{k+1} P_k A_{k+1}^T - Q_{k+1}$. The computational complexity of computing all of these scale-to-scale errors is $O(N^2)$. To see this, note that $\tilde{P}_{k+1}^k$ has no more than $d^2 q^{2k+2}$ elements and that $A_{k+1}$ has no more than $d$ non-zeros per row. Thus we can compute $\tilde{P}_{k+1}^k$ with $O(d^5 q^{2k+2})$ operations. Summing over all scales yields

$$d^5 q^2 \sum_{k=0}^{M-1} (q^2)^k = O(d^5 q^{2M}).$$  \hspace{1cm} (8.14)

Since the number of elements in the fine-scale process is $N = dq^M$ this translates to $O(d^5 N^2)$ complexity. If $d$ is chosen independent of $N$ the complexity is $O(N^2)$.

Precisely how to use the scale-to-scale errors is an open research problem. One possibility which has yet to be explored is to use the scale-to-scale errors in an iterative procedure to allocate state dimensions. The idea is to build a model with some nominal state dimensions and then to compare (somehow) the scale-to-scale errors. The states indexed by nodes of scales which give rise to relatively larger errors can be increased while states indexed by nodes of scales which contribute relatively smaller errors can be decreased. This procedure may be iterated until the scale-to-scale errors are all of the same magnitude.

An exploration of the type described in the previous paragraph could yield deep results about how state dimensions ought to scale with problem size. Specifically, given a particular class of processes (fBm, say) and an error budget, one may be able to specify what the state dimensions ought to be as a function of problem size in order to meet the error budget. Conversely, given an overall complexity constraint (the sum of the cubes of the state dimensions, say), one may be able to say something about how to allocate state dimensions in order to minimize global error.
Characterizing the Limitations of the MAR Framework

The theory and algorithms developed in this thesis have substantially broadened the range of problems to which the MAR framework may be applied. This breadth notwithstanding, the MAR framework cannot efficiently address every problem. Clearly the purview of the MAR framework does not extend beyond the class of linear problems (or those which can be effectively linearized) that can be well-characterized by second-order statistics. However, even within the class of second-order/linear problems there are certainly some that are not well-suited to the MAR framework because, perhaps, they require impractically large state dimensions. Characterizing the limitations of the MAR framework is a challenging and important open problem.

Pairing this challenge down may provide some degree of simplification. For instance, consider the problem of MAR model realization for a fine-scale process (as opposed to model realization with the additional constraint of incorporating nonlocal coarse-scale variables). MAR models offer substantial computational advantages for statistical inference as long as they have state dimension that is small relative to the problem size, $N$. This raises the question: what class of fine-scale processes can be captured with a MAR model with state dimension that is independent of (or a slowly growing function of) $N$?

Perhaps one approach to addressing this problem is to restrict attention to a specific parameterized class of MAR models for which the internal matrices are already defined (e.g., the MAR-wavelet models of Chapter 5). Doing so permits one to rephrase the problem as: what processes can be well-modeled (i.e., realized at the fine scale) using models chosen from this parameterized class? For the specific class of MAR-wavelet processes one (incomplete) answer to this question is: all processes whose Karhunen-Loeve transform is well-approximated by the wavelet transform can be well-modeled. However the class of processes well-modeled by MAR-wavelet models is, no doubt, substantially larger than this.

Questions of the type posed in this section are, in some sense, the deepest open ones concerning the MAR framework and the work presented in this thesis represents one step toward their resolution.
Appendix A

Proofs for Chapter 3

In this appendix a proof of Proposition 3.1.2 (Section A.1) is provided as well as the completion of the proof of Proposition 3.2.2 (Section A.2).

A.1 Proof of Proposition 3.1.2

Proof. We begin the “only if” direction. Given that \( x(\cdot) \) is a locally internal MAR process, it has dynamics of the form (2.14). Thus, for all \( s \in \mathcal{S}_c - T_0(M) \)
\[
x(s, o_i) = A(s, o_i) x(s) + w(s, o_i).
\] (A.1)

Since \( w(\cdot) \) is white and uncorrelated with \( x(0) \), it follows that \( w(s, o_i) \) is uncorrelated with \( x(s) \). Therefore, (A.1) represents the linear least-squares estimate of \( x(s, o_i) \) from \( x(s) \) plus the estimation error \( w(s, o_i) \). Then, (3.6) follows from (3.2) together with standard linear least-squares formulae.

To show the “if” direction, notice that (3.6) implies that by the MAR dynamics
\[
x_s^{m(s)+1} = \begin{bmatrix} J_{s, o_1} \\ J_{s, o_2} \\ \vdots \\ J_{s, o_q} \end{bmatrix} P_{x_s^{m(s)+1} V_s^T (V_s P_{x_s^{m(s)+1} V_s^T})^{-1} x(s) + \begin{bmatrix} w(s, o_1) \\ w(s, o_2) \\ \vdots \\ w(s, o_q) \end{bmatrix}. \quad (A.2)
\]

Pre-multiplying (A.2) by \( V_s \) results in \( V_s x_s^{m(s)+1} = x(s) + V_s w \). To conclude the proof we now show that the term \( V_s w \) is zero. For notational simplicity, let us define
\[
R \triangleq P_{x_s^{m(s)+1} V_s^T (V_s P_{x_s^{m(s)+1} V_s^T})^{-1} V_s P_{x_s^{m(s)+1}}. \quad (A.3)
\]

The covariance matrix for \( V_s w \) is
\[
E[V_s w w^T V_s^T] = V_s \text{diag} \left[ Q(s, o_1), Q(s, o_2), \ldots, Q(s, o_q) \right] V_s^T \quad (A.4a)
\]
\[
= V_s \text{diag} \left[ J_{s, o_1} R J_{s, o_1}^T, J_{s, o_2} R J_{s, o_2}^T, \ldots, J_{s, o_q} R J_{s, o_q}^T \right] V_s^T \quad (A.4b)
\]
\[
= V_s RV_s^T \quad (A.4c)
\]
\[
= 0 \quad (A.4d)
\]
where the first equality follows from the definition of \( w \) in (A.2) and the second equality follows from the definition of \( Q(s\alpha_i) \) given in (3.6) and of \( R \). The third equality follows from the fact that \( R \) is block diagonal because it is the estimation error covariance matrix in estimating \( x_s^{m(s)+1} \) from \( x(s) \) and \( x(s) \) conditionally decorrelates \( \{x(s\alpha_i)\}_{i=1}^q \) by the Markov property. The fourth equality follows from the definition of \( R \). Since \( V_s w \) has zero-mean and zero covariance it is deterministically zero. This completes the proof. 

■ A.2 Completion of Proof of Proposition 3.2.2

To complete the proof we need to show that for an arbitrary \( s \) in \( S_0 - T_0(M) \), \( x(s) \), which has the scale-recursive Markov property, conditionally decorrelates the vectors in the set \( \{x_{s\alpha_i}^M\}_{i=1}^q \cup \{x_s^M\} \). We do this by induction starting at the next to finest scale (scale \( M - 1 \)) and proceeding to coarser scales. First, we note that the assertion is trivially true for \( m(s) = M - 1 \) since the two sets \( \{x(s\alpha_i)\}_{i=1}^q \cup \{x_s^{m(s)+1}\} \) and \( \{x_{s\alpha_i}^M\}_{i=1}^q \cup \{x_s^M\} \) coincide. Next, suppose the assertion holds at scale \( n \), that is, for all \( s \in T_0(n) \), \( x(s) \) conditionally decorrelates \( \{x_{s\alpha_i}^M\}_{i=1}^q \cup \{x_s^M\} \) and consider the case for which \( s \in T_0(n - 1) \). For an arbitrary node \( s \) at scale \( n - 1 \) and for an arbitrary child of \( s \) we have that

\[
x_{s\alpha_i}^M = \hat{E} \left[ x_{s\alpha_i}^M \mid x^n \right] + \tilde{x}_{s\alpha_i}^M \tag{A.5a}
\]

\[
= \hat{E} \left[ x_{s\alpha_i}^M \mid x(s\alpha_i) \right] + \tilde{x}_{s\alpha_i}^M \tag{A.5b}
\]

and

\[
x_{s\alpha_i}^{n\xi} = \hat{E} \left[ x_{s\alpha_i}^{n\xi} \mid x^n \right] + \tilde{x}_{s\alpha_i}^{n\xi} \tag{A.6a}
\]

\[
= \hat{E} \left[ x_{s\alpha_i}^{n\xi} \mid x_{s\alpha_i}^n \right] + \tilde{x}_{s\alpha_i}^{n\xi} \tag{A.6b}
\]

where in these identities we’ve used the induction hypothesis. It follows that the errors \( \tilde{x}_{s\alpha_i}^M \) and \( \tilde{x}_{s\alpha_i}^{n\xi} \) are uncorrelated with each other (due to the induction hypothesis) and with \( x^n \) (due to the orthogonality property of linear least-squares estimation). By assumption, \( x(s) \) is an internal state, and it is a linear combination of its children. That is, we have that for some \( V_s \), \( x(s) = V_s x^n_s \).

We now use these facts to show that \( x_{s\alpha_i}^M \) and \( x_{s\alpha_i}^{n\xi} \) are uncorrelated when conditioned on \( x(s) \). By assumption, \( x(s) \) conditionally decorrelates \( x_{s\alpha_i}^{n\xi} \) from \( x(s\alpha_i) \). Therefore, referring to (A.5b) and (A.6b), the two terms \( \hat{E} \left[ x_{s\alpha_i}^M \mid x(s\alpha_i) \right] \) and \( \hat{E} \left[ x_{s\alpha_i}^{n\xi} \mid x(s\alpha_i) \right] \) are conditionally uncorrelated when conditioned on \( x(s) \). As mentioned, the terms \( \tilde{x}_{s\alpha_i}^M \) and \( \tilde{x}_{s\alpha_i}^{n\xi} \) are uncorrelated with each other and with \( x^n \) and therefore with \( x(s) = V_s x^n_s \).

Hence, it follows that \( x_{s\alpha_i}^M \) and \( x_{s\alpha_i}^{n\xi} \) are uncorrelated when conditioned on \( x(s) \). Since \( s\alpha_i \) was an arbitrary child of \( s \), this holds for all children and the proposition is proved.
Appendix B

Proofs for Chapter 4

In this appendix proofs of Proposition 4.1.1 (Section B.1), Proposition 4.2.1 (Section B.2) and Proposition 4.2.2 (Section B.3) are provided.

■ B.1 Proof of Proposition 4.1.1

Proof. Let \( Q \) be as defined in Lemma 4.1.1 and let \( R \) be the covariance matrix for \( w = [w(s \alpha_1)^T, w(s \alpha_2)^T, \ldots, w(s \alpha_q)^T]^T \) where \( w(s \alpha_i) \) is as defined in (4.2). Then, since \( x(\cdot) \) has the Markov property \( R \) has the form

\[
R = \text{diag}(Q(s \alpha_1), Q(s \alpha_2), \ldots, Q(s \alpha_q)).
\]

(B.1)

Note that \( R \) can be obtained from \( Q \) by setting all off-diagonal blocks to zero. (This, in fact, is precisely how the MAR model \( x(\cdot) \) is obtained from the tree-indexed model \( f(\cdot). \)) By an argument similar to the one made in the proof of Lemma 4.1.1 and also made in the proof of Proposition 3.1.2, \( x(\cdot) \) is internal if and only if \( V_s RV_s^T = 0 \). We have from Lemma 4.1.1 that \( V_s QV_s^T = 0 \). Notice that the \( m,n \) block of \( V_s QV_s^T \) is given by

\[
[V_s QV_s^T]_{m,n \ \text{block}} = \begin{cases} 
V_{mn}Q(s \alpha_m, s \alpha_n)V_{nm}^T & \text{if } m \neq n, \\
V_{mm}Q(s \alpha_m)V_{mm}^T & \text{if } m = n
\end{cases}
\]

(B.2)

where we have used the fact that \( V_s \) is assumed to be block diagonal. It follows that \( V_s RV_s^T = 0 \).

■

■ B.2 Proof of Proposition 4.2.1

Proof.

\[
\mathcal{E}(J_k z_2 | V z_1) = \text{trace}(J_k P_{21} P_1^{-1} P_{21}^T J_k^T) - \text{trace}(J_k P_{21} V^T (V P_1 V^T)^{-1} V P_{21}^T J_k^T) \quad \text{(B.3a)}
\]

\[
\leq \text{trace}(P_1^{-1/2} P_{21}^T J_k J_k P_{21} P_1^{-T/2}) \quad \text{(B.3b)}
\]

\[
\leq n_1 \alpha^2 \lambda^2. \quad \text{(B.3c)}
\]

■
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\section*{B.3 Proof of Proposition 4.2.2}

\textit{Proof.} Let
\begin{equation}
R \triangleq \text{var}(J_k z_2 - \bar{E}[J_k z_2 \mid V z_1]) - \text{var}(J_k z_2 - \bar{E}[J_k z_2 \mid z_1]) \tag{B.4a}
\end{equation}
\begin{equation}
= J_k P_{21} P_{11}^{-1} P_{21}^T J_k^T - J_k P_{21} V^T (V P_1 V^T)^{-1} V P_{21}^T J_k^T. \tag{B.4b}
\end{equation}
Substitute $J_k P_{21} = \Delta + J_k P_2 H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21}$ to get
\begin{equation}
R = \Delta(P_1^{-1} - V^T (V P_1 V^T)^{-1} V) \Delta^T \tag{B.5}
\end{equation}
\begin{equation}
+ \Delta(P_1^{-1} - V^T (V P_1 V^T)^{-1} V) P_{21}^T H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21} J_k^T. \tag{B.5a}
\end{equation}
\begin{equation}
+ J_k P_2 H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21} (P_1^{-1} - V^T (V P_1 V^T)^{-1} V) \Delta^T \tag{B.5b}
\end{equation}
\begin{equation}
+ J_k P_2 H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21} (P_1^{-1} - V^T (V P_1 V^T)^{-1} V) P_{21}^T H_k^T (H_k P_2 H_k^T)^{-1} H_k P_{21} J_k^T. \tag{B.5c}
\end{equation}

Let
\begin{equation}
\Sigma \triangleq \text{var}(H_k z_2 - \bar{E}[H_k z_2 \mid V z_1]) - \text{var}(H_k z_2 - \bar{E}[H_k z_2 \mid z_1]) \tag{B.6a}
\end{equation}
\begin{equation}
= H_k P_{21} P_1^{-1} P_{21}^T H_k^T - H_k P_{21} V^T (V P_1 V^T)^{-1} V P_{21}^T H_k^T. \tag{B.6b}
\end{equation}
Note that $\bar{\varepsilon}(H_k z_2 \mid V z_1) = \text{trace}(\Sigma) < \sigma^2$. Hence, the maximum eigenvalue of $\Sigma$ is bounded above by $\sigma^2$.

First consider the term marked (c) in (B.5) and make the substitution
\begin{equation}
H_k P_{21} V^T (V P_1 V^T)^{-1} V P_{21}^T H_k^T = H_k P_{21} P_1^{-1} P_{21}^T H_k^T - \Sigma. \tag{B.7}
\end{equation}
Cancelling terms, we have (c) = $J_k P_2 H_k^T (H_k P_2 H_k^T)^{-1} \Sigma(H_k P_2 H_k^T)^{-1} H_k P_{21} J_k^T$. Note that
\begin{equation}
\bar{\varepsilon}(J_k z_2 \mid V z_1) = |\text{trace}(R)| \leq |\text{trace}(a)| + 2|\text{trace}(b)| + |\text{trace}(c)|. \tag{B.8}
\end{equation}
We will provide bounds for each of these terms. First,
\begin{equation}
|\text{trace}(a)| = |\text{trace}([P_1^{-1} - V^T (V P_1 V^T)^{-1} V]^{1/2} \Delta^T \Delta [P_1^{-1} - V^T (V P_1 V^T)^{-1} V]^{1/2})|
\end{equation}
\begin{equation}
\leq n_1 \alpha^2 \delta^2. \tag{B.9a}
\end{equation}
\begin{equation}
|\text{trace}(b)| = |\text{trace}(\Delta \Lambda)| \leq |\text{trace}(\Delta \Delta^T)|^{1/2} |\text{trace}(\Lambda \Lambda^T)|^{1/2} \leq n_1 |\delta \lambda| \tag{B.9b}
\end{equation}
Next,
\begin{equation}
|\text{trace}(c)| \leq n_3 \sigma^2 \beta^2. \tag{B.10}
\end{equation}
where we have used the Cauchy-Schwarz inequality, interpreting the trace as an inner product [93]. Finally, it is clear that $|\text{trace}(c)| \leq n_3 \sigma^2 \beta^2$. This completes the proof. \textbullet
Appendix C

Proofs for Chapter 5

In this appendix a discussion of (5.13) and proofs of (5.14a) (Section C.1), Proposition 5.2.1 (Section C.2), and Proposition 5.2.2 (Section C.3) are provided.

**C.1 Discussion of (5.13) and Proof of (5.14a)**

To see that (5.13) implies that each state depends only on its parent, consider two states $x_j(n)$ and $x_j(n+1)$ at scale $j$, for some even integer $n \in \{0, \ldots, 2^j - 2\}$. The parent of these two states is

$$x_{j-1}(n/2) = \begin{bmatrix}
    a_j(n/2 - \tilde{R} + 1) \\
    a_j(n/2 + \tilde{R} - 1) \\
    d_j(n/2 - \tilde{R} + R + 1) \\
    d_j(n/2 + \tilde{R} + R - 1)
\end{bmatrix}.$$

(C.1)

Then, for every integer $i \in \{-\tilde{R} + 1, \ldots, \tilde{R} - 1\}$, we have

$$a_j(n + i) = \sum_{\frac{n}{2} + \left\lfloor \frac{i + \tilde{R} - 1}{2} \right\rfloor}^{\frac{n}{2} + \left\lfloor \frac{i + \tilde{R} - 1}{2} \right\rfloor} \tilde{h}(n + i - 2p)a_{j-1}(p) + \sum_{\frac{n}{2} + \left\lfloor \frac{i - \tilde{R}}{2} \right\rfloor}^{\frac{n}{2} + \left\lfloor \frac{i + \tilde{R}}{2} \right\rfloor} \tilde{g}(n + i - 2p)d_{j-1}(p) \quad (C.2)$$

and

$$a_j(n + 1 + i) = \sum_{\frac{n}{2} + \left\lfloor \frac{i + 1 - \tilde{R}}{2} \right\rfloor}^{\frac{n}{2} + \left\lfloor \frac{i + \tilde{R}}{2} \right\rfloor} \tilde{h}(n + i + 1 - 2p)a_{j-1}(p)$$

$$+ \sum_{\frac{n}{2} + \left\lfloor \frac{i + 1 - \tilde{R}}{2} \right\rfloor}^{\frac{n}{2} + \left\lfloor \frac{i + 1 + \tilde{R}}{2} \right\rfloor} \tilde{g}(n + i + 1 - 2p)d_{j-1}(p). \quad (C.3)$$

In order to check that every $a_{j-1}(p)$ and $d_{j-1}(p)$ in (C.2) and (C.3) is carried by $x_{j-1}(n/2)$, one can easily check that

$$\left[ \left\lfloor \frac{i - \tilde{R}}{2} \right\rfloor : \left\lfloor \frac{i + \tilde{R}}{2} \right\rfloor \right] \subseteq [-\tilde{R} + 1 : \tilde{R} - 1] \quad \forall i \in \{-\tilde{R} + 1, \ldots, \tilde{R} - 1\} \quad (C.4)$$
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and that
\[
\left[ \left[ \frac{i-R}{2} : \frac{i+R}{2} \right] \right] \subset \left[ -\frac{\tilde{R}+R}{2} + 1 : \frac{\tilde{R}+R}{2} - 1 \right] \quad \forall i \in \{-\tilde{R} + 1, \ldots, \tilde{R} - 1\}. \quad (C.5)
\]

Then, using (C.2) and (C.3), we get (5.14a) where, for every \( j \in \{1, \ldots, M-1\} \), the matrices \( A_j(n) \) are \( (3\tilde{R} + R - 2) \times (3\tilde{R} + R - 2) \) are defined as follows. Let
\[
\ell \in [1 : 2\tilde{R} - 1], \quad (C.6a)
\]
\[
p_a \in \left[ \left[ \frac{n+\ell-2\tilde{R}}{2} : \frac{n+\ell-1}{2} \right] \right], \quad (C.6b)
\]
\[
p_d \in \left[ \left[ \frac{n+\ell-\tilde{R}-R}{2} : \frac{n+\ell+R-\tilde{R}-1}{2} \right] \right]. \quad (C.6c)
\]

Then,
\[
A_j(n)\left( \ell, p_a - \floor{n/2} + \tilde{R} \right) = \tilde{h}(n + \ell - \tilde{R} - 2p_a), \quad (C.7a)
\]
\[
A_j(n)\left( \ell, p_d - \floor{n/2} + \frac{5\tilde{R}+1}{2} - 1 \right) = \tilde{g}(n + \ell - \tilde{R} - 2p_d). \quad (C.7b)
\]

When \( j = M \), \( A_M(n) \) are vectors of length \( 3\tilde{R} + R - 2 \) and are defined as follows. Let
\[
p_a \in \left[ \left[ \frac{n+1-2\tilde{R}}{2} : \frac{n}{2} \right] \right], \quad (C.8a)
\]
\[
p_d \in \left[ \left[ \frac{n+1-\tilde{R}-R}{2} : \frac{n+R-\tilde{R}}{2} \right] \right]. \quad (C.8b)
\]

Then,
\[
A_M(n)\left( 1, p_a - \floor{n/2} + \tilde{R} \right) = \tilde{h}(n + 1 - \tilde{R} - 2p_a), \quad (C.9a)
\]
\[
A_M(n)\left( 1, p_d - \floor{n/2} + \frac{5\tilde{R}+1}{2} - 1 \right) = \tilde{g}(n + 1 - \tilde{R} - 2p_d). \quad (C.9b)
\]

\section*{C.2 Proof of Proposition 5.2.1}

The proof of Proposition 5.2.1 relies on the following lemma.

**Lemma C.2.1.** Let \( i \) be an integer in \( \{1, \ldots, \frac{\tilde{R}+R}{2} - 1\} \), then,
\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p)a_j(n - \frac{\tilde{R}-R}{2} - i + p) + \tilde{g}(R - 2p)d_j(n - i + p)
\]
\[
= \sum_{k=-\tilde{R}+1}^{\tilde{R}-2} \alpha_i(k)a_{j+1}(2n + k) \quad (C.10)
\]
and
\[
\sum_{p=0}^{i-1} \tilde{h}(-\tilde{R} + 1 + 2p)a_j(n + \frac{\tilde{R} - R}{2} + i - p) + \tilde{g}(-R + 1 + 2p)d_j(n + i - p) = \sum_{k=-\tilde{R}+3}^{\tilde{R}} \beta_i(k)a_{j+1}(2n + k) \tag{C.11}
\]

where
\[
\alpha_i(k) = \begin{cases} 
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p)h(k + 2i - 2p + \tilde{R} - R) + \tilde{g}(R - 2p)g(k + 2i - 2p) & \text{if } k \leq 2R - \tilde{R} - 2, \\
\sum_{p=0}^{i-1} \tilde{g}(\tilde{R} - 2p)g(k + 2i - 2p) & \text{if } k > 2R - \tilde{R} - 2
\end{cases}
\tag{C.12}
\]

and
\[
\beta_i(k) = \begin{cases} 
\sum_{p=0}^{i-1} \tilde{h}(-\tilde{R} + 1 + 2p)h(k + 2p - 2i + R - \tilde{R}) + \tilde{g}(-R + 1 + 2p)g(k + 2p - 2i) & \text{if } k \geq \tilde{R} - 2R + 3, \\
\sum_{p=0}^{i-1} \tilde{g}(-\tilde{R} + 1 + 2p)g(k + 2p - 2i) & \text{if } k < \tilde{R} - 2R + 3.
\end{cases}
\tag{C.13}
\]

**Proof.** We will first show (C.10) holds. Using the wavelet decomposition algorithm (5.7) we have
\[
a_j(n - \frac{\tilde{R} - R}{2} - i + p) = \sum_{k=2n-2i+2p-\tilde{R}+1}^{2n+2R-\tilde{R}-2i+2p} h(k - 2n + \tilde{R} - R + 2i - 2p)a_{j+1}(k) \tag{C.14a}
\]
\[
= \sum_{u=-2i+2p-\tilde{R}+1}^{2R-\tilde{R}-2} h(u + 2i - 2p + \tilde{R} - R)a_{j+1}(u + 2n) \tag{C.14b}
\]
\[
= \sum_{u=-2i-2R+1}^{2R-\tilde{R}-2} h(u + 2i - 2p + \tilde{R} - R)a_{j+1}(2n + u) \tag{C.14c}
\]

where (C.14b) is obtained by making the change of variables \(k = u + 2n\) and where (C.14c) follows from the fact that
\[
u < -2i + 2p - \tilde{R} + 1 \Rightarrow u + 2i - 2p + \tilde{R} - R < -R + 1 \Rightarrow h(u + 2i - 2p + \tilde{R} - R) = 0 \tag{C.15a}
\]
\[
\Rightarrow h(u + 2i - 2p + \tilde{R} - R) = 0 \tag{C.15b}
\]

and
\[
u > -2i + 2p + 2R - \tilde{R} \Rightarrow u + 2i - 2p + \tilde{R} - R > R \Rightarrow h(u + 2i - 2p + \tilde{R} - R) = 0. \tag{C.16a}
\]
\[
\Rightarrow h(u + 2i - 2p + \tilde{R} - R) = 0. \tag{C.16b}
\]
Therefore,
\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p) a_j \left( n - \frac{\tilde{R} - R}{2} - i + p \right) = \sum_{k=-2i-\tilde{R}+1}^{2R-\tilde{R}-2} \left( \sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p) h(k + 2i - 2p + \tilde{R} - R) \right) a_{j+1}(2n + k). \quad (C.17)
\]

Using again the wavelet decomposition algorithm we have
\[
d_j(n - i + p) = \sum_{k=2n-2i+2p-\tilde{R}+1}^{2n-2i+2p+\tilde{R}} g(k - 2n + 2i - 2p) a_{j+1}(k) \quad (C.18a)
\]
\[
= \sum_{u=-2i+2p-\tilde{R}+1}^{\tilde{R}-2} g(u + 2i - 2p) a_{j+1}(u + 2n) \quad (C.18b)
\]
\[
= \sum_{u=-2i-\tilde{R}+1}^{\tilde{R}-2} g(u + 2i - 2p) a_{j+1}(2n + u) \quad (C.18c)
\]

where (C.18b) is obtained by making the change of variables \( k = u + 2n \) and (C.18c) follows from the fact that
\[
u < -2i + 2p - \tilde{R} + 1 \Rightarrow u + 2i - 2p < -\tilde{R} + 1 \Rightarrow g(u + 2i - 2p) = 0 \quad (C.19)
\]
and
\[
u > -2i + 2p + \tilde{R} \Rightarrow u + 2i - 2p > \tilde{R} \Rightarrow g(u + 2i - 2p) = 0. \quad (C.20)
\]

Therefore,
\[
\sum_{p=0}^{i-1} \tilde{g}(R - 2p) d_j(n - i + p) = \sum_{k=-2i-\tilde{R}+1}^{\tilde{R}-2} \left( \sum_{p=0}^{i-1} \tilde{g}(R - 2p) g(k + 2i - 2p) \right) a_{j+1}(2n + k). \quad (C.21)
\]

Using (C.17) and (C.21) and the fact that \( \tilde{R} - 2 \geq 2R - \tilde{R} - 2 \) we have
\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p) a_j \left( n - \frac{\tilde{R} - R}{2} - i + p \right) + \tilde{g}(R - 2p) d_j(n - i + p)
\]
\[
= \sum_{k=-2i-\tilde{R}+1}^{\tilde{R}-2} \alpha_i(k) a_{j+1}(2n + k) \quad (C.22)
\]
where $\alpha_i(k)$ is as in (C.12).

To prove (C.10), we need to show that $\alpha_i(k) = 0$ for $k \in [-2i - \tilde{R} + 1 : -\tilde{R}]$. Notice that when $k \leq -\tilde{R}$ then $k \leq 2R - \tilde{R} - 2$ so

$$\alpha_i(k) = \sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p)h(k + 2i - 2p + \tilde{R} - R) + \tilde{g}(R - 2p)g(k + 2i - 2p). \quad (C.23)$$

Using (5.6) we have

$$\tilde{g}(R - 2p)g(k + 2i - 2p) = (-1)^{k+R}h(1 - R + 2p)\tilde{h}(1 + 2p - 2i - k). \quad (C.24)$$

We are going to distinguish between the case where $k + R$ is odd and $k + R$ is even. Notice that $k + R$ is even (respectively odd) if and only if $k + \tilde{R}$ is even (respectively odd) since $R$ and $\tilde{R}$ have the same parity.

Case 1: $k + \tilde{R}$ is odd. In this case we have

$$\alpha_i(k) = \sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p)h(k + 2i - 2p + \tilde{R} - R) - h(1 - R + 2p)\tilde{h}(1 + 2p - 2i - k). \quad (C.25)$$

Recall that $k \in [-2i - \tilde{R} + 1 : -\tilde{R}]$. We can therefore write $k = -\tilde{R} - 2i + 2\ell + 1$ where $\ell = 0, 1, \ldots , i - 1$. Proving that $\alpha_i(k) = 0$ is equivalent to showing that

$$\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p)h(2\ell - 2p - R + 1) - h(1 - R + 2p)\tilde{h}(2p - 2\ell + \tilde{R}) = 0 \quad (C.26)$$

where the left-hand side follows from (C.25) with the change of variables $k = -\tilde{R} - 2i + 2\ell + 1$. Continuing, we have

$$\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p)h(2\ell - 2p - R + 1) - h(1 - R + 2p)\tilde{h}(2p - 2\ell + \tilde{R})$$

$$= \sum_{p=0}^{\ell} \tilde{h}(\tilde{R} - 2p)h(2\ell - 2p - R + 1) - \sum_{p=0}^{\ell} h(1 - R + 2p)\tilde{h}(2p - 2\ell + \tilde{R}). \quad (C.27)$$

The equality in (C.27) holds because

$$p > \ell \Rightarrow 2\ell - 2p - R + 1 < -R + 1 \Rightarrow h(2\ell - 2p - R + 1) = 0 \quad (C.28)$$

and

$$p > \ell \Rightarrow \tilde{R} - 2\ell + 2p > \tilde{R} \Rightarrow \tilde{h}(\tilde{R} - 2\ell + 2p) = 0. \quad (C.29)$$
Consider now the second term of (C.27). By making the change of variables \( p = -u + \ell \) we have

\[
\sum_{p=0}^{\ell} h(1 - R + 2p) \tilde{h}(2p - 2\ell + \tilde{R}) = \sum_{u=0}^{\ell} h(2\ell - 2u - R + 1) \tilde{h}(\tilde{R} - 2u). \tag{C.30}
\]

Therefore, from (C.27) we conclude that \( \alpha_i(k) = 0 \) for every \( k \in [-2i - \tilde{R} + 1 : -\tilde{R}] \) such that \( k + \tilde{R} \) is odd.

**Case 2:** \( k + \tilde{R} \) is even. In this case we have

\[
\alpha_i(k) = \sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p) h(k + 2i - 2p + \tilde{R} - R) + h(1 - R + 2p) \tilde{h}(1 + 2p - 2i - k). \tag{C.31}
\]

Let us write \( k = -\tilde{R} - 2i + 2\ell \) where \( \ell = 1, \ldots, i \). Then, showing that \( \alpha_i(k) = 0 \) is equivalent to showing that

\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p) h(2\ell - 2p - R) + h(1 - R + 2p) \tilde{h}(2p - 2\ell + \tilde{R} + 1) = 0. \tag{C.32}
\]

Continuing, we have

\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} - 2p) h(2\ell - 2p - R) + h(1 - R + 2p) \tilde{h}(2p - 2\ell + \tilde{R} + 1)
\]

\[
= \sum_{p=0}^{\ell-1} \tilde{h}(\tilde{R} - 2p) h(2\ell - 2p - R) + \sum_{p=0}^{\ell-1} h(1 - R + 2p) \tilde{h}(2p - 2\ell + \tilde{R} + 1). \tag{C.33}
\]

The equality in (C.33) holds because

\[
p \geq \ell \Rightarrow 2\ell - 2p - R \leq -R \Rightarrow h(2\ell - 2p - R) = 0 \tag{C.34}
\]

and

\[
p \geq \ell \Rightarrow 1 + \tilde{R} - 2\ell + 2p \geq \tilde{R} + 1 \Rightarrow \tilde{h}(1 + \tilde{R} - 2\ell + 2p) = 0. \tag{C.35}
\]

We have

\[
y = \sum_{v=0}^{2\ell-2} \tilde{h}(\tilde{R} - v) h(2\ell - v - R) = \sum_{u=1}^{2\ell} \tilde{h}(\tilde{R} + u - 2\ell) h(-R + u). \tag{C.36}
\]
where the last equality is obtained by the change of variables \( 2\ell - v = u \). We also have

\[
z = \sum_{v=1}^{2\ell} \tilde{h}(\tilde{R} + v - 2\ell) h(v - R).
\]  

(C.37)

Therefore,

\[
y + z = \sum_{v=1}^{2\ell} h(-R + v) \tilde{h}(\tilde{R} + v - 2\ell).
\]  

(C.38)

Applying (5.4) with \( n = \ell - \frac{R+R}{2} \) we get

\[
\sum_{k=-R+1}^{-R+2\ell} h(k) \tilde{h}(k + R + \tilde{R} - 2\ell) = 0
\]  

(C.39)

because \( n \neq 0 \). Therefore, by making the change of variables \( k = -R + v \),

\[
\sum_{v=1}^{2\ell} h(-R + v) \tilde{h}(\tilde{R} + v - 2\ell) = 0.
\]  

(C.40)

Hence, \( \alpha_i(k) = 0 \) is zero for every \( k \in [-2i - \tilde{R} + 1 : -\tilde{R}] \) such that \( k + \tilde{R} \) is even. This concludes the proof of (C.10).

We now show that (C.11) holds. Using the wavelet decomposition algorithm (5.7) we have

\[
a_j(n + \frac{R-R}{2} + i - p) = \sum_{k=2n+2i-2p+\tilde{R}-2R+1}^{2n+\tilde{R}+2i-2p} h(k - 2n - \tilde{R} + R - 2i + 2p) a_{j+1}(k)
\]  

(C.41a)

\[
= \sum_{u=2i-2p+\tilde{R}-2R+1}^{2i-2p+\tilde{R}} h(u - 2i + 2p - \tilde{R} + R) a_{j+1}(u + 2n)
\]  

(C.41b)

\[
= \sum_{u=\tilde{R}-2R+3}^{2i+\tilde{R}} h(u - 2i + 2p - \tilde{R} + R) a_{j+1}(2n + u)
\]  

(C.41c)

where (C.41b) is obtained by making the change of variables \( k = u + 2n \) and where (C.41c) follows from the fact that

\[
u < 2i - 2p + \tilde{R} - 2R + 1 \Rightarrow u - 2i + 2p - \tilde{R} + R \leq -R
\]  

(C.42a)

\[
\Rightarrow h(u - 2i + 2p - \tilde{R} + R) = 0
\]  

(C.42b)
and

\[ u > 2i - 2p + \tilde{R} \Rightarrow u - 2i + 2p - \tilde{R} + R > R \Rightarrow h(u - 2i + 2p - \tilde{R} + R) = 0. \] (C.43)

Therefore,

\[
\sum_{p=0}^{i-1} \tilde{h}(-\tilde{R} + 1 - 2p)a_j(n + \frac{\tilde{R}-R}{2} + i - p) \\
= \sum_{k=\tilde{R}-2R+3}^{2i+\tilde{R}} \left( \sum_{p=0}^{i-1} \tilde{h}(-\tilde{R} + 1 + 2p)h(k - 2i + 2p - \tilde{R} + R) \right)a_{j+1}(2n + k). \] (C.44)

Using again the wavelet decomposition algorithm we have

\[
d_j(n + i - p) = \sum_{k=2n+2i-2p+\tilde{R}}^{2n+2i-2p+\tilde{R}+1} g(k - 2n - 2i + 2p)a_{j+1}(k) \] (C.45a)

\[
= \sum_{u=2i-2p+\tilde{R}+1}^{2i+\tilde{R}} g(u - 2i + 2p)a_{j+1}(u + 2n) \] (C.45b)

\[
= \sum_{u=-\tilde{R}+3}^{2i+\tilde{R}} g(u - 2i + 2p)a_{j+1}(2n + u) \] (C.45c)

where (C.45b) is obtained by making the change of variables \( k = u + 2n \) and (C.45c) follows from the fact that

\[ u < 2i - 2p - \tilde{R} + 1 \Rightarrow u - 2i + 2p < -\tilde{R} + 1 \Rightarrow g(u - 2i + 2p) = 0 \] (C.46)

and

\[ u > 2i - 2p + \tilde{R} \Rightarrow u - 2i + 2p > \tilde{R} \Rightarrow g(u - 2i + 2p) = 0. \] (C.47)

Therefore,

\[
\sum_{p=0}^{i-1} \tilde{g}(-R + 2p + 1)d_j(n + i - p) \\
= \sum_{k=\tilde{R}+3}^{2i+\tilde{R}} \left( \sum_{p=0}^{i-1} \tilde{g}(-R + 1 + 2p)g(k - 2i + 2p) \right)a_{j+1}(2n + k). \] (C.48)
Using (C.44) and (C.48) and the fact that $\tilde{R} + 3 \leq \tilde{R} - 2\tilde{R} + 3$ we have

\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} + 1 + 2p)a_j(n + \frac{\tilde{R} - R}{2} + i - p) + \tilde{g}(\tilde{R} + 1 + 2p)d_j(n + i - p) = \sum_{k=-\tilde{R}+3}^{2i+\tilde{R}} \beta_i(k)a_{j+1}(2n + k) \tag{C.49}
\]

where $\beta_i(k)$ is as in (C.13).

To prove (C.11), we need to show that $\beta_i(k) = 0$ for $k \in [\tilde{R} + 1 : 2i + \tilde{R}]$. Notice that when $k \geq \tilde{R} + 1$ then $k \geq \tilde{R} - 2\tilde{R} + 3$ so

\[
\beta_i(k) = \sum_{p=0}^{i-1} \tilde{h}(\tilde{R} + 1 + 2p)h(k + 2p - 2i - \tilde{R} + R) + \tilde{g}(\tilde{R} + 1 + 2p)g(k + 2p - 2i). \tag{C.50}
\]

Using (5.6) we have

\[
\tilde{g}(\tilde{R} + 1 + 2p)g(k - 2i + 2p) = (-1)^{-k+R+1}h(R - 2p)\tilde{h}(1 - k - 2p + 2i). \tag{C.51}
\]

We are going to distinguish between the case where $-k + R$ is even and $-k + R$ is odd. Notice that $-k + R$ is even (respectively odd) if and only if $-k + \tilde{R}$ is even (respectively odd) since $R$ and $\tilde{R}$ have the same parity.

Case 1: $-k + \tilde{R}$ is even. In this case we have

\[
\beta_i(k) = \sum_{p=0}^{i-1} \tilde{h}(\tilde{R} + 1 + 2p)h(k - 2i + 2p - \tilde{R} + R) - h(R - 2p)\tilde{h}(1 + 2i - 2p - k). \tag{C.52}
\]

Recall that $k \in [\tilde{R} + 1 : 2i + \tilde{R}]$. We can therefore write $-k = -\tilde{R} - 2i + 2\ell$ where $\ell = 0, 1, \ldots, i - 1$. Therefore, showing that $\beta_i(k) = 0$ is equivalent to showing that

\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} + 1 + 2p)h(2p - 2\ell + R) - h(R - 2p)\tilde{h}(2\ell - 2p - \tilde{R} + 1) = 0. \tag{C.53}
\]

Continuing, we have

\[
\sum_{p=0}^{i-1} \tilde{h}(\tilde{R} + 1 + 2p)h(2p - 2\ell + R) - h(R - 2p)\tilde{h}(2\ell - 2p - \tilde{R} + 1)
\]

\[
= \sum_{p=0}^{\ell} \tilde{h}(\tilde{R} + 2p + 1)h(2p - 2\ell + R) - \sum_{p=0}^{\ell} h(R - 2p)\tilde{h}(2\ell - 2p - \tilde{R} + 1). \tag{C.54}
\]
The equality in (C.54) holds because

\[ p > \ell \Rightarrow 2p - 2\ell + R > R \Rightarrow \tilde{\eta}(2p - 2\ell + R) = 0 \]  
(C.55)

and

\[ p > \ell \Rightarrow 2\ell - 2p - \tilde{R} + 1 < -\tilde{R} + 1 \Rightarrow \tilde{\eta}(2\ell - 2p - \tilde{R} + 1) = 0. \]  
(C.56)

Consider now the second term of (C.33). By making the change of variables \( p = -u + \ell \) we have

\[
\sum_{p=0}^{\ell} h(R - 2p)\tilde{\eta}(2\ell - 2p - \tilde{R} + 1) = \sum_{u=0}^{\ell} \tilde{\eta}(2u - \tilde{R} + 1)h(R + 2u - 2\ell).
\]  
(C.57)

Therefore, from (C.33) we conclude that \( \beta_i(k) = 0 \) for every \( k \in [\tilde{R} + 1 : 2i + \tilde{R}] \) such that \( -k + \tilde{R} \) is even.

Case 2: \( -k + \tilde{R} \) is odd. In this case we have

\[
\beta_i(k) = \sum_{p=0}^{i-1} \tilde{\eta}(-\tilde{R} + 1 + 2p)h(k - 2i + 2p - \tilde{R} + R) + h(R - 2p)\tilde{\eta}(1 - 2p + 2i - k).
\]  
(C.58)

Let us write \( -k = -\tilde{R} - 2i + 2\ell - 1 \) where \( \ell = 1, \ldots, i \). Showing that \( \beta_i(k) = 0 \) is, therefore, equivalent to showing

\[
\sum_{p=0}^{i-1} \tilde{\eta}(-\tilde{R} + 2p + 1)h(2p - 2\ell + R + 1) + h(R - 2p)\tilde{\eta}(2\ell - 2p - \tilde{R}).
\]  
(C.59)

Continuing, we have

\[
\sum_{p=0}^{i-1} \tilde{\eta}(-\tilde{R} + 2p + 1)h(2p - 2\ell + R + 1) + h(R - 2p)\tilde{\eta}(2\ell - 2p - \tilde{R})
\]
\[
= \sum_{p=0}^{\ell-1} \tilde{\eta}(-\tilde{R} + 2p + 1)h(2p - 2\ell + R + 1) + \sum_{p=0}^{\ell-1} h(R - 2p)\tilde{\eta}(2\ell - 2p - \tilde{R}).
\]  
(C.60)

The equality in (C.60) holds because

\[ p \geq \ell \Rightarrow 2p - 2\ell + R + 1 \geq R + 1 \Rightarrow h(2p - 2\ell + R + 1) = 0 \]  
(C.61)

and

\[ p \geq \ell \Rightarrow 2\ell - 2p - \tilde{R} \leq -\tilde{R} \Rightarrow \tilde{\eta}(2\ell - 2p - \tilde{R}) = 0. \]  
(C.62)
We have
\[ y = \sum_{\substack{v \geq 0 \atop v \text{ odd}}}^{2\ell} \tilde{h}(-\tilde{R} + v)h(-2\ell + v + R). \] (C.63)

We also have
\[ z = \sum_{\substack{v \geq 0 \atop v \text{ even}}}^{2\ell-2} \tilde{h}(-\tilde{R} - v + 2\ell)h(R - v) = \sum_{\substack{u \geq 1 \atop u \text{ even}}}^{2\ell} \tilde{h}(-\tilde{R} + u)h(R + u - 2\ell) \] (C.64)

where in the last equality we have made the change of variables \( u = 2\ell - v \).

Therefore,
\[ y + z = \sum_{v = 1}^{2\ell} \tilde{h}(-\tilde{R} + v)h(R + v - 2\ell). \] (C.65)

Applying (5.4) with \( n = \ell - \frac{\tilde{R} + R}{2} \) we get
\[ \sum_{k = -\tilde{R} + 1}^{\tilde{R} + 2\ell} \tilde{h}(k)h(k + R + \tilde{R} - 2\ell) = 0 \] (C.66)

because \( n \neq 0 \). Therefore, by making the change of variables \( k = -\tilde{R} + v \), we have
\[ \sum_{v = 1}^{2\ell} \tilde{h}(-\tilde{R} + v)h(R + v - 2\ell) = 0. \] (C.67)

Hence, \( \beta_i(k) = 0 \) for every \( k \in [\tilde{R} + 1, 2\ell + \tilde{R}] \) such that \( -k + \tilde{R} \) is odd. This concludes the proof of Lemma C.2.1.

We now prove Proposition 5.2.1.

**Proof of Proposition 5.2.1.** Define

\[ K_1 \triangleq \begin{pmatrix}
\alpha_{\frac{\tilde{R} + R}{2} - 1}(-\tilde{R} + 1) & \alpha_{\frac{\tilde{R} + R}{2} - 1}(-\tilde{R} + 2) & \cdots & \alpha_{\frac{\tilde{R} + R}{2} - 1}(\tilde{R} - 2) \\
\alpha_{\frac{\tilde{R} + R}{2} - 2}(-\tilde{R} + 1) & \alpha_{\frac{\tilde{R} + R}{2} - 2}(-\tilde{R} + 2) & \cdots & \alpha_{\frac{\tilde{R} + R}{2} - 2}(\tilde{R} - 2) \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1(-\tilde{R} + 1) & \alpha_1(-\tilde{R} + 2) & \cdots & \alpha_1(\tilde{R} - 2) \\
\beta_1(-\tilde{R} + 3) & \beta_1(-\tilde{R} + 4) & \cdots & \beta_1(\tilde{R}) \\
\beta_2(-\tilde{R} + 3) & \beta_2(-\tilde{R} + 4) & \cdots & \beta_2(\tilde{R}) \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{\frac{\tilde{R} + R}{2} - 1}(-\tilde{R} + 3) & \beta_{\frac{\tilde{R} + R}{2} - 1}(-\tilde{R} + 4) & \cdots & \beta_{\frac{\tilde{R} + R}{2} - 1}(\tilde{R})
\end{pmatrix}, \] (C.68a)

\[ K_2 \triangleq \begin{pmatrix}
\end{pmatrix} \] (C.68b)
and the \((\frac{R+R}{2} - 1) \times (\frac{R+R}{2} - 1)\) triangular matrices \(H_1, H_2, G_1, G_2\) as

\[
H_1(\ell, c) \triangleq \begin{cases} 
\tilde{h}(\tilde{R} - 2(c - \ell)) & \text{for } \ell \in [1 : \frac{R+R}{2} - 1], c \in [\ell : \frac{R+R}{2} - 1], \\
0 & \text{otherwise},
\end{cases} 
\quad (C.69a)
\]

\[
G_1(\ell, c) \triangleq \begin{cases} 
\tilde{g}(R - 2(c - \ell)) & \text{for } \ell \in [1 : \frac{R+R}{2} - 1], c \in [\ell : \frac{R+R}{2} - 1], \\
0 & \text{otherwise},
\end{cases} 
\quad (C.69b)
\]

\[
H_2(\ell, c) \triangleq \begin{cases} 
\tilde{h}(-\tilde{R} + 1 + 2(\ell - c)) & \text{for } \ell \in [1 : \frac{R+R}{2} - 1], c \in [1 : \ell], \\
0 & \text{otherwise},
\end{cases} 
\quad (C.69c)
\]

\[
G_2(\ell, c) \triangleq \begin{cases} 
\tilde{g}(-R + 1 + 2(\ell - c)) & \text{for } \ell \in [1 : \frac{R+R}{2} - 1], c \in [1 : \ell], \\
0 & \text{otherwise}.
\end{cases} 
\quad (C.69d)
\]

Then (C.10) and (C.11) imply that

\[
G_1 \begin{bmatrix} d_j(n - \frac{R+R}{2} + 1) \\
\vdots \\
d_j(n - 1) \end{bmatrix} + H_1 \begin{bmatrix} a_j(n - \tilde{R} + 1) \\
\vdots \\
a_j(n - \frac{R-R}{2} - 1) \end{bmatrix} = K_1 \begin{bmatrix} a_{j+1}(2n - \tilde{R} + 1) \\
\vdots \\
a_{j+1}(2n + \tilde{R} - 2) \end{bmatrix}, 
\quad (C.70a)
\]

\[
G_2 \begin{bmatrix} d_j(n + 1) \\
\vdots \\
d_j(n + \frac{R-R}{2} - 1) \end{bmatrix} + H_2 \begin{bmatrix} a_j(n + \tilde{R} - 1) \\
\vdots \\
a_j(n + \tilde{R} + 1) \end{bmatrix} = K_2 \begin{bmatrix} a_{j+1}(2n - \tilde{R} + 3) \\
\vdots \\
a_{j+1}(2n + \tilde{R}) \end{bmatrix}. 
\quad (C.70b)
\]

Since \(\tilde{g}(R) \neq 0\) and \(\tilde{g}(-R + 1) \neq 0\), then \(G_1\) and \(G_2\) are invertible and (5.15a) and (5.15b) follow with \(L_1 = -G_1^{-1}H_1, J_1 = G_1^{-1}K_1, L_2 = -G_2^{-1}H_2, J_2 = G_2^{-1}K_2.\)
C.3 Proof of Proposition 5.2.2

Proof. First, let us define for notational simplicity $\tilde{R} \triangleq \frac{R + \tilde{R}}{2}$. Now consider the children $x_{j+1}(2n)$ and $x_{j+1}(2n + 1)$ of $x_j(n)$ which are defined as

\[
x_{j+1}(2n) \triangleq 
\begin{bmatrix}
  a_{j+1}(2n - \tilde{R} + 1) \\
  \vdots \\
  a_{j+1}(2n - 1) \\
  a_{j+1}(2n) \\
  a_{j+1}(2n + 1) \\
  \vdots \\
  a_{j+1}(2n + \tilde{R} - 1) \\
  d_{j+1}(2n - \tilde{R} + 1) \\
  \vdots \\
  d_{j+1}(2n - 1) \\
  d_{j+1}(2n) \\
  d_{j+1}(2n + 1) \\
  \vdots \\
  d_{j+1}(2n + \tilde{R} - 1) \\
  \xi_{j+1}(2n)
\end{bmatrix}
\]

and

\[
x_{j+1}(2n + 1) \triangleq 
\begin{bmatrix}
  a_{j+1}(2n - \tilde{R} + 2) \\
  \vdots \\
  a_{j+1}(2n) \\
  a_{j+1}(2n + 1) \\
  a_{j+1}(2n + 2) \\
  \vdots \\
  a_{j+1}(2n + \tilde{R}) \\
  d_{j+1}(2n - \tilde{R} + 2) \\
  \vdots \\
  d_{j+1}(2n) \\
  d_{j+1}(2n + 1) \\
  d_{j+1}(2n + 2) \\
  \vdots \\
  d_{j+1}(2n + \tilde{R}) \\
  \xi_{j+1}(2n + 1)
\end{bmatrix}
\]
where
\[
\xi_{j+1}(2n) = \begin{bmatrix} \xi^1_j(n) & a_j(n - \tilde{R} + 1) & \cdots & a_j(n - \frac{\tilde{R} - R}{2} - 1) \end{bmatrix}^T
\]
(C.72a)
and
\[
\xi_{j+1}(2n + 1) = \begin{bmatrix} \xi^2_j(n) & a_j(n + \frac{\tilde{R} - R}{2} + 1) & \cdots & a_j(n + \tilde{R} - 1) \end{bmatrix}^T.
\]
(C.72b)

Then we have the following:
- \[
\begin{bmatrix} a_j(n - \tilde{R} + 1) & \cdots & a_j(n - \frac{\tilde{R} - R}{2} - 1) \end{bmatrix}^T
\]
is clearly a linear function of \(x_{j+1}(2n)\) since it is simply copied in \(\xi_{j+1}(2n)\).
- \[
\begin{bmatrix} a_j(n + \frac{\tilde{R} - R}{2} + 1) & \cdots & a_j(n + \tilde{R} - 1) \end{bmatrix}^T
\]
is clearly a linear function of \(x_{j+1}(2n + 1)\) since it is simply copied in \(\xi_{j+1}(2n + 1)\).
- Using Proposition 5.2.1, \[
\begin{bmatrix} d_j(n - \tilde{R} + 1) & \cdots & d_j(n - 1) \end{bmatrix}^T
\]
is a linear function of \(x_{j+1}(2n)\).
- Using Proposition 5.2.1, \[
\begin{bmatrix} d_j(n + 1) & \cdots & d_j(n + \tilde{R} - 1) \end{bmatrix}^T
\]
is a linear function of \(x_{j+1}(2n + 1)\).
- The wavelet decomposition formulas (5.7) imply that \(d_j(n)\) is a linear function of \(x_{j+1}(2n)\) and \(x_{j+1}(2n + 1)\) since they contain \(a_{j+1}(m)\) for \(m \in \{2n - \tilde{R} + 1, \ldots, 2n + \tilde{R}\}\).
- The wavelet decomposition formulas (5.7) also imply that
\[
\begin{bmatrix} a_j(n - \frac{\tilde{R} - R}{2}) & \cdots & a_j(n + \frac{\tilde{R} - R}{2}) \end{bmatrix}^T
\]
is a linear function of \(x_{j+1}(2n)\) and \(x_{j+1}(2n + 1)\). Indeed, for \(i \in \mathcal{I} \triangleq \left[ -\frac{\tilde{R} - R}{2} : \frac{\tilde{R} - R}{2} \right] \) (5.7) implies that
\[
a_j(n + i) = \sum_{p=2n+2i-R+1}^{2n+2i+R} h(p - 2n - 2i)a_{j+1}(p).
\]
(C.74)

Since \(\{2n + 2i - R + 1, \ldots, 2n + 2i + R\}_{i \in \mathcal{I}} = \{2n - \tilde{R} + 1, \ldots, 2n + \tilde{R}\}\), it follows that the vector in (C.73) is a linear function of \(x_{j+1}(2n)\) and \(x_{j+1}(2n + 1)\).
- Finally, \(\xi_j(n)\) is a linear function of \(x_{j+1}(2n)\) and \(x_{j+1}(2n + 1)\) since the two parts \(\xi^1_j(n)\) and \(\xi^2_j(n)\) that compose \(\xi_j(n)\) are carried by \(\xi_{j+1}(2n)\) and \(\xi_{j+1}(2n + 1)\), respectively.
Appendix D

Proofs for Chapter 6

In this appendix we provide proofs for Proposition 6.4.1 (Section D.1), Proposition 6.5.1 (Section D.2), Proposition 6.5.2 (Section D.3), Proposition 6.5.3 (Section D.4), and a sketch of a proof of Proposition 6.5.4 (Section D.5).

**D.1 Proof of Proposition 6.4.1**

*Proof.* Using (6.24a) which states that
\[
\begin{bmatrix} 0 & B^b_U \end{bmatrix} P_{Q^2} = \begin{bmatrix} \delta_U^{a,b} & 0 & \cdots & 0 & \varepsilon_U^b \end{bmatrix},
\]
we have
\[
\begin{bmatrix} I & 0 \\ 0 & B^b_U \end{bmatrix} P_{Q^2} \begin{bmatrix} I & 0 \\ 0 & B^b_U \end{bmatrix}^T = \begin{bmatrix} P_{U^2_2} & \delta_U^{a,b} \\ \delta_U^{a,b} & 0 & \cdots & 0 & \varepsilon_U^b \end{bmatrix}_K. \tag{D.2}
\]

By Sylvester's law of inertia [84], we conclude that \( P_{Q^2} > 0 \) if and only if the matrix on the right-hand side of (D.2), which we have denoted by \( K \), is positive-definite. The identity
\[
\begin{bmatrix} F_1 & F_2 \\ F_2^T & F_3 \end{bmatrix} = \begin{bmatrix} I & 0 \\ F_2^T F_1^{-1} & I \end{bmatrix} \begin{bmatrix} F_1 & 0 \\ 0 & F_3 - F_2^T F_1^{-1} F_2 \end{bmatrix} \begin{bmatrix} I & 0 \\ F_2^T F_1^{-1} & I \end{bmatrix}^T \tag{D.3}
\]
implies that \( \begin{bmatrix} F_1 & F_2 \\ F_2^T & F_3 \end{bmatrix} > 0 \) if and only if \( F_1 > 0 \) and \( F_3 - F_2^T F_1^{-1} F_2 > 0 \). Applying this fact to \( K \) and using the fact that \( P_{U^2_2} > 0 \), we conclude that \( P_{Q^2} > 0 \) if and only if
\[
\varepsilon_U^b - (\delta_U^{a,b})^2 \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} P_{U^2_2}^{-1} \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T > 0. \tag{D.4}
\]

The positivity condition (D.4) can be simplified by using (6.27) which states that
\[
\underbrace{\begin{bmatrix} 1 & -L_m^{a} \\ A_U^{b} \end{bmatrix}}_{U_m} P_{U^2_2} = \begin{bmatrix} \varepsilon_U^b & 0 & \cdots & 0 \end{bmatrix}. \tag{D.5}
\]
Therefore,
\[
1 = A^a_U \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T
= \varepsilon^a_U \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} P_{U_2}^{-1} \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T
\]
and (D.4) simplifies to
\[
\varepsilon^b_U - (\delta^{a,b}_U)^2 \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} P_{U_2}^{-1} \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T = \varepsilon^a_U - \left(\frac{\delta^{a,b}_U}{\varepsilon^a_U}\right)^2 > 0
\]
or, using the fact that \(\varepsilon^a_U\) is positive,
\[
(\delta^{a,b}_U)^2 < \varepsilon^a_U \varepsilon^b_U.
\]
Thus, by the definition of \(\rho^{a,b}_U\) (cf., (6.32)),
\[
|\rho^{a,b}_U| = \left|\frac{\delta^{a,b}_U}{\sqrt{\varepsilon^a_U \varepsilon^b_U}}\right| < 1.
\]

That the choice of \(\rho^{a,b}_U = 0\) maximizes the determinant of \(P_Q^2\) can be seen as follows. Using (D.2), (D.3), (D.4), and the fact that \(B^b_U = [-L^b_U \ 1]\) we have that

\[
det(P_Q^2) = det(P_{U_2}) \left[\varepsilon^b_U - (\delta^{a,b}_U)^2 \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} P_{U_2}^{-1} \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T\right].
\]

Applying (D.7) and the definition of \(\rho^{a,b}_U\) (cf., (6.32)), we have

\[
det(P_Q^2) = det(P_{U_2}) \varepsilon^b_U \left[1 - (\rho^{a,b}_U)^2\right].
\]
Hence, the choice of \(\rho^{a,b}_U = 0\) maximizes the determinant.

\section*{D.2 Proof of Proposition 6.5.1}

\textbf{Proof.} Choose \(e \in E^0\). For some \(a \in [0 : N - k]\), \(e \in \ell \times \ell\) where \(\ell \triangleq [a : a + k]\), an interval of length \(k + 1\). We will show that every such \(\ell\) is a subset of \(C_s\) for some \(s\). This will complete the proof because \(C_s\) is a clique so \(\ell \times \ell \subset C_s \times C_s \subset E^n\). Now either \(\ell\) contains both elements \(i4k - 1\) and \(i4k\) (elements on a tree boundary) for some \(i \in \{1, 2, \ldots, 2^M - 1\}\) or it does not. If not, then \(\ell \subset \eta(s) \subset C_s\) such that \(m(s) = M\) and

\[
\begin{align*}
\eta(s)4k & \leq a, \quad \text{(D.12a)} \\
(\eta(s) + 1)4k - 1 & \geq a + k. \quad \text{(D.12b)}
\end{align*}
\]
Indeed, \( s(s)4k \) and \( (s(s) + 1)4k - 1 \) are the maximum and minimum elements of \( \eta(s) \) which contains an interval of length \( 4k \) by definition (for \( m(s) = M \)).

Next, consider the case that \( \ell \) contains \( i4k - 1 \) and \( i4k \). Then it crosses a tree boundary and belongs to some \( C_s \) for \( m(s) = M \) because, by construction, the \( \{ C_s \} \) collectively contain all sets \( [i4k - k : i4k + k - 1] \), an interval of length \( 2k \) around \( i4k - 1 \) and \( i4k \). In particular, we have \( \ell \subset \eta(s) \subset C_s \) for \( s \) such that

\[
\begin{align*}
\text{sgn}_{4k2^{M-m(s)}} + 4k2^{M-m(s)-1} - k & \leq a, \quad (D.13a) \\
\text{sgn}_{4k2^{M-m(s)}} + 4k2^{M-m(s)-1} + k - 1 & \geq a + k. \quad (D.13b)
\end{align*}
\]

\[\blacksquare\]

**D.3 Proof of Proposition 6.5.2**

To prove Proposition 6.5.2 we require several intermediate results concerning the graph \( L^s \) which is defined in Section 6.5 and illustrated in Figure 6.13. The first lemma, which follows, is clear from Figure 6.13.

**Lemma D.3.1.** \( L^s \) is a tree.

**Proof.** We will show this by induction. For \( m(s) = M - 1 \), \( L^s \) has \( N_v^{m(s)} = 2 \) vertices and \( N_e^{m(s)} = 1 \) edge as shown in Figure D.1. For \( s \) such that \( m(s) = n \), \( L^s \) has

\[
N_v^n = 2N_v^{n-1} + 2 \quad (D.14a)
\]

vertices and

\[
N_e^n = 2N_e^{n-1} + 3 \quad (D.14b)
\]

edges, where we have used the fact that \( L^s \) has subtrees \( L^{s\alpha_1} \) and \( L^{s\alpha_2} \) each of which has \( N_v^{n-1} \) vertices and \( N_e^{n-1} \) edges and are joined to form \( L^s \) as shown in Figure 6.13. Using (D.14) and the inductive assumption that \( N_v^{n-1} = N_e^{n-1} + 1 \), it is straightforward to show that \( N_v^n = N_e^n + 1 \).

We will show that \( L^s \) is a junction tree for a specific subgraph of \( G^n \). The fact that \( L^0 \) is a junction tree for \( G^n \) will follow immediately. We will need the following lemma.
**Figure D.2.** The junction tree $T$ is formed by joining two others $T^1$ (which has a vertex $A^1$) and $T^2$ (which has a vertex $A^2$). To join them, an edge is added between $A^1$ and $A^2$.

**Lemma D.3.2.** Let $T^i = (\mathcal{K}^i, \mathcal{E}^i)$ be junction trees with the $\mathcal{K}^i$ disjoint. Suppose $A^i \in \mathcal{K}^i$, $i = 1, 2$. Let $T = (\mathcal{K}, \mathcal{E})$ where $\mathcal{K} = \mathcal{K}^1 \cup \mathcal{K}^2$ and $\mathcal{E} = \{(A^1, A^2)\} \cup \mathcal{E}^1 \cup \mathcal{E}^2$. Then $T$ is a junction tree if $\text{ucli}(T^1) \cap \text{ucli}(T^2) \subseteq A^1 \cap A^2$.

The following proof follows from a straightforward application of the intersection property of junction trees (cf., Definition 6.2.6). Indeed, as shown in Figure D.2, $T$ is comprised of $T^1$ and $T^2$ which are, themselves junction trees and have the intersection property. Junction trees $T^1$ and $T^2$ are joined by an edge between $A^1$ (a vertex of $T^1$) and $A^2$ (which is a vertex of $T^2$). The condition that $\text{ucli}(T^1) \cap \text{ucli}(T^2) \subseteq A^1 \cap A^2$ guarantees that the intersection property holds for all of $T$.

**Proof.** $T$ is a tree because, using the fact that the $\mathcal{K}^i$ are disjoint, $|\mathcal{K}| = |\mathcal{K}^1| + |\mathcal{K}^2| = |\mathcal{E}^1| + |\mathcal{E}^2| + 2 = |\mathcal{E}| + 1$. We will show that for any $v \in \text{ucli}(T)$, $T_{K_v}$ is a subtree. First, consider $v \in \text{ucli}(T^1)$ but $v \notin \text{ucli}(T^2)$. Then $\mathcal{K}_v = \mathcal{K}^1_v \cup \mathcal{K}^2_v = \mathcal{K}^1_v$. Hence, $T_{K_v} = T_{K_v}^1 = T_{K_v}^1$ is a subtree because $T^1$ is a junction tree. By a similar argument $T_{K_v}$ is a subtree for $v \notin \text{ucli}(T^1)$ but $v \in \text{ucli}(T^2)$.

Next, consider $v \in \text{ucli}(T^1) \cap \text{ucli}(T^2)$ which implies, by assumption, that $v \in A^i$ for $i = 1, 2$. Using this, and the fact that $T^i$ is a junction tree for $i = 1, 2$, it is clear that $T_{K_v}$ has the intersection property. So it is a junction tree and a subtree of $T$.

Having shown that $L_s$ is a tree in Lemma D.3.1, we will use Lemma D.3.2 to show, in the following proposition, that it is a junction tree for a particular subgraph of $G^n$.

**Proposition D.3.1.** $L^s$ is a junction tree for $G^n_{\text{ucli}(L^s)}$.

**Proof.** It is clear that the vertex set for $L^s$ is the set of maximal cliques of $G^n_{\text{ucli}(L^s)}$. It is also clear that $L^s$ is a junction tree for $s$ such that $m(s) = M - 1$ (see Figure D.1). We now proceed inductively. For a general $s$ such that $m(s) < M - 1$, $L^s$ has as subtrees $L^{s_{\alpha_i}}$ for $i = 1, 2$ which are themselves junction trees. To form $L^s$ we need to join these two junction trees with the junction tree $D^s$ which has vertices $C_{s_{\alpha_i}}$ for $i = 1, 2$ and an edge $(C_{s_{\alpha_1}}, C_{s_{\alpha_2}})$. (Note that $D^s$ is isomorphic to $L^r$ for $m(r) = M - 1$.) That is, we need to add edges $(C_{s_{\alpha_1}}, C_{s_{\alpha_2}})$, $(C_{s_{\alpha_2}}, C_{s_{\alpha_1}})$ to join $L^{s_{\alpha_i}}$ and $D^s$ for $i = 1, 2$. Notice that $\text{vert}(D^s)$, $\text{vert}(L^{s_{\alpha_1}})$, and $\text{vert}(L^{s_{\alpha_2}})$ are disjoint. Finally, note that $\text{ucli}(L^{s_{\alpha_1}}) \cap \text{ucli}(L^{s_{\alpha_2}}) = \emptyset$ and $\text{ucli}(D^s) \cap \text{ucli}(L^{s_{\alpha_i}}) = \eta(s_{\alpha_i}) \in C_{s_{\alpha_i}} \cap C_{s_{\alpha_i}}$ where $j = 3 - i$. Hence, by Lemma D.3.2 the proposition follows.
We show that $H^n$, as defined in Section 6.5, is chordal by exhibiting a junction tree for it. The maximal cliques of $H^n$ take two forms. First, recall that the maximal cliques of the original graph, $G^0$, are length $k + 1$ intervals. Some of these intervals are also maximal cliques of $H^n$ while other intervals have been subsumed by sets of the form $C_s$. Thus, in addition to some intervals, the maximal cliques of $H^n$ includes a subset of $\{C_s\}_{s \in S_0 \setminus \{0\}}$. Specifically, $C_s$ for $s$ such that $m(s) \geq M - n + 1$ is a maximal clique of $H^n$. Hence, to define a junction tree for $H^n$ we will need to account for both types of maximal cliques, intervals and $C_s$.

In this section, we will rely on the notation and definitions of Chapter 6. However, to simplify notation, we make the following definitions. Let $B_s$ be the length-$(k + 1)$ interval that overlaps a tree boundary (as illustrated in Figure D.3) defined by $B_s = (s(s) + 1)4k2^{M-m(s)} + [-k : 0]$. And, let $\bar{B}_s = B_s + k - 1$. Also, let $F^s$ be the graph whose vertex set is $\text{vert}(F^s) \triangleq \{B_s + j\}_{j=0}^{k-1}$ (see Figure D.4) and whose edge set is $\text{edge}(F^s) \triangleq \{(B_s + j, B_s + j + 1)\}_{j=0}^{k-2}$. Notice that the vertex set for $F^s$ includes $\bar{B}_s$ and that $F^s$ is a tree. In fact, it is a junction tree as the following lemma verifies.

**Lemma D.4.1.** $F^s$ has the intersection property.

The lemma follows from the fact that $F^s$ consists of a collection of intervals offset by
one as shown in Figure D.4. An algebraic proof follows.

**Proof.** Let \( A_i \), for \( i = 1, 2, 3 \) be vertices of \( F^s \) where, \( A_2 \) is on the (unique) length-\( n \) path from \( A_1 \) to \( A_3 \). Let \( a^+(i) \) \( (a_+(i)) \) be the maximal (minimal) element of \( A_i \). Assume, without loss of generality, that the maximal element of \( a^+(1) < a^+(2) \). Of course, we must have \( a^+(1) \leq a^+(2) \leq a^+(3) \) and \( a_+(1) \leq a_+(2) \leq a_+(3) \). By definition of \( F^s \),

\[
A_1 \cap A_3 = \{ a_+(1) + n : a^+(3) - n \}. 
\]

Suppose the path from \( A_1 \) to \( A_2 \) is length \( \ell \leq n \). Then \( A_2 \ni a_+(1) + \ell \leq a_+(1) + n \). Suppose that the path from \( A_2 \) to \( A_3 \) is length \( p \leq n \) Then \( A_2 \ni a^+(3) - p \geq a^+(3) - n \). The lemma follows because \( A_2 \supseteq \{ a_+(1) + \ell : a^+(3) - p \} \supseteq \{ a_+(1) + n : a^+(3) - n \} \).

To define a junction tree for \( H^n \), we combine a collection of graphs \( \{ L^s \} \) (the graph \( L^s \) is defined in Section 6.5 and discussed in Section D.3) with a collection of graphs \( \{ F^s \} \). Each graph \( L^s \) is a dyadic tree corresponding to a subset of the collection of maximal cliques \( \{ C_s \} \) (see Figure 6.13). The collection \( \{ L^s \} \) represent some of the maximal cliques of \( H^n \), namely \( \{ C_s \}_{s: m(s) \geq M-n+1} \). The remaining maximal cliques of \( H^n \) are intervals and these are represented by \( \{ F^s \} \). We will join together several dyadic trees, \( L^s \), by linking pairs of them with graphs of the form \( F^s \). This is illustrated abstractly in Figure D.5 and for a concrete example in Figure D.6 (to be described in greater detail shortly). Specifically, we define \( T^n \) to be the graph whose vertex set is the disjoint union

\[
\text{vert}(T^n) \triangleq \bigcup_{s \in \mathcal{T}_0(M-n)} \left( \text{vert}(L^s) \cup \text{vert}(F^{s\alpha_2}) \right)
\]  

(D.15)
and whose edge set is

$$
\text{edge}(T^n) = \bigcup_{s \in \mathcal{T}_0(M-n)} \left( \text{edge}(L^s) \cup \text{edge}(F^{s02}) \cup \{(C_{s\alpha_2}, B_{s\alpha_2})\} \cup \{(C_{s\alpha_1}, \bar{B}_{s\alpha_1})\} \right)
$$

(D.16)

The graph $T^n$ is depicted in Figure D.5. Notice that $T^n$ contains as subgraphs $L^s$ and $F^{s02}$ for all $s \in \mathcal{T}_0(M-n)$ as indicated in Figure D.5. Figure D.6 illustrates $T^1$ for the case in which $k = 1$, $M = 3$. The shaded boxes represent the sets (from left to right) $B_{(M,1)}$, $B_{(M,3)}$, and $B_{(M,5)}$ where we are using the notation $s = (m(s), t(s))$. The other boxes represent the $C_{(M,i)}$. The arcs linking boxes are the edges of $T^1$. Figure D.6 is a bit cluttered and the structure of $T^1$ is hard to see. However, by focusing on a subgraph of $T^1$, its structure is revealed a bit more clearly (see Figure D.7).

**Proposition D.4.1.** $T^n$ is a junction tree for $H^n$.

The proof follows, more or less, by construction and, intuitively, it is clear from Figure D.5 and Figure D.6 that $T^n$ is a junction tree for $H^n$. It has already been shown that each graph $L^s$ and $F^s$ is a tree. Since $T^n$ is just a linking of such graphs, a proof follows from Lemma D.3.2.

**Proof.** $T^n$ is a tree. Indeed, a careful count reveals that the number of vertices of $T^n$ is one more than the number of edges. By an argument similar to the one made in the proof of Proposition 6.5.1 it can be verified that vert($T^n$) are the maximal cliques of $H^n$. It is easy to check that ucl($L^t$) $\cap$ ucl($F^{t02}$) $\subseteq$ $C_{s\alpha_2} \cap B_{s\alpha_2}$ and ucl($L^s$) $\cap$ ucl($F^{s02}$) $\subseteq$ $C_{s\alpha_1} \cap \bar{B}_{t\alpha_2}$ for $i(t) = i(s) - 1$. We also have that ucl($L^t$) $\cap$ ucl($L^s$) = ucl($F^{t02}$) $\cap$ ucl($F^{s02}$) = ucl($L^s$) $\cap$ ucl($F^{02}$) = 0 for $t \neq s$ and for all $r$ such that $i(r)$ $\neq i(s) \pm 1$. Therefore, by Lemma D.3.2 the proposition follows.

That $H^n$ is chordal follows immediately from Proposition 6.2.2 and Proposition D.4.1.

**D.5 Sketch of a Proof of Proposition 6.5.4**

In this section we sketch a proof of Proposition 6.5.4 pictorially for the case of $M = 3$ and $k = 1$. Specifically, we will illustrate a sequence of junction trees corresponding to a sequence of graphs beginning with $H^{n-1}$ and ending with $H^n$. Moreover, this sequence
of graphs will have the property described in Proposition 6.5.4, i.e., that for all s and t such that \( m(s) = m(t) = M - n + 1 \) and \( \tau(s) < \tau(t) \), the edges of \( C_s \) are added prior to those of \( C_t \). Our starting point is graph \( H^0 \cong G^0 \) for the case \( M = 3, k = 1 \) which is illustrated in Figure D.8. The maximal cliques of \( H^0 \) (i.e., the vertices of the junction tree for \( H^0 \)) consist of length-\( k + 1 \) intervals and are illustrated in Figure D.9(a). The boxed and shaded cliques of Figure D.9(a) are those that will remain in \( H^1 \) as shown in Figure D.6. Each of the others will be subsumed by a set \( C_s \).

Consider adding edges to form maximal cliques \( C_{s_1} \) and \( C_{s_2} \) for \( s_1 \) and \( s_2 \) the two left-most leaf nodes (i.e., \( m(s_1) = m(s_2) = M \) and \( \tau(s_1) = \tau(s_2) - 1 = 0 \)). The vertices of the resulting junction tree are shown in Figure D.9(b). Notice that some of the maximal cliques representing intervals illustrated in Figure D.9(a) have been subsumed by \( C_{s_1} \) and \( C_{s_2} \). Now consider adding the edges to form the maximal cliques \( C_{t_1} \) and \( C_{t_2} \) where \( t_1 \) and \( t_2 \) are the left-most leaf nodes just to the right of \( s_2 \) (i.e., \( m(t_1) = m(t_2) = M \) and \( \tau(t_1) = \tau(t_2) - 1 = 2 \)). The vertices of the resulting junction tree are shown in Figure D.9(c). Again, some of the interval cliques have been subsumed. Continuing
this process of adding the edges for $C_s$ according to increasing $z(s)$, we arrive at the
junction tree for $H^1$ whose vertices are illustrated in Figure D.6. Three of the original
interval cliques remain.

A similar procedure—adding the $C_s$ in order of increasing $z(s)$—can be applied
scale-recursively, beginning at the next coarser scale $(M - 1)$ and continuing until
scale 1. Doing so will yield a sequence of graphs with the properties described in
Proposition 6.5.4. Although not explicitly shown here, this procedure can be applied
for any $M$ and $k$. This completes our sketch of a proof of Proposition 6.5.4. Formalizing
this sketch requires carefully defining the sequence of junction trees we have illustrated
(for a special case). However, doing so will not provide any insight and the formality
will, no doubt, obscure the simplicity of the procedure.
Appendix E

Proofs for Chapter 7

In this appendix we provide proofs for Proposition 7.3.1 (Section E.1) and Proposition 7.3.2 (Section E.2).

E.1 Proof of Proposition 7.3.1

Proof. Let us proceed by induction on \( n \in \{m - m(r) - 1, m - m(r) - 2, \ldots, 0\} \). First note, that \( P_{x(r)} = P_{f(r)} = L_r P_{fM} L_r^T \).

Base Case: \( n = m - m(r) - 1 \): For this case \( t\tilde{\gamma}^{n+1} = s\tilde{\gamma}^{n+1} = r \). Let \( t_1 = t\tilde{\gamma}^n \) and \( s_1 = s\tilde{\gamma}^n \). Then,

\[
E[x(t_1)x(r)^T] = E[(A(t_1)x(r) + w(t_1))x(r)^T] \tag{E.1a}
\]

\[
= A(t_1)E[x(r)x(r)^T] \tag{E.1b}
\]

\[
= L_{t_1} P_{fM} L_r^T (L_r P_{fM} L_r^T)^{-1} L_r P_{fM} L_r^T \tag{E.1c}
\]

\[
= L_{t_1} P_{fM} L_r^T. \tag{E.1d}
\]

We also have,

\[
E[x(t_1)x(s_1)^T] = E[x(t_1)(A(s_1)x(r) + w(s_1))^T] \tag{E.2a}
\]

\[
= E[x(t_1)x(r)^T] A(s_1)^T \tag{E.2b}
\]

\[
= L_{t_1} P_{fM} L_r^T (L_r P_{fM} L_r^T)^{-1} L_r P_{fM} L_{s_1}^T \tag{E.2c}
\]

\[
= L_{t_1} P_{fM} L_{s_1}^T. \tag{E.2d}
\]

where we have used (E.1) and (7.19a) (or, equivalently, (7.19b)) with Lemma 7.3.1.

Inductive Assumption: Assume that for some \( n + 1 \in \{m - m(r) - 1, m - m(r) - 2, \ldots, 0\} \), \( E[x(t\tilde{\gamma}^{n+1})x(s\tilde{\gamma}^{n+1})^T] = L_{t\tilde{\gamma}^{n+1}} P_{fM} L_{s\tilde{\gamma}^{n+1}}^T \).
Inductive Step: We have

\[
E[x(t)y^n)x(s)y^n] = A(t)E[x(t)y^{n+1})x(s)y^{n+1})]A(s)y^n
\]

(E.3a)

\[
= LtynP_{ym}L_{yn+1}T \cdot \left( Ls_{yn+1}P_{ym}L_{yn+1}T \right)^{-1} \cdot Ls_{yn+1}P_{ym}L_{yn}T
\]

\[
\times (Ls_{yn+1}P_{ym}L_{yn+1}T)^{-1} \cdot Ls_{yn+1}P_{ym}L_{yn}T
\]

(E.3b)

\[
= LtynP_{ym}L_{yn+1}T \cdot \left( Ls_{yn+1}P_{ym}L_{yn+1}T \right)^{-1} \cdot Ls_{yn+1}P_{ym}L_{yn}T
\]

(E.3c)

\[
= LtynP_{ym}L_{yn}T
\]

(E.3d)

where in (E.3a) we’ve used the MAR dynamics, in (E.3b) we’ve used the inductive assumption, in (E.3c) we’ve used (7.19a) and Lemma 7.3.1, and in (E.3d) we’ve used (7.19b) and Lemma 7.3.1. This completes the proof.

■

E.2 Proof of Proposition 7.3.2

Proof. We will proceed by induction on \( j \in \{m(t) - m(s), \ldots, 0\} \).

Base Case: \( j = m(t) - m(s) \): In this case \( t\gamma^j = t\gamma^{m(t) - m(s)} = t' \) by definition. Note that \( m(t') = m(s) \). Then, by Proposition 7.3.1 and (7.20a) and (7.20b) we have

\[
E[x(t')x(s)] = L_{t'}P_{ym}L_{s}T
\]

(E.4)

Inductive Assumption: Assume that for some \( j + 1 \in \{m(t) - m(s), m(t) - m(s) - 2, \ldots, 0\} \) we have that

\[
E[x(t\gamma^{j+1})x(s)] = L_{t\gamma^{j+1}}P_{ym}L_{s}T
\]

(E.5)

Inductive Step: We have

\[
E[x(t\gamma^j)x(s)] = A(t\gamma^j)E[x(t\gamma^{j+1})x(s)]
\]

(E.6a)

\[
= L_{t\gamma^j}P_{ym}L_{t\gamma^{j+1}}(L_{t\gamma^j+1}P_{ym}L_{t\gamma^j+1})^{-1}E[x(t\gamma^{j+1})x(s)]
\]

(E.6b)

\[
= L_{t\gamma^j}P_{ym}L_{t\gamma^{j+1}}(L_{t\gamma^j+1}P_{ym}L_{t\gamma^j+1})^{-1}L_{t\gamma^j+1}P_{ym}L_{s}T
\]

(E.6c)

\[
= L_{t\gamma^j}P_{ym}L_{s}T
\]

(E.6d)

where we have used the inductive assumption, (7.21) and Lemma 7.3.1. This completes the proof.

■
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