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Abstract

Studies of human brain function require technologies to non-invasively image neuronal dynamics
with high spatiotemporal resolution. The electroencephalogram (EEG) and magnetoencephalogram
(MEG) measure neuronal activity with high temporal resolution, and provide clinically accessible
signatures of brain states. However, they have limited spatial resolution for regional dynamics.
Combinations of M/EEG with functional and anatomical magnetic resonance imaging (MRI) can
enable jointly high temporal and spatial resolution. In this thesis, we address two critical challenges
limiting multimodal imaging studies of spatiotemporal brain dynamics.

First, simultaneous EEG-fMRI offers a promising means to relate rapidly evolving EEG signa-
tures with slower regional dynamics measured on fMRI. However, the potential of this technique
is undermined by MRI-related ballistocardiogram artifacts that corrupt the EEG. We identify a
harmonic basis for these artifacts, develop a local likelihood estimation algorithm to remove them,
and demonstrate enhanced recovery of oscillatory and evoked EEG dynamics in the MRI scanner.

Second, M/EEG source imaging offers a means to characterize rapidly evolving regional dynam-
ics within an estimation framework informed by anatomical MRI. However, existing approaches are
limited to cortical structures. Crucial dynamics in subcortical structures, which generate weaker
M/EEG signals, are largely unexplored. We identify robust distinctions in M/EEG field patterns
arising from subcortical and cortical structures, and develop a hierarchical subspace pursuit al-
gorithm to estimate neural currents in subcortical structures. We validate efficacy for recovering
thalamic and brainstem contributions in simulated and experimental studies. These results es-
tablish the feasibility of using non-invasive M/EEG measurements to estimate millisecond-scale
dynamics involving subcortical structures.

Finally, we illustrate the potential of these techniques for novel studies in cognitive and clinical
neuroscience. Within an EEG-fMRI study of auditory stimulus processing under propofol anes-
thesia, we observed EEG signatures accompanying distinct changes in thalamocortical dynamics
at loss of consciousness and subsequently, at deeper levels of anesthesia. These results suggest
neurophysiologic correlates to better interpret clinical EEG signatures demarcating brain dynamics
under anesthesia.

Overall, the algorithms developed in this thesis provide novel opportunities to non-invasively
relate fast timescale measures of neuronal activity with their underlying regional brain dynamics,
thus paving a way for enhanced spatiotemporal imaging of human brain function.
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Chapter 1

Introduction

Understanding human brain function in cognition, behavior and illness remains an enduring chal-

lenge. This is because the brain is highly complex, with billions of neurons, interacting dynamically

to receive, process, retrieve, transmit, and store information. Neurons signal via millisecond elec-

trical impulses, communicate with other neurons in both local (mm-range) and distant (cm-range)

regions. These interactions evolve instantaneously in response to external stimuli, drugs, or feed-

back from other brain regions, during creation and expression of memory, emotion and perception,

across states of arousal, and over time due to plasticity, learning, development and aging. Thus,

many scientific challenges in understanding brain function come about from the need to parse these

complex dynamical interactions across diverse spatial and temporal scales. Further, it is techno-

logically challenging to probe and interpret measures of these neuronal dynamics as they unfold

in normal, clinical and disease states. As such, non-invasive techniques to access and understand

spatiotemporal dynamics underlying human brain function are of wide interest.

1.1 Technologies for Imaging Brain Function

Understanding neuronal dynamics requires measuring neuronal activity at relevant spatial and

temporal scales. Current human functional brain imaging technologies can be categorized as elec-

tromagnetic, biochemical and hemodynamic measures of neuronal activity (Fig. 1-1).

Electromagnetic measures of neuronal activity are direct indicators of neuronal currents, neu-

ronal spiking or postsynaptic potentials, offer uniquely high temporal resolution on the order of

milliseconds, and can be recorded either invasively or non-invasively [4–6]. Invasive electrocortico-

graphic measurements (ECoG) in patient populations with surgically implanted intracranial elec-

trodes (for recording from epidural and subdural surfaces or cortical gray matter) provide jointly

high spatial and temporal resolution of regional neuronal dynamics. However, these electrodes are

typically placed in selected (focal) regions limited to cortex, and are hard to obtain due to their

13



1. Introduction

Arterial 
Circulation

Venous 
Circulation

Neurotransmitters

(A) Neuronal Currents (B) Neurochemistry (C) Neurovascular Coupling

Figure 1-1: Biophysical Correlates of Neuronal Dynamics Accessible to Human Imaging. (A)
Neuronal stimulation or signaling changes ionic permeability of the postsynaptic membrane, resulting in an
ion current. This causes a measurable change in the postsynaptic membrane resting electric potential and
also generates a neuromagnetic field. (B) Often, action potentials at an axon terminal trigger release of
neurotransmitters, which function as chemical signaling messengers, and bind to postsynaptic membrane
receptors, causing a measurable change in the receptor occupancy. (C ) Neuronal activity extracts oxygen
from cerebral blood supply, causing measurable changes in blood oxygenation. Figures adapted from [1–3].

invasive nature. Further, the clinical setting for these recordings limits the kinds of cognitive tasks

and behaviors that can be accessed. Non-invasive electrophysiologic measurements obtained with

electroencephalography (EEG) [4, 5] and magnetoencephalography (MEG) [7–9] offer more feasible

alternatives and are thus widely used for human neuroscience studies. We will refer to MEG and/or

EEG as M/EEG. However, these non-invasive techniques measure superpositions of fields generated

by neuronal currents all over the brain, and thus cannot, by themselves, pinpoint regions where the

currents originate [6]. Overall, electromagnetic measures offer uniquely high temporal resolution of

neuronal currents, with easy clinical translation, but have limited spatial resolution and coverage

(or spatial span) for regional dynamics.

Biochemical measures of neuronal activity provide insights into neuronal receptor function and

cerebral metabolism, and can be obtained with nuclear medicine techniques such as positron emis-

sion tomography (PET) and single photon emission computed tomography (SPECT) [10, 11]. These

techniques offer unique capabilities to study the neurochemistry associated with brain function, as

well as glucose metabolism, with high sensitivity and controllable specificity based on radiotracer

choice [12]. However, while these measures are linked (indirectly) to neuronal activity and can span

the entire brain, reconstruction challenges limit the temporal and spatial resolution. Often, accurate

reconstruction requires several minutes of recording, meaning low temporal resolution, and even so

yields a low spatial resolution in the centimeter range [5, 13]. Further, the radiotracer requirement

limits repeatability and application in healthy volunteers, and the need for local cyclotron facilities

limits ease of clinical testing.

Hemodynamic measures of neuronal activity indicate regional changes in blood oxygenation fol-

14



1. Introduction

lowing activation, and can be obtained with PET, optical techniques like near-infrared spectroscopy

(NIRS) or magnetic resonance imaging techniques. As these methods are non-invasive and provide

spatially resolved indicators of neuronal activity across the entire brain, they are widely used. The

most significant hemodynamic brain imaging technique is Blood Oxygen Level Dependent functional

MRI (BOLD-fMRI) [14–16]. This method is unique amongst hemodynamic measures as it has high

spatial resolution, as well as sufficient temporal resolution to capture stimulus responses and net-

work dynamics. Thus it has been the method of choice for a wide variety of functional neuroimaging

studies over the last 20 years. However, as hemodynamic measures are only indirectly related to

neuronal currents, they have two main drawbacks. First, the hemodynamic response reflects slow

mass action. Specifically, the hemodynamic response to a brief millisecond-scale activation lags the

actual activity by about 1-2 seconds and lasts for several seconds. Further, as the hemodynamic

response reflects mass action, distinct neuronal dynamics such as excitation and inhibition, as well

as feedforward vs. feedback processing may appear similar in PET or fMRI measurements [17].

Second, quantitative interpretation of hemodynamic signals mediated by neurovascular coupling

remains a challenge. Specifically, it is difficult to relate the amplitude of fMRI signals to the mag-

nitude of underlying neurophysiologic changes, independent of baseline physiology such as blood

volume, oxygenation, flow or metabolism [18–20]. As such, fMRI findings are typically reported as

statistical maps obtained via group averages across subjects. Thus, widespread clinical applications

with diagnostic or prognostic utility in individual patients are yet to materialize.

Table 1.1 summarizes this review of human functional brain imaging modalities by grouping

the biophysical correlates, resolutions for functional assessment, and spatial span.

Biophysical

Correlates

Imaging

Modality

Spatial

Resolution

Temporal

Resolution

Spatial Span

Neuronal

Currents

ECoG 0.05− 5 mm
1− 5 msec

Focal

Intracranial

Structures

MEG, EEG 1− 3 cm Cortical

Structures

Neurochemistry PET, SPECT 0.5− 1 cm 1 min Full Brain

Neurovascular

Coupling

PET 0.5− 1 cm 1 min Full Brain

BOLD-fMRI 1− 3 mm 5− 6 sec Full Brain

NIRS 3 cm 5− 8 sec Superficial

Cortical

Structures

Table 1.1: Spatiotemporal Characteristics of Human Functional Neuroimaging Modalities.
Resolution values collated from [5, 13, 17, 21–23]. Focal intracranial structures refers to (primarily cortical)
regions where electrodes are implanted in a study. Cortical structures refers to neocortex. Spatial resolution
for M/EEG are based on electromagnetic source imaging techniques (introduced in § 1.3)

15



1. Introduction

As PET has low spatiotemporal resolution for functional assessments of brain dynamics, the rest

of this introduction focuses on electromagnetic and hemodynamic measures of neuronal activity.

1.2 Imaging Studies and Spatiotemporal Dynamics

The availability of these functional brain imaging technologies has contributed significantly to

our understanding of spatiotemporal dynamics underlying human brain function, reviewed in this

section.

Electromagnetic measures of neuronal activity have enabled characterizations of (a) evoked

responses in sensory, motor and cognitive processing [4], and (b) oscillatory brain dynamics in cog-

nitive states like attention, memory and perception [13], and in clinically relevant states like sleep,

anesthesia, and coma [24]. These measures have been used to characterize brain activity across fre-

quency bands (theta, alpha, beta, gamma), and to associate activity in these bands with functional

states (memory, idling, alertness, perception) [25–30]. High-density surface EEG and MEG stud-

ies have enabled quantitative characterizations of these states with metrics such as coherence and

coupling across frequencies [4, 13]. Invasive ECoG cstudies in humans have enabled significant new

understanding of these evoked and oscillatory dynamics in language, perception and sleep [31–33].

Together, these approaches have provided a variety of time-frequency electrophysiologic signatures

that mark alterations in a variety of sensory, motor and higher cognitive functions.

However, despite these advances, the limited spatial resolution of these easily measured elec-

trophysiologic signatures still remains a significant challenge. For example, questions concerning

relatively simple dynamical responses such as evoked potentials under stimulus processing remain

a matter of debate [34, 35]. Mechanisms and functional states underlying the largest and oldest

known signatures on M/EEG, such as eyes closed alpha wave activity or sleep slow oscillations,

are still to be understood [36–38]. Many open questions persist with regards to understanding

the spectral dynamics and oscillatory structure governing large-scale neuronal interactions [39, 40].

Furthermore, while electrophysiology has immensely contributed to our understanding of cortical

function, crucial dynamics involving subcortical structures are not typically addressed in humans.

This is because electrodes are not typically implanted into subcortical structures in clinical patient

populations, and surface M/EEG record small signals from these areas, making detection of activ-

ity in these areas difficult. In summary, due to the limited spatial dynamics accessible to human

electrophysiology, much of what we know regarding the mechanisms and underlying brain dynamics

in evoked and spontaneous states still comes from animal studies [41–43], and results can often be

disconnected from human behavior.

This state of affairs has important clinical ramifications as well. First, questions relating to

regional dynamics or sources of abnormal electrophysiologic signatures require invasive investiga-

tion. For example, in clinical conditions such as intractable epilepsy, the normal clinical course

for localizing abnormal foci - despite all available non-invasive imaging techniques - still remains
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surgical implantation of intracranial electrodes and invasive monitoring. Second, while electrophysi-

ologic signatures hold potential diagnostic utility due to ease of clinical measurement and individual

patient assessments, it remains unclear how to derive or interpret these signatures in cases they

are not already known. For example, in states of altered arousal, awareness, perception, emotion

or memory (e.g., coma, sleep, dreaming, pain, depression, or dementia), it would be desirable to

have M/EEG biomarkers of dynamical changes within brain structures or circuits. However, as

M/EEG signatures cannot be unambiguously related to regional dynamics (owing to low spatial

resolution), obtaining clinically measurable biomarkers delineating specific regional or circuit-level

changes remains challenging.

Hemodynamic measures of neuronal activity, such as fMRI recordings, have widely impacted

scientific investigations across realms of neuroscience. For example, stimulus or task-induced re-

sponse paradigms have enabled characterization of (a) sensory response and cognitive processing

in behaviorally apparent and non-apparent brain states [44, 45], (b) working memory and memory

encoding [46, 47], (b) anxiety, fear and other emotional states [48, 49], and (b) drug action, pain,

and altered perception in clinically relevant states such as drug abuse, sleep and anesthesia, and

psychiatric disease [50–53]. Further, functional connectivity assessments during non-task induced

paradigms have enabled characterizations of regional and network dynamics in resting states, and

have advanced knowledge of cognition, movement, memory, and unconsciousness [54–58].

However, despite these advances, the limited temporal dynamics available to fMRI, as well as

the low SNR and the indirect nature of fMRI signals continue to pose challenges. For example,

several questions prevail as to the physiology underlying fMRI-based connectivity measures and

the degree to which they can be considered to reflect spatiotemporal neuronal dynamics beyond

baseline metabolic correlations [17–20, 55]. Further, many challenges persist, across task-induced

and resting-state studies, in quantitative interpretation of neurophysiologic changes underlying

fMRI measurements and clinical translation of fMRI findings [17–20, 59]. Specifically, as most

fMRI measures are statistical maps obtained across groups of subjects, the diagnostic utility of

fMRI measures in individual patients is yet to take root in routine clinical practice [59].

In summary, electromagnetic measures (M/EEG) offer high temporal resolution and provide

signatures of cognitive brain states that can be easily measured in the clinic. However, regional

dynamics and brain mechanisms governing these signatures and in turn their underlying brain

states are not well understood. On the contrary, hemodynamic measures (fMRI) resolve regional

dynamics in many clinically or behaviorally non-apparent brain states. However, it would be

desirable to obtain higher temporal resolution for these regional dynamics and determine clinically

measurable markers for these states. Thus, relating fast, direct and clinically relevant measures of

neuronal activity with their underlying regional dynamics is a long standing goal in neuroimaging.

Such an endeavor would require simultaneously obtaining high temporal and spatial resolution.

However, as the dynamics of brain function span spatial and temporal scales that are not accessible

to any one imaging modality, synergistic combinations from different modalities are required.
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1.3 Multimodal Techniques for Enhanced Resolution

Two sets of multimodal techniques are available for spatiotemporal brain imaging. First, simulta-

neous EEG and fMRI offers a means to relate fast EEG-based electrophysiologic signatures with

concomitant spatially resolved but slower fMRI-based regional dynamics. This unique technique

complements the temporal resolution of EEG with the spatial resolution of fMRI, and has immense

potential to enable insights underlying the generation of EEG signatures as well as the regional

dynamics relating to brain states characterized by the EEG changes [60–62]. Further, simultaneous

measurements have significant advantages over combined analysis of separately acquired data – as

simultaneous acquisition enables temporal correlations, ensures identical neurophysiologic events,

environment and behavioral experience and minimizes confounds. As such, simultaneous EEG-fMRI

has been applied to studies of the auditory steady state response [63], resting state (eyes closed)

alpha rhythms [64–70], attention [71, 72], epilepsy [73, 74], and sleep and anesthesia [63, 75–78].

Yet, general utility of EEG-fMRI is limited by the immense challenges of recording and interpreting

electrical signals within a hostile MRI environment (schematically illustrated in Fig. 1-2). Thus,

the technique is yet to become a mainstay of functional neuroimaging.

fMRI volume fMRI volume

(gradient artifact) (gradient artifact)

static field Bo static field Bo

 EEG

(A) EEG-fMRI Acquisition

(B) MR-Related Artifacts in EEG Acquired with fMRI

??

EEG  at 3T

(static field artifacts)

EEG at 0T

Figure 1-2: Illustration of Simultaneous EEG-fMRI. This technique enables the temporal association
of millisecond-scale electrophysiologic signatures with slower but spatially resolved fMRI-based regional dy-
namics [60–62]. (A) High-density surface EEG can be acquired along with fMRI in a continuous or interleaved
acquisition paradigm. Bo indicates magnitude of the static magnetic field. Figure adapted from [79]. (B)
Illustration of interleaved acquisition paradigm, showing the two types of MR-related artifacts that corrupt
EEG in the scanner. The large gradient artifact manifests during fMRI acquisition, and the static magnetic
field ballistocardiogram artifact is continuously present. Bottom EEG time traces show challenging nature
of the BCG artifact, which makes the known signature outside the scanner (0 T) marked by star difficult to
detect inside the MRI scanner (3 T). Figures adapted from [63, 80].
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Second, electromagnetic source imaging with non-invasive M/EEG recordings and MRI-based

anatomic measures offers a means to probe regional dynamics at fast temporal scales [6, 21]. This

technique involves computing solutions to the ill-posed electromagnetic inverse problem of recover-

ing regional current distributions from M/EEG fields measured non-invasively at external sensors.

The general framework is illustrated in Fig. 1-3.

Neural Source 
Currents 

Forward 
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MRI-based Anatomy
Maxwell’s Equations 

Electromagnetic 
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M/EEG 
Measurements

tim
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Figure 1-3: Illustration of Electromagnetic Source Imaging with M/EEG and Anatomical
MRI. Regional neuronal currents (left) can be related to non-invasive M/EEG measurements (right) via
the forward solution which employs anatomic knowledge from MRI and a numerical solution to Maxwell’s
equations. The measurements comprise field patterns across the M/EEG sensors (right, top corner), and
evolve over time as the currents evolve over time (right, topography of measurement time courses). Given
the M/EEG measurements and the forward solutions informed by anatomic MRI, it is possible to solve the
electromagnetic inverse problem and obtain estimates of the regional source currents as they evolve. This
technique enables the association of electrophysiologic signatures with their underlying regional dynamics at
millisecond timescales. Figure adapted from [1, 81].

First, these approaches employ a current dipole as an elementary source, place these dipoles

in brain structures based on anatomic measures from MRI, model neuronal activity within these

brain structures as dipole currents, and relate these regional neuronal currents to non-invasive

M/EEG measurements via a numerical solution of Maxwell’s equations. This solution is termed

the forward solution, and gives rise to the forward matrix. Then, by incorporating a model of

noise, one arrives at a measurement equation. This measurement equation can then be inverted

given the M/EEG data to obtain estimates of neuronal source currents across the brain. Thus,

this technique is also often referred to as source estimation, source modeling or source localization

[6, 21]. The development of accurate forward solutions that account for brain anatomy and cortical

surface geometry [82, 83], along with significant advances in statistical signal processing, has led

to reasonably reliable inverse solutions for cortical current distributions. These inverse estimates
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can achieve resolutions as fine as ∼ 1 cm [5, 13, 84–86]. As such, M/EEG source imaging has been

applied widely to studies of cortical dynamics underlying evoked responses and oscillatory rhythms

in sensory processing, attention, sleep, epilepsy, anesthesia and autism [37, 87–92]. However, due to

biophysical factors governing the generation of MEG and EEG signals, the spatial span of sources

that can be accessed via this technique is largely limited to cortical regions.

Overall, multimodal techniques offer unique opportunities for spatiotemporal brain imaging but

are presently limited by a combination of biophysical and data interpretation challenges - reviewed

in the following section.

1.4 Challenges in Simultaneous EEG-fMRI

Simultaneous EEG-fMRI offers a means to complement the unique information provided by EEG

and fMRI. But recording and analyzing electrophysiologic data alongside fMRI poses a number

of methodological challenges related to physics of the MRI environment [60, 62, 80, 93]. These

challenges include (a) development of specialized hardware, (b) optimization of the acquisition

paradigm, (c) effective artifact removal and data analysis, and (d) interpretation/integration. Over

the past several years, significant progress on the first two challenges has been made [94] and a

number of commercial systems for hardware and acquisition have been advanced – but the last two

issues remain long-standing challenges [95, 96].

First, artifacts related to the MR-environment corrupt EEG recorded in the scanner and pose

substantial challenges to the utility of this technique (Fig. 1-2). Two kinds of artifacts are encoun-

tered in EEG-fMRI studies [80]: (i) gradient-related artifacts arising during MRI acquisition and

(ii) ballistocardiogram or cardiac pulsation artifacts arising from heart-beat and blood flow related

head motion in the static field. While gradient-related artifacts can be relatively easily eliminated

due to their predictable shape and timing [97], ballistocardiogram artifacts are highly challenging

to remove as they vary over time and overlap true EEG signals substantially.

These artifacts pose difficulties for analysis of time-frequency signatures present in EEG ob-

tained within the scanner. Common signatures like evoked responses, epileptic spikes, oscillatory

dynamics (power spectra, phase measures, and cross-frequency coupling signatures [98, 99]), while

easily observed outside the scanner, are hard to extract from artifactual EEG recorded within the

scanner. While a number of techniques have attempted to address these artifacts [80, 100–102],

they often do not allow reliable analysis of time frequency signatures of interest. These problems

are exacerbated when the specific recording and scanning conditions are taken into account. For

example, interleaved EEG-fMRI acquisition paradigms restrict EEG signals to short and discon-

tinuous segments, wherein oscillatory dynamics are hard to analyze. Also, EEG-fMRI paradigms

often involve long recording durations due to the need for sufficient spatial and temporal sampling

[93], which often causes the EEG signal to degrade over time and makes assessments of task or time

dependent variations difficult. As a consequence of the limited fidelity of EEG data acquired within
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the scanner, EEG-fMRI techniques are yet to be adopted widely for studies of brain dynamics.

Second, statistical analyses correlating EEG and fMRI data need to be performed cautiously

considering the biophysics and SNRs of the signals [103]. Analysis of fMRI changes must distinguish

fMRI responses to stimulus or task paradigms, from responses correlated to electrophysiological

signatures measured. Further, temporal correlations between EEG and fMRI must be tempered

with an understanding of the frequency responses achievable in each of the two cases. Specifically,

fMRI responses correlated to higher frequency EEG activity (such as gamma activity), must be

evaluated carefully, as the neurovascular response does not allow fMRI changes at these frequencies.

Moreover, in many cases activity on EEG can be correlated with a negative BOLD response, such

as the responses seen during eyes closed alpha recordings, which can be hard to interpret [17]. In

addition, while the fMRI responses can be used as priors for localizing sources of the EEG signals

[81, 104, 105] – there are some complicating factors. For example, as the biophysics underlying

EEG and fMRI measurements of neuronal activity are different, sources visible on EEG are not

always visible in fMRI and vice versa [93]. For example, brief or highly synchronized neuronal

currents may be seen in EEG but not in fMRI data, while activity within deep sources may present

with a higher SNR in fMRI than in EEG. The differences in temporal resolutions and biophysics

mentioned above, must also be carefully accounted for in performing these source analyses.

1.5 Challenges in Electromagnetic Source Imaging

Electromagnetic source imaging or source localization with M/EEG data seeks to estimate, with

high temporal resolution, the source current distribution underlying externally measured fields

based on (a) an electromagnetic generative model derived from Maxwell’s equations and (b) anatom-

ical information obtained via MRI. M/EEG generation physics suggests that measurements are pri-

marily generated by post synaptic potentials in cortical pyramidal neurons, as subcortical sources

are farther from the sensors and thus contribute relatively low amplitudes to non-invasive measure-

ments [6, 106]. As a consequence, most source estimation methods only consider cortical source

spaces. The applicability of this approach for deep brain sources remains questionable and the

spatial span for studies of regional dynamics is currently limited to cortex.

However, it is well known that subcortical regions act synchronously with cortical regions to

produce large oscillatory rhythms; work in tandem with cortical regions to process, suppress, and

refine sensory input and motor actions; and dynamically interact with cortical regions in states of

emotion, memory and arousal [107–111]. Accordingly, there has been a growing body of literature

investigating whether deep sources can be localized from non-invasive M/EEG measurements [112–

121]. These works use dipole fitting or classic minimum norm estimators [122] with discrete or

distributed current dipole sources to characterize localizability of sources in hippocampus, basal

ganglia, amygdala and thalamus. However, such efforts have found poor spatial resolution and

accuracy for subcortical sources, requiring averaging over large numbers of trials to detect activity
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in structures like the thalamus, especially in evoked settings [116, 117, 119]. As such, dynamics

involving subcortical regions have been out of the purview of existing source imaging techniques.

To motivate improved inverse solutions, it is useful to discuss the reasons for difficulties in

localizing subcortical sources. First, the depth of subcortical sources, along with the fact that

electromagnetic fields drop substantially with distance to source currents, means that subcortical

sources contribute weakly (low gain) to external sensors [6, 106]. While the low gain and SNR pose

significant challenges, measurement amplitude is often not the only piece of information available.

Many aspects of physiology are imaged with information contained in phase, distributions, or other

amplitude-insensitive measures [123, 124]. However, these have not been explored in the subcortical

electromagnetic inverse problem. Second, MEG is relatively insensitive to radial dipoles (in a

perfect sphere radial dipoles produce no external magnetic field) and subcortical sources are often

considered to be almost radial due to their deep location, close to the center of symmetry [6, 93].

However, the brain is not a perfect sphere. Further, we know that EEG does not lack sensitivity

to radial source orientations. Therefore, combined M/EEG source imaging can address some of

these issues. Third, many subcortical structures like thalamus are thought to have cytoarchitecture

akin to a “closed-field”, in that the electromagnetic fields they produce are confined within their

volumes [93, 119]. However, no brain structure exactly obeys the geometric constraints of a closed

field, and the spatial patterns of activity within these structures under physiologic conditions may

correspond to configurations that allow the fields generated to project out of the structure. Further,

even if the “closed field” argument holds for some structures or patterns of activity, sources in

striatum, hippocampus and amygdala are thought to be open field and are believed to contribute

significantly to non-invasive M/EEG data [119]. Thus, systematic characterizations considering

(a) amplitude-insensitive information, (b) complementary information in MEG and EEG, and (c)

physiologically relevant spatial configurations may motivate approaches to overcome challenges in

subcortical source imaging.

1.6 Thesis Objectives

Overall, multimodal imaging approaches offer a framework for high resolution analyses of spa-

tiotemporal dynamics underlying human brain function. They also afford the opportunity to relate

non-invasive, fast, and direct electromagnetic measures of neuronal activity with underlying re-

gional dynamics. However, two critical problems limit applicability of these approaches for studies

of spatiotemporal dynamics in human neuroscience:

1. Relating non-invasive EEG signatures with spatially resolved regional dynamics measured on

fMRI is highly challenging because MR-related ballistocardiogram artifacts corrupt the EEG.

2. Relating non-invasive M/EEG measurements with rapidly evolving regional or network dy-

namics in a source estimation framework is limited to cortical structures.
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Thus, two priorities for effective spatiotemporal imaging with multimodal approaches are to

(a) overcome MR-environment artifacts in EEG-fMRI and (b) extend the spatial span of M/EEG

source estimation techniques to subcortical structures. These are the central objectives of this

thesis. Achieving these goals promises a platform for resolving spatiotemporal brain dynamics

with existing clinically translatable techniques. As present technologies cannot directly and non-

invasively measure neuronal currents in the human brain, these objectives will open up novel lines

of clinical and scientific investigation.

Achieving these thesis objectives requires overcoming fundamental biophysical and signal pro-

cessing constraints with two unifying themes. First, both objectives aim to resolve weak signals

of interest amidst substantially larger distractors which cannot be easily separated in time, fre-

quency or spatial domains. Specifically, the EEG features of interest are much smaller than the

MR-related artifacts and subcortical sources produce much smaller M/EEG signals than the cor-

tical ones. While this reality paints a pessimistic picture of feasibility, the underlying biophysical

features also offer optimism. Specifically, these problems do not involve completely unstructured

information. Rather, they involve physiologically and physically generated signals which arise from

structured dynamics and thus are bound to have natural structure. This structure, however, is

unknown at the outset, and needs to be identified with systematic consideration of physiologic and

physical features. Once the critical structure in the biophysical drivers and nature of the data

is identified, however, it is possible to motivate and develop principled estimation and inference

techniques. Second, it is desirable to achieve these objectives in computationally efficient ways

that enable real-time and exploratory analyses on large volumes of data. Adapting algorithmic

developments in statistics and signal processing for structured problems can vastly simplify imple-

mentations and enable efficient solutions. In summary, each problem in this thesis is addressed by

understanding the physiology and physics underlying the data and the problem, then performing

exploratory analyses on the data to identify key information and structure in the problem, trans-

lating this information into a mathematical framework or model, and finally developing an efficient

and reliable solution tailored to the problem.

1.7 Thesis Overview

The remainder of the thesis is organized as follows. Chapter 2 reports on the identification of a

harmonic basis for the EEG-fMRI ballistocardiogram artifact, and introduces a novel reference-

free regression algorithm to reliably and efficiently overcome these artifacts. Chapter 3 reports

on the identification of amplitude-insensitive distinctions in M/EEG field patterns arising from

subcortical and cortical sources, and introduces a novel hierarchical subspace pursuit algorithm to

estimate subcortical source currents from non-invasive M/EEG recordings. The potential of these

advancements in spatiotemporal imaging for novel studies in cognitive and clinical neuroscience

is illustrated in Chapter 4. Specifically, Chapter 4 reports on oscillatory EEG signatures accom-

panying simultaneous fMRI-based regional brain dynamics during induction and maintenance of
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propofol general anesthesia. Taken together, Chapter 2-Chapter 4 offer a technological platform

for enhanced multimodal imaging of spatiotemporal dynamics underlying human brain function,

along with demonstrated applications for novel studies. Finally, Chapter 5 summarizes the thesis,

and suggests future directions in the engineering, scientific and clinical realms.
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Chapter 2

Removal of EEG-fMRI

Ballistocardiogram Artifacts

Obtaining high quality electroencephalogram (EEG) data simultaneously with functional MRI

(fMRI) recordings is increasingly relevant in cognitive and clinical neuroscience - as EEG-fMRI

offers uniquely high spatiotemporal resolution for imaging brain activity. However, the utility of

this technique is limited by ballistocardiogram (BCG) artifacts induced in the EEG by cardiac

pulsation and head movement inside the magnetic field. In this chapter, we introduce a novel

model-based harmonic regression algorithm to remove BCG artifacts from EEG recorded in the

MRI scanner. We begin by identifying a harmonic basis for the BCG artifact. This allows us to

model the artifact as a parametric function of this basis, and frame the problem within a classi-

cal time series parameter estimation context. We then develop an efficient maximum likelihood

algorithm to identify model parameters, and estimate and subtract the BCG from corrupted EEG

measurements. The modeling and estimation approach inherently accounts for temporal structure

of interest in the brain generated EEG signals, and adapts to temporal variations in both artifact

and signal. We test effectiveness on a common visual evoked potential paradigm, as well as on

a challenging but practically relevant drug-induced oscillatory test case recorded at 3 T. In each

case, we show that the harmonic regression algorithm effectively removes BCG artifacts, restores

EEG signatures of interest within the scanner and outperforms existing techniques which rely on

cardiac or motion reference signals. The algorithm enjoys three concurrent advantages – it does

not require reference signals, performs in real-time, and works well even in low SNR situations.

Thus, it is feasible for use in a range of EEG-fMRI paradigms and acquisition conditions. Overall,

this chapter contributes a practical tool of relevance to a number of clinical, drug and cognitive

neuroscience studies.

A preliminary version of this work was published in Krishnaswamy, Bonmassar, Purdon, and Brown, Pro-

ceedings of the IEEE Engineering in Medicine and Biology Society 2013: 5426-9 [125]. EEG recordings in

the MRI scanner, used for validation of the algorithm, were obtained by Giorgio Bonmassar, Patrick Purdon,

and Eric Pierce at the Massachusetts General Hospital, and Catherine Poulsen at Electrical Geodesics, Inc.
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2.1 Introduction

Simultaneous recording of electroencephalogram (EEG) and functional MRI (fMRI) [60, 61] is a

functional imaging technique of increasing relevance as it uniquely combines advantages and com-

pensates disadvantages of standalone EEG and fMRI. On the one hand, standalone EEG measures

brain activity directly, with high temporal resolution, and yields signature patterns (oscillations,

evoked potentials, spikes) characterizing clinical and behavioral states - but it has low spatial res-

olution. On the other hand, standalone fMRI measures local neuronal activity across cortical and

subcortical regions, with high spatial resolution, and resolves large-scale brain network changes -

but it has low temporal resolution as it is an indirect (hemodynamic) indicator of neuronal activ-

ity. Simultaneous EEG-fMRI enhances fMRI by linking it with real-time EEG signatures [126],

and enhances EEG by linking electrophysiologic features with fMRI-based regional dynamics [62].

As such, EEG-fMRI has applications for a wide variety of cognitive or clinical neuroscience stud-

ies including those pertaining to oscillatory rhythms in sleep-wake states, anesthesia, attention

[64, 71, 75, 127, 128], evoked responses [129–133], and epileptic spikes [73, 74, 134]. However,

realization of these applications is fundamentally limited by MR-environment related artifacts cor-

rupting EEG recorded in the scanner.

The most challenging of the MR-environment artifacts is the ballistocardiogram (BCG) artifact,

which is induced in the EEG by cardiac pulsation-related head motion in the static magnetic field

[80, 135–137]. In typical recordings, large BCG artifacts (150-200 uV) overlap and obscure the

true underlying EEG activity (5-100 uV) in both time and frequency domains- particularly for the

0-20 Hz band [80]. As a result, EEG recorded in the MRI scanner lacks (a) sensitivity for reliably

detecting low amplitude EEG features like ERPs or spikes over ongoing artifact, and (b) specificity

as it is easy to mistake BCG background for EEG theta or alpha rhythms or ictal discharge [100].

These problems compromise utility of EEG acquired in the scanner, and limit the robustness of

quantitative EEG analyses like analysis of oscillatory coupling, scoring of sleep stages, detection

of specific evoked potential components, or characterization of seizure discharge. Moreover, BCG

artifacts scale with static field strength, posing increasing challenges given the emerging preference

for high-field MRI techniques [80, 136, 137]. Thus, effective BCG artifact removal is crucial for

EEG-fMRI applications, but is often difficult because of three concurrent challenges - (a) low SNR,

(b) time-frequency overlap with signal, and (c) spatial inhomegeneities and unpredictable time

variations in the artifact due to drifts in heart rate, blood pressure and pulsatile head motion.

Three types of techniques for removing BCG artifacts have been proposed: reference-based

methods, basis decomposition techniques, and hybrid approaches integrating the two.

Reference-based methods use electrocardiogram (ECG) or motion sensor signals to specify tem-

plates for the BCG, and employ estimation methods using these templates to subtract out BCG

artifacts. ECG-based subtraction techniques assume the BCG occurs only in a fixed part of the

cardiac cycle, use ECG peaks to determine intervals when the BCG occurs, and average contam-
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inated EEG segments across few such intervals to estimate the BCG waveform [61, 80, 138, 139].

While these methods are practical and widely used, they do not account for normal variations in

timing, shape, and amplitude of the BCG artifact, resulting in out-of-phase BCG subtraction, sys-

tematic errors and large residuals [100, 102, 140]. Motion-based subtraction techniques assume a

linear relation between head motion and BCG artifact, and employ adaptive filtering techniques to

estimate the BCG waveform [100]. While this technique is rooted in physical features driving the

BCG artifact, the adaptive filter formulation is (a) insensitive to nonlinearities in the motion-BCG

relation, and (b) unsuitable for analyzing temporally structured features in the true brain EEG,

which is treated as a white process. Moreover, these methods require robust reference signals suited

for precise peak detection or adaptive filtering - but high magnetic fields often corrupt reference

signals just as they corrupt the EEG signal.

To resolve these issues, reference-free basis decomposition approaches using ICA or wavelet

transforms have been proposed [101, 141–143]. These techniques estimate independent time series

or wavelet components constituting the BCG-corrupted EEG measurement, designate some of these

components as artifactual, and selectively remove such components to subtract out the BCG.

While the ICA assertion of statistical independence is justifiable given distinct origins of the brain-

generated EEG signal and the pulse-driven BCG artifact, the substantial amplitude, time and

frequency overlap between the two often renders unclear which basis components comprise “BCG

artifact” and which components comprise “EEG signal”. Thus, to designate artifact vs. signal,

these methods employ significant post-processing and subjective case-specific criteria - which can

bias artifact removal and render these techniques ineffective in fully separating BCG and EEG

[95, 142, 144].

Finally, hybrid approaches integrate reference signals with basis decomposition methods [102,

145]. These studies use an ECG reference to identify artifact-corrupted intervals in the EEG [80],

but estimate the BCG template using temporal principal component analysis or wavelet techniques

in lieu of the moving average. Although this helps cope with some variations in the BCG waveform,

and mitigates basis separability problems, difficulties in robustly identifying ECG peaks and BCG

intervals persist.

Thus despite several advancements, prevailing challenges necessitate approaches that can ad-

dress variations in the BCG waveform and deliver high SNR improvement without requiring high-

quality reference signals or subjective separation criteria [95, 96].

In this chapter, we present a new reference-free model-based BCG removal algorithm to over-

come these challenges. First, we specify a mathematical basis for the BCG that reflects the struc-

tured physical and physiologic features driving these artifacts. We then model the BCG time

series as a parametric function of this basis. Thus defining the problem within a classical time

series framework, we develop efficient likelihood-based regression techniques to identify model pa-

rameters that best explain the data, and then estimate and remove the BCG artifacts. Next, we
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demonstrate the effectiveness of our technique on a common evoked potential test case as well as

a challenging but practically relevant drug-induced oscillation test case acquired in the scanner.

Finally, we benchmark performance under varied SNR and acquisition conditions in relation to

existing methods, and discuss reasons for improved performance of our model-based approach.

2.2 Approach and Model

2.2.1 Physics and Physiology of BCG Artifacts

To identify a mathematical basis for the BCG, we first consider the physical and physiologic phe-

nomena underlying these artifacts. BCG artifacts are believed to be generated primarily by heart-

beat and blood flow related pulsatile motion of the head and electrodes in a static magnetic field

[102, 146, 147]. This process is schematically illustrated in Fig. 2-1.

Heart Beat
Head Arteries 

Pulsate
Head and Electrodes 

Move in B-field

-

Changes in area 
of electrode loops

normal to field 

Bo

=> change in flux

Figure 2-1: Physical and Physiologic Process Underlying BCG Artifacts. When the heart beats,
the head arteries pulsate, causing movement of head and electrodes in the static magnetic field Bo. This, in
turn, leads to changes in area of electrode loops perpendicular to Bo, causing changes in flux Φ =

�
Bo · dS

and inducing (by Faraday’s law) the ballistocardiogram (BCG) or ‘pulse’ artifacts. The induced artifacts
add on to the true brain-generated EEG measurements. Variations in heart rate and blood flow over time,
and non-uniformity of movement across the head surface cause time and spatial variations in the BCG
respectively. Figures are collated and adapted from [79, 148, 149].

Thus the artifact is periodic in heart rate and driven by known, highly structured physical

phenomena. Further, this view of the problem helps understand the large time and spatial variations

in the artifact within the context of a structured process.

2.2.2 A Mathematical Basis for the BCG Artifact

To further understand the temporal structure in these artifacts, we inspect a variety of EEG

recordings obtained in the MRI scanner. In Fig. 2-2A-B, we compare spectral structure of EEG

obtained outside vs. inside the scanner under similar conditions. The spectrogram of EEG recorded

outside the scanner clearly shows oscillatory EEG rhythms, however, inside the scanner these

rhythms are obscured by comb-like harmonic streaks. As the underlying brain EEG state is similar

in both cases, we note that the BCG is predominantly harmonic. Further, the BCG harmonics
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manifest in time domain as comb-like pulsatile occurrences exhibiting the same periodicity as the

heartbeat (Fig. 2-2C ). Thus the BCG must comprise harmonics of the heart rate.
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Figure 2-2: BCG is Harmonic in Heart Rate. EEG spectrograms recorded outside the scanner (A)
and in 3 T MRI scanner (B) on 2 subjects undergoing similar levels of deep propofol anesthesia. (A vs B)
BCG artifacts manifest as harmonic streaks in spectrogram, making it difficult to discern the true oscillatory
structure seen outside the scanner. As spectrograms in (A) and (B) are obtained on different subjects, we
can only contrast overall spectral structure and cannot infer absolute power comparisons. (C) Time series of
BCG-corrupted EEG data (from Panel B) vs. simultaneous ECG recording. Successive high amplitude BCG
combs (red arrows) have same periodicity as heart-beat. This same periodicity also manifests in the spectra
as the frequency differential between adjacent harmonics in Panel B. Brown *’s indicate heart cycles where
ECG R-wave peaks are hard to identify. Instances marked by green *’s have different relation between BCG
and ECG peaks, showing the highly time-varying nature of the artifact. (D-F) Example spectra of BCG
artifacts recorded in different experimental paradigms, on different subjects and different scanners. Gross
motion artifacts appear as vertical lines in the spectrograms. Harmonic structure within the BCG artifact
is independent of experimental conditions - therefore reflective of underlying physics and physiology. All
spectra are computed using multitaper estimation with 0.3 Hz spectral resolution - high resolution spectral
computations are necessary to discern structure in the BCG artifact as the harmonics are separated by heart
rates in the ∼ 1 Hz range. Data collection procedures are in [150] (Panel A), § 2.4.1 (Panels B, C and D),
[93, 125] (Panel E, F ).
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2. Removal of EEG-fMRI Ballistocardiogram Artifacts

Further, these observations generalize to different scanners, subjects and experimental condi-

tions (Fig. 2-2D-F ). Thus, they must represent fundamental physical and physiologic features of

the BCG artifact, and suggest a natural harmonic basis for specifying the BCG artifact.

We note that the time domain traces in Fig. 2-2C show that the period, shape and intensity

of the BCG combs varies over time. Also the BCG pulses comprise multiple high amplitude,

discrete periodic pulse-like events, occurring across the cardiac cycle and modulating the true brain

generated EEG signal - thus suggesting that the BCG is not limited to one time point in the

cardiac cycle, but rather modulates the EEG signal throughout. Thus, the BCG is best specified as

a parametric function of the harmonic basis, where the parameters capture variations within and

across cardiac cycles.

Based on this analysis, we model the BCG artifact as a harmonic series with time-varying

parameters, and also specify the temporal structure of interest in the brain-EEG signal paramet-

rically. The parametric modeling approach defines artifact and signal templates without reference

sensors, and allows objective separation between artifact and signal based on the character of the

data without case-specific designations. We detail the model in the following section.

2.2.3 A Parametric Model

The EEG data comprises a multidimensional time series recorded using an array of sensors across

the head, over K time points. The BCG-corrupted EEG measurement from a given sensor is

denoted as y = [y1, y2, . . . , yK ]
′
. We model the measurement y, from a given sensor, as a sum of

the harmonic BCG artifact s and the true brain-generated EEG signal v at that sensor location.

Then, for a given sensor, we have:

y = s + v, (2.1)

where s = [s1, s2, . . . , sK ]
′

and v = [v1, v2, . . . , vK ]
′
.

The BCG artifact at a given time t is a harmonic series, which can be expressed as:

st = µo + µ1t+
R∑
r=1

Ar cos(ωrt) +Br sin(ωrt), (2.2)

where order R denotes the number of harmonics, [µo µ1] define a linear detrend term, [Ar Br]

together define amplitude and phase of the rth harmonic, and ω specifies the fundamental frequency.

Based on Fig. 2-2C, ω is set by the heart rate.
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Rewriting Eqn. 2.2 in matrix form, we have:


s1

s2
...

sK

 =


1 t1 cos(ωt1) · · · sin(Rωt1)

1 t2 cos(ωt2) · · · sin(Rωt2)
...

...
...

. . .
...

1 tK cos(ωtK) · · · sin(RωtK)





µo

µ1

A1

...

BR


, (2.3)

s = Z(ω)β, (2.4)

where Z(ω) and β = [µo, µ1, A1, B1, A2, . . . , BR]
′

denote the harmonic basis and coefficients respec-

tively.

The true brain EEG signal vt can be modeled to reflect temporal features under study. A

large variety of EEG signatures can be modeled with autoregressive (AR) processes. For example,

spontaneous rhythms have inherent oscillatory or AR structure. Evoked responses, too, have a

baseline EEG background that has AR structure. For epileptic spikes, the randomness associated

with the baseline state can be modeled by a white (or zeroth order AR) process. In the general

autoregressive case, at time t, we have:

vt =
P∑
k=1

akvt−k + εt, (2.5)

εt ∼ N (0, σ2), (2.6)

where P denotes the order of the AR series ak,t, and εt are independent identically distributed

Gaussian random variables. Setting P > 0 corresponds to allowing temporal or spectral structure

in the EEG, while P = 0 corresponds to modeling the EEG as a white process. This model form is

specific enough to capture a variety of temporal or spectral features in the true brain EEG signal,

yet general enough to not bias the algorithm towards predetermined periodicities or frequency

bands.

Rewriting Eqn. 2.5 in Akaike Markovian matrix form, we have:
vt−1

vt−2
...

vt−P

 =


a1 a2 · · · aP

1 0 · · · 0
...

. . .
. . .

...

0 · · · 1 0




vt−2

vt−3
...

vt−P−1

+


εt−1

εt−2
...

εt−P

 , (2.7)

v ∼ N (0,Q), (2.8)

where α = [a1, a2, . . . , aP ]
′

and QK×K denote the AR coefficients and the AR covariance matrix

respectively. In the P = 0 white-EEG case, Q reduces to σ2IK×K , a multiple of the K-dimensional
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identity matrix.

The composite model collating Eqn. 2.1, Eqn. 2.3, and Eqn. 2.7 can be written compactly as

below:

y
(
ω, β, α, σ2

)
= Z(ω)β + v

(
α, σ2

)
, (2.9)

v
(
α, σ2

)
∼ N (0,Q). (2.10)

While the harmonic BCG and the autoregressive EEG models reflect the empirically observed

overlap in BCG-EEG spectral and amplitude features, the overall forms of each model have dis-

tinct features that can appropriately decouple the BCG artifact from the true EEG signal. With

this model, the problem of estimating and removing the BCG artifact becomes one of identifying

parameters u =
[
ω, β, α, σ2

]
that best explain the measurements y.

2.3 Artifact Removal Algorithm

This parameter estimation problem is akin to a spectral estimation problem - except with a har-

monic basis instead of frequencies spanning a continuum from 0 to Fs/2, adding on to a colored

process instead of to white noise. However, as standard FFT-based spectral estimation procedures

cannot differentiate the BCG from the AR process in this estimation problem, a time series esti-

mation procedure is more relevant. Further, in order to resolve harmonics separated by 1− 1.5 Hz

(human heart rates) while retaining the underlying AR terms, high resolution estimates of the

fundamental frequency ω are required. Also, as both the BCG artifact and the brain EEG signal

vary over time (Fig. 2-2), the estimation procedure must account for time variations in model pa-

rameters defining artifact and signal. FFT-based techniques are limited in their ability to provide

concomitantly high frequency and time resolution, and thus again, we turn to time series methods.

2.3.1 Maximum Likelihood Estimation

From Eqn. 2.9, it is evident that this is a problem of harmonic regression in the setting of colored

noise. Maximum likelihood techniques are known to perform well in these classes of parametric

estimation problems [151–154]. Further, these techniques can be easily adapted to the case of

time varying parameters by exploiting the established local likelihood estimation framework [155].

Much like commonly used spectral estimation techniques, local likelihood estimation assumes quasi-

stationarity of parameters within a short time segment, and applies maximum likelihood criteria

to estimate model parameters on local time windows of data. As this is well suited to our problem,

we develop a local maximum likelihood technique to estimate parameters defining the model in

Eqn. 2.9. We describe the algorithm and implementation below for the general case of P > 0. A

simplified version can be applied to the special case of P = 0.

For the ith time window comprising T time points ti, ti+1, . . . ti+T−1, we denote the measurement
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as a T × 1 vector yi, and the local parameters as ui =
[
ωi,βi,αi, σ

2
i

]
. Then, the local likelihood

Li of the unknown parameters given this measurement is:

Li
(
ωi, βi, αi, σ

2
i |yi

)
= Li(ui|yi) ∝

(
1

2πσ2i

)T/2
|Qi|−1/2 exp

(
−
ST,i
2σ2i

)
, (2.11)

where ST,i = (yi − Z(ωi)βi)
′
Q−1i (yi − Z(ωi)βi) . (2.12)

Then, the optimal parameter estimates ûi for the ith window are those that maximize the local

likelihood Li:

ûi =
[
ω̂i, β̂i, α̂i, σ̂

2
i

]
= arg max

ui

Li(ui|yi). (2.13)

Equivalently, the optimal parameter estimates ûi for the ith window minimize the negative log local

likelihood:

− logLi
(
ωi,βi,αi, σ

2
i |yi

)
= − logLi (ui|yi) ∝ T log(σ2i ) + log (|Qi|) +

ST,i
σ2i

, (2.14)

ûi =
[
ω̂i, β̂i, α̂i, σ̂

2
i

]
= arg min

ui

(− logLi(ui|yi)) . (2.15)

The subscript i refers to the ith time window, and all parameter estimates are denoted with hat’s.

For convenience, we will drop the subscript in Q and ST .

2.3.2 Nested Cyclic Descent Implementation

This nonlinear and high-dimensional optimization can be solved by simplifying into a series of

tractable problems that are amenable to efficient solutions. The minimization in Eqn. 2.14-Eqn. 2.15

can be written as a sequence of two minimizations:

min
ui

(− logLi (ui|yi)) = min
ωi

(
min

βi,αi,σ2
i

− logLi
(
βi,αi, σ

2
i |ωi,yi

))
= min

ωi

C(ωi|yi), (2.16)

where C(ωi|yi) is the conditional likelihood given ωi.

This conditional likelihood can be computed by solving the inner minimization and estimating

û(ωi) =
[
β̂(ωi), α̂(ωi), σ̂

2(ωi)
]
:

C(ωi|yi) = min
βi,αi,σ2

i

− logLi
(
βi,αi, σ

2
i |ωi,yi

)
(2.17)

= − logLi

(
ωi, β̂(ωi), α̂(ωi), σ̂

2(ωi) |yi
)

(2.18)

= T log
(
σ̂2(ωi)

)
+ log

(
|Q̂(ωi)|

)
+
ŜT (ωi)

σ̂2(ωi)
, (2.19)

where ŜT (ωi) =
(
yi − Z(ωi)β̂(ωi)

)′
Q̂−1(ωi)

(
yi − Z(ωi)β̂(ωi)

)
. (2.20)
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The terms û(ωi), Q̂(ωi), ŜT (ωi) and therefore C(ωi|yi) can be obtained by adapting a cyclic

descent scheme [154, 156], which iterates between Generalized Least Squares, and a combination of

Levinson-Durbin Recursions and the Burg algorithm. Then, the outer minimization in Eqn. 2.16

can be solved by minimizing C(ωi|yi) across ωi. The overall algorithm is illustrated in Fig. 2-3,

and detailed below.

(Generalized Least 
Squares)

(Levinson Durbin Recursion and 
Burg Algorithm)

C

Figure 2-3: Harmonic Regression in Colored Noise to Estimate Model Parameters and Remove
BCG Artifacts. For a given fundamental frequency ω, the conditional likelihood C(ω|y) can be computed

using a cyclic descent scheme that estimates parameters
[
β̂(ω), α̂(ω), σ̂2(ω)

]
by iterating between Generalized

Least Squares for the harmonic amplitudes, and a combination of Levinson-Durbin Recursions and the Burg
algorithm for the AR parameters. A one-dimensional optimization of C(ω|y) gives the optimal estimate

of fundamental frequency ω̂. The corresponding
[
β̂(ω̂), α̂(ω̂), σ̂2(ω̂)

]
are optimal estimates of the other

parameters. This procedure can be performed in a local likelihood estimation framework by considering
local segments in a moving window format. The overall algorithm extends work in [152–154, 156].

For a given ωi:

1. Derive prior covariance matrix W for the β parameter (§ 2.8.1). The prior covariance helps

account for background AR power in determination of harmonic amplitudes.

2. Initialize estimated inverse AR covariance Q̂−1(ωi) to identity IT×T .

3. Obtain the maximum likelihood estimate of β̂(ωi) via Generalized Least Squares on Eqn. 2.9:

β̂(ωi) =
[
Z
′
(ωi)Q̂

−1(ωi) Z(ωi) + W−1
]−1

Z
′
(ωi)Q̂

−1(ωi) yi.

4. Compute ŜT (ωi) as defined in Eqn. 2.20.

5. Compute v̂(ωi) = yi − Z(ωi)β̂(ωi) .

6. Estimate AR parameters α̂(ωi) and σ̂2(ωi) underlying v̂(ωi) using the Burg algorithm.
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7. Update inverse covariance Q̂−1(ωi) of v̂(ωi) using the Levinson-Durbin Recursion on AR

model parameters estimated in step 6 [154].

8. Cycle through steps 3-7 until subsequent σ̂2(ωi) values change< 0.01%. Usually this converges

within 4-6 iterations.

9. Compute C(ωi|yi) as defined by Eqn. 2.17-Eqn. 2.20.

10. Return optimal parameter values û(ωi), AR covariance estimate Q̂(ωi), weighted mean square

error estimate ŜT (ωi) and likelihood cost C(ωi|yi) for the given ωi.

A one-dimensional optimization of C(ωi|yi) over a range of plausible ωi values gives the optimal

estimate of the fundamental frequency:

ω̂i = arg min
ωi

C(ωi|yi). (2.21)

Then, we have the optimal parameter estimates ûi =
[
ω̂i, β̂(ω̂i), α̂(ω̂i), σ̂

2(ω̂i)
]

that solve Eqn. 2.14-

Eqn. 2.15. In short, this is written as ûi =
[
ω̂i, β̂i, α̂i, σ̂

2
i

]
. It is noteworthy that these estimates

carry optimality and convergence guarantees. A separation theorem [156] proves that the param-

eter estimates obtained via the cyclic descent procedure correspond to the global maximum of the

likelihood function. In other words, if we find the optimal fundamental frequency ω̂i, the associated

Generalized Least Squares estimate β̂i and the associated AR parameter estimates α̂i and σ̂2i are

also optimal.

2.3.3 Algorithm Summary

Overall, the local likelihood estimation described here extends the harmonic regression literature

- by providing a highly computationally feasible solution for the most general case of harmonic

regression in colored noise. Most treatments of harmonic regression are limited to < 4 harmonics

and a couple of AR terms, and require a known ω in the case of larger model orders [152–154].

Our algorithm enables a practical, efficient and optimal solution with a multiplicity of AR terms, a

large number of harmonics, and unknown ω values. We proceed to test the method on experimental

datasets.

2.4 Data Acquisition and Analysis

2.4.1 Data Acquisition

We test the algorithm on drug-induced oscillations and evoked response paradigms. Together

our test cases represent a range of channel locations, SNR, EEG-fMRI recording paradigms, and

acquisition systems.

35



2. Removal of EEG-fMRI Ballistocardiogram Artifacts

2.4.1.1 Oscillatory Brain Activity

EEG oscillations were recorded in an interleaved EEG-fMRI study conducted at 3 T (Siemens,

Erlangen, Germany) during induction and maintenance of propofol general anesthesia in 50−60 y/o

volunteers who were healthy post-tracheostomy [63]. As the EEG oscillations in this paradigm are

concentrated in the fronto-temporal regions [150] where the BCG artifacts tend to be most severe,

these recordings provide a challenging oscillatory test case for the algorithm. Continuous EEG was

acquired at 950 Hz using an MR-compatible acquisition system configured per the International

10/20 layout, with electrodes placed in adjacent bipolar pairs at 24 locations across the head. EEG

electrodes were made of Ag/Cl, housed in plastic (Gereonics Inc., Solana Beach, CA), bonded to

carbon fiber wires (“Fiber-Ohm” wires with 7 ohms/inch resistance used to avoid RF heating during

MRI; Marktek, Inc., Chesterfield, MI). Effective TR for fMRI acquisition was 9 seconds, and each

fMRI volume was acquired in 1 second (EPI artifact periods of 1 second). The pulse was measured

every 5 minutes. Piezoelectric motion sensor data [100] were simultaneously acquired with the

same amplification and acquisition system as the EEG for comparisons between our reference-free

approach and motion-based BCG removal techniques. This study was approved by the Partners

Human Research Committee at Massachusetts General Hospital (protocol number 1999-P-010748),

and all study subjects provided written informed consent.

2.4.1.2 Evoked Response Potentials

Evoked response EEG recordings were obtained on 2 healthy volunteers in a head-only 3 T scanner

(Siemens Allegra) during a visual evoked response paradigm comprising 1150 trials of a vertical

upper and lower checkerboard wedge stimulus. Continuous EEG was acquired at 250 Hz using

an MR-compatible EEG acquisition system (Electrical Geodesics, Inc., Eugene, OR) with vertex-

referenced electrodes placed at 256 locations across the head. The simultaneous EPI acquisition

was turned off during the recording, thus the data contains no gradient artifacts beyond the static

magnetic-field BCG artifact. The cryopump was also turned off during the recording. ECG data

were simultaneously recorded with the same acquisition system as the EEG for comparisons between

our reference-free approach and ECG-based BCG removal techniques. This study was approved by

the Human Subjects Institutional Review Boards of Electrical Geodesics, Inc. and the University

of Oregon, and all study subjects provided written informed consent.

2.4.2 Data Analysis

2.4.2.1 Pre-Processing

For simultaneous EEG-fMRI studies, the raw data is preprocessed with standard methods to remove

gradient artifacts [97]. For interleaved studies, the data acquisition format naturally makes EEG

windows corrupted by ‘pure’ BCG artifacts readily available for analysis. The length of the moving
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window sets limits on the achievable frequency resolution. Further, as one set of parameters are

estimated for each data window, the length of the moving window imposes a time resolution on

how quickly the estimated parameters can change in response to drifts in the BCG artifacts and

the true brain EEG. Thus, the moving window interval T is chosen to be long relative to both the

fundamental harmonic and the slowest EEG frequency band of interest (so the estimation can use

information across a few cycles), while being short enough to account for beat-to-beat drifts in heart

rate and harmonic amplitudes. This tradeoff is nicely accounted with 2 − 6 second data intervals

for the test cases illustrated here (§ 2.8.2). Each channel of data is treated independently and in

parallel for the data analyses. All analyses are performed on the native EEG referencing scheme

used in the data collection. After preprocessing the data, we performed the following analysis steps

for each test case under study.

2.4.2.2 Model Selection

Representative blocks across multiple channels and time periods in the data series are selected to

assess suitable model orders. Then, harmonic orders R and AR orders P are jointly derived based

on the uncorrected and corrected Akaike and Bayesian Information Criteria (AIC, AICc and BIC).

For each selected window of data, and each possible pair of harmonic and AR orders (r, p), the

residual variance σ2 is estimated as detailed in § 2.2.3, and the information criteria are computed

as below:

AIC = T log σ2 + 2(2r + p+ 1), (2.22)

AICc = AIC +
2(2r + p+ 1)(2r + p+ 2)

T − (2r + p+ 2)
, (2.23)

BIC = T log σ2 + (2r + p+ 1) log(r). (2.24)

Model order guidelines are selected by assessing the pairs of (r, p) that minimize the information

criteria across the chosen representative blocks. For example, R,P = arg minr,pBIC. This choice

allows enough terms for goodness of fit while penalizing large numbers of parameters.

Standard goodness of fit assessments on the residual noise term ε̂ are integrated into the model

selection. First, we assess goodness of fit by comparing the normalized cumulative periodograms

(NCP) of the residual noise series and an ideal white noise series of the same length. If the residual

noise NCP is within 95 % whiteness bounds around the ideal white noise then we deem the temporal

correlation in the residual to be insignificant. Further, we use quantile-quantile plot of the residuals

to confirm Gaussianity. Model orders that lead to residuals not fulfilling these goodness of fit

criteria are rejected regardless of the associated information criteria.

The model orders derived above are then checked against the additional constraints that (a) the

harmonic order is high enough to cover all significant harmonic frequencies in the raw data power

spectra, and (b) the AR order is of the same scale as the expected number of oscillatory features
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(2 poles per spectral peak) in the brain EEG. Based on the sum total of these evaluations, one pair

of harmonic and AR model orders (R, P ) is selected to analyze the entire EEG recording under

study. Typical choices of model orders are listed in § 2.8.2.

2.4.2.3 Parameter Estimation

The local likelihood estimation algorithm is implemented in MATLAB (Mathworks, Natick, MA).

Inputs to the algorithm include the measured data series, the harmonic and AR model orders, and

bounds on the possible fundamental frequency values for the final 1-D optimization in Eqn. 2.21.

Denoting a subject’s typical heart rate as H, the bounds are set as [min(40, 0.5H), max(1.5H, 150)]

beats per minute. One set of model parameter estimates ûi is obtained for each data window i, while

moving windows along to analyze the entire data series. As heart rate does not change drastically

from one moving window to the next, the fundamental frequency estimate for the ith window, ωi,

can be used to initialize the search for the fundamental frequency ωi+1 corresponding to the (i+1)th

window. Similarly, as the EEG structure typically does not change drastically from one moving

window to the next, the inverse AR covariance estimate for the ith window can be used to initialize

the AR covariance for the (i + 1)th window (steps 2 and 10 of cyclic descent implementation in

§ 2.3.2). This has the effect of ensuring that parameter estimates evolve relatively smoothly from

one window to the next. Once the parameters are estimated for a given data window, time series

estimates of the BCG artifacts (ŝi), clean true-brain EEG (v̂i), and residual noise (ε̂i) are computed.

2.4.2.4 Computational Speed

The local likelihood estimation algorithm and the nested cyclic descent implementation are, by

design, more efficient than a standard Newton’s procedure with numerous gradient and Hessian

computations. We perform three further simplifications to increase computational speed signifi-

cantly. First, as the computation of C(ωi|yi) is the most computationally demanding task, we

downsample the data segments used during the search for ω̂i to enable faster computations, while

retaining the fully sampled data segments for the final cyclic descent using the ω̂i to maintain high

precision. Second, we speed up the Levinson-Durbin Recursions in [154] significantly by using a

block matrix multiplication form to efficiently obtain Q̂(ωi) from the Cholesky and diagonal factors.

Third, we parallelize the cyclic descents performed during the search for ω̂i. These practical features

allow us to remove artifacts in a 5 second long data segment in < 4.5 seconds using an 8-core Intel

XeonTM workstation. Thus our method is well-suited for real time analysis during acquisition of

large EEG-fMRI datasets – and is especially relevant for long duration studies or for stimulus/drug

dosing paradigms that require dynamic information on the subject’s brain state.
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2.4.2.5 Comparisons with Existing Algorithms

We benchmark performance of our algorithm against three commonly used techniques - namely (a)

motion-sensor based adaptive filtering [100], (b) ECG-based moving average subtraction [80] and (c)

optimal basis separation (OBS) which uses ECG signals in combination with temporal PCA [102].

The motion-sensor-based adaptive filter is augmented with an E-M algorithm for model parameter

estimation as in [93]. In case of interleaved recordings, the adaptive filtering is performed using

intermittent observations within a missing data framework. The ECG-based subtraction and OBS

algorithms are implemented within the FMRIB plug-in [102, 157] for EEGLAB [158], provided by

the University of Oxford Centre for Functional MRI of the Brain (FMRIB).

2.5 Estimation Results

We validate our algorithm on the two experimental datasets from § 2.4.1. First, we present results

on propofol-induced EEG rhythms recorded at 3 T. This is a challenging test case on two counts -

(a) propofol oscillations involve frontal channels [150], that are known to represent very challenging

BCG artifacts [80], and (b) propofol induces oscillations across multiple frequency bands [150]. We

use a representative segment of oscillatory activity in a frontal channel (F4→Fp2) to detail goodness

of fit of the proposed model (Fig. 2-4), convergence characteristics of the proposed algorithm (Fig. 2-

5) and demonstrate the ability to recover oscillatory EEG signatures of interest in the scanner

(Fig. 2-6-Fig. 2-7). Second, we present results for a visual evoked response test case (Fig. 2-8) to

demonstrate applicability to varied paradigms.

2.5.1 Model Selection and Goodness of Fit

Fig. 2-4A-C illustrate how the joint information criteria (§ 2.4.2.2) are used to determine harmonic

and AR model orders (R, P ) that adequately explain the structure in the data. As the signal is

largely harmonic, we first determine optimal harmonic order R using the joint BIC (Fig. 2-4B), then

fit the data to R harmonics, and determine AR orders P that best capture the remaining temporal

structure (Fig. 2-4C ). The best harmonic order is typically independent of the AR orders, as the

BCG harmonics dominate the data. Usually, a range of suitable AR orders, denoted by the inflection

points, can explain oscillations of interest. Adding more AR terms merely fits more background

EEG power. These trends are insensitive to choice of information criteria in Eqn. 2.22-Eqn. 2.24.
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(A) Joint BIC vs. Model Orders
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Figure 2-4: Model and Implementation Fulfill Appropriate Goodness of Fit Properties. Model
order selection and goodness of fit are shown for a representative 3 second segment of propofol-induced frontal
EEG rhythms recorded at 3 T. (A) Joint Bayesian Information Criterion (BIC) as a function of the harmonic
and autoregressive model orders. (B) Joint BIC from (A) plotted as a function of harmonic orders - optimal
harmonic order per the information criteria for this segment is 8. (C) Joint BIC for the optimal harmonic
order from (B) plotted as a function of AR orders - the leveling off in the joint BIC for 7 − 11 AR terms
suggests that 7−11 AR coefficients may be sufficient to explain this data. These criteria were assessed across
several data segments in a recording to obtain one model order guideline (Rbic, Pbic) that most consistently
explains the recorded data. In practice, the BIC results serve as a guide to minimum number of harmonics
needed, and R is set to 2Rbic to ensure that higher harmonics are not ignored. These selected model orders
were used to perform parameter estimation and assess goodness of fit. (D-E) Results of goodness of fit
analysis on residuals ε that remain after fitting with joint harmonic-AR model. (D) Normalized cumulative
periodograms of the raw data (red), the harmonic fit (cyan), the AR estimate (green) and the residual series
(purple). While the harmonic and AR components take on much of the low frequency power and temporal
structure in the raw recording, the residual series ε lies within 95 % whiteness bounds (dashed lines around
the ideal white noise in black). (E) Q-Q plot of residual series ε confirms Gaussianity, as expected by the
model. Thus, the chosen model explains the data.
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Fig. 2-4D-E illustrate goodness of fit results on residuals ε̂ to show that the chosen model orders

(R, P ) indeed explain the data. While the harmonics explain much of the spectral structure in the

raw EEG recording, the AR terms are necessary to capture all the systematic variance in the data

(Fig. 2-4D). As the residuals ε̂ under test lie within 95 % whiteness bounds (Fig. 2-4D) and have

the modeled Gaussian structure (Fig. 2-4E ), the proposed joint harmonic-AR model is a sufficiently

good reflection of structure in the data, and thus can be used to estimate parameters.

2.5.2 Accuracy of Parameter Estimates
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Figure 2-5: Parameter Estimates are Unique and Accurate. Data likelihood and parameter esti-
mates are shown for the same segment of frontal EEG recordings during propofol anesthesia as is presented
in Fig. 2-4. (A) The data likelihood, plotted across all possible fundamental frequencies, has a global mini-
mum in fundamental frequency (77 beats per minute for this segment) - thus convergence of the algorithm
is robust. (B) Estimated fundamental frequency ω at each time in the study. It is clear that algorithm’s
parametric estimates track the clinically recorded heart rates. The local likelihood implementation helps the
algorithm adapt to changing parameters for the BCG artifact, even as drug dose increases (green arrow). As
accurate frequency estimates lead to accurate estimates of other parameters [156], our algorithm provides
accurate estimates of parameters underlying the BCG artifact and clean EEG data.

Fig. 2-5 illustrates the convergence characteristics of the proposed algorithm. Fig. 2-5A shows the

conditional likelihood C(ω|y) for one segment of data, across the range of possible fundamental

frequencies ω, binned at 0.01 Hz. It is evident that C(ω|y) exhibits a unique minimum in ω,

suggesting that the final 1-D optimization converges robustly. We note that the shape of C(ω|y),

and thus the choice of ω, are primarily influenced by the residual power (σ2) and AR covariance

(Q). Values of ω that correctly account for the high amplitude harmonic template lead to lower
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σ2, |Q| and thus C. Further, the AR covariance Q helps account for the AR power and spectral

structure, correcting the choice of ω so that the algorithm does not mistake brain-generated AR

power for a harmonic artifact that needs to be removed. We note that the optimal ω is relatively

robust to selection of model order. Typically, using models comprising a few harmonics and more

than 4 − 5 AR terms for the estimation leads to similar fundamental frequency values. As the

harmonic structure is evident in the data, the uniqueness of this solution and its insensitivity to

exact model order is not surprising.

Further, the nature of the conditional likelihood across ω enables two very practical features

for our algorithm. First, even if the moving windows of data are short and do not contain many

cycles of the first harmonic, they will contain many more cycles of the higher harmonics. Thus, the

estimator can use the repeat cycles of higher harmonics to derive precisely the range of fundamental

frequencies possible given the harmonic structure in the data. Therefore, even with moving windows

as short as 3 seconds, we can obtain high resolution estimates of fundamental frequencies in the

typical heart-rate range of 0.7 − 1.5 Hz. This frequency resolution is significantly higher than can

be obtained with a frequency-domain based spectral estimator on a short moving window, and is

possible because the statistical estimation accounts for prior information in the harmonic structure.

In other words, we can maintain high time resolution with short moving windows and quickly adapt

to beat-to-beat changes in heart rates alongside high frequency resolution. Second, the consistent

presence of global optima in the likelihood costs enables us to vastly simplify the 1-D optimization

routine for real-time implementation. Thus, the structure in the data confers our algorithm with

the triple advantages of high frequency resolution, high time resolution and real-time performance.

Fig. 2-5B shows that the estimated fundamental frequency ω values accurately reflect physiolog-

ical heart rates across time, even as they change with drug dose. Further, due to the observations

regarding time-frequency resolution above, the algorithm presented here can provide far greater

precision than common clinical measures and thus enable accurate estimation of the parameters

and the BCG artifacts continuously over time.

Finally, the robust and accurate convergence of the 1-D optimization for ω expressly implies (by

separation theorems detailed in [156]) that the other parameters β, α and σ2 also converge to their

global optima. Having thus established the accuracy and physiological relevance of our parameter

estimates, we proceed to review the spectral and time domain estimates of the BCG artifact and

clean EEG for our test datasets.

2.5.3 Recovery of Oscillatory Dynamics

Fig. 2-6 and Fig. 2-7 show the raw EEG measurement, estimated BCG artifacts and clean EEG

for oscillatory dynamics from the propofol-induced anesthesia paradigm in § 2.4.1.1. Harmonic

regression estimates, and a comparison with the motion-sensor based adaptive filtering are shown.
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Figure 2-6: Harmonic Regression Algorithm Effectively Removes BCG Artifacts from Oscil-
latory Brain Dynamics Recorded at 3 T - Spectral Domain Results. Estimates from the algorithm
are shown in spectral domain for a representative 45 minute segment of frontal EEG recordings acquired
during propofol anesthesia in the scanner. Green arrows indicate time of increase in propofol dose, and mark
time points when oscillatory changes of interest are expected to appear in the EEG. (A-B) Spectrograms
of raw BCG-corrupted EEG recording and estimated harmonic BCG artifacts respectively. (A vs. B) illus-
trates that the algorithm effectively removes harmonic BCG artifacts. (C) Spectrogram of the clean EEG
estimates (AR term) shows oscillatory power in the 0 − 1 Hz slow-band and in the 8 − 12 Hz alpha-band,
as expected during propofol anesthesia. Comparable oscillations in ground truth recordings obtained under
similar conditions outside the scanner for a different subject are in Fig. 2-2A. Thus, our algorithm indeed
restores true drug-induced oscillatory EEG signatures of interest. (D) Spectrograms of clean EEG estimates
recovered by an motion-sensor based adaptive filtering approach [100] implemented as in § 2.4.2.5. (C vs. D)
Contrasting the efficacy of the two algorithms, it is seen that, when using the motion based adaptive filter,
the drug-induced EEG oscillatory features of interest are not as evident, and large residual artifacts are left
behind. Gross motion artifacts manifest in the spectra as high power across frequencies (vertical lines).
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Fig. 2-6 shows spectral domain estimates. Inspecting the raw measurement (y) and harmonic

BCG estimates (̂s) in Fig. 2-6A-B, we note that the algorithm effectively takes out the harmonic

artifacts. The clean EEG estimate (v̂) after BCG removal is in Fig. 2-6C, revealing oscillatory

power in the 0 − 1 Hz slow-band and 8 − 12 Hz alpha-band at the expected time (green arrow

marking propofol dose increase). These slow and alpha oscillations are also seen in ground truth

spectra of EEG data obtained outside the scanner under a similar propofol anesthesia protocol for a

different subject (Fig. 2-2A, [150]). Thus, our model-based approach and algorithm can effectively

distinguish overlapping bands of BCG artifact (harmonic streaks) and brain-generated EEG activity

(oscillatory features) at 3 T.

Fig. 2-6D shows, for comparison, the clean EEG estimates obtained with motion-sensor based

adaptive filtering for the same data. While the adaptive filter can remove much of the harmonic

streaks, it leaves behind significant residuals, does not reveal the increased 8 − 12 Hz alpha-band

activity, and is also more sensitive to other EEG artifacts such as the gross motion artifacts (seen

as vertical lines).

Fig. 2-7 shows the time domain estimates. Inspecting the harmonic regression estimates in

Fig. 2-7A, we see that the our algorithm effectively takes out harmonic combs ŝ from the raw

data y (top panel). The harmonic combs comprise a large portion of the raw data power. The

clean EEG estimates v̂ that are left behind (middle panel) contain lower amplitude EEG oscillations

(Fig. 2-7A). Specifically, a slow oscillatory envelope with ongoing alpha activity atop it is seen. The

residual series ε̂ (bottom panel) contains no significant temporal structure (corresponding goodness

of fit analysis shown in Fig. 2-4D-E ).

Fig. 2-7B shows, for comparison, the motion-sensor based adaptive filter results. Inspecting

the BCG artifacts estimated by this algorithm, we see that they do not fit the harmonic combs

in the raw data as well (top panel). Thus, clean EEG estimates (middle panel) contain residual

artifacts (0− 1.5 second), and additional high amplitude high frequency features not present in the

raw data (1.5−2.5 second). Thus, it appears that the algorithm sometimes introduces artifacts. To

understand why, we inspected the motion sensor recordings that were used as a reference template

to inform the adaptive filter (bottom panel). The reference motion sensor signals are particularly

noisy in the 1.5 − 2.5 second range, thus corrupting the estimates. Our algorithm does not face

issues arising from corrupted reference recordings as it is reference-free and relies solely on the

native structure in the BCG artifacts.
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Figure 2-7: Harmonic Regression Algorithm Effectively Removes BCG Artifacts from Os-
cillatory Brain Activity Recorded at 3 T - Time Domain Results. Estimates from the harmonic
regression and motion-based adaptive filtering algorithms are shown in time domain for a representative
3 second segment of frontal EEG recordings within the propofol anesthesia data in Fig. 2-6. In each case,
the raw data series is in red, the estimated BCG artifacts overlay is in blue, and clean EEG estimates (after
subtracting BCG from raw data) are in green. (A) The harmonic regression algorithm effectively removes
BCG artifact combs from the raw data series (top panel), reveals clean EEG estimates (middle panel) with
ongoing slow-band and low amplitude alpha-band oscillations, and leaves a residual with no significant tem-
poral structure (bottom panel). (B) The motion-based adaptive filter algorithm does not fully remove BCG
artifact combs from the raw data (top panel) and reveals EEG estimates with large residuals and additional
artifactual features which obscure oscillatory features of interest (middle panel). These residuals and arti-
facts are introduced by noise inherent in the motion sensors used as a template for adaptive filtering (bottom
panel).

2.5.4 Recovery of Evoked Responses

Fig. 2-8A-C show time domain estimates for evoked responses recorded per the visual checkerboard

paradigm described in § 2.4.1.2. Harmonic regression estimates, and a comparison with the ECG-
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based subtraction algorithm are shown.

−200 −100 0 100 200 300
−10

−5

0

5

10

15

−200 −100 0 100 200 300
−10

−5

0

5

10

15

(C) Clean EEG (Harmonic Regression)

(D) Clean EEG (ECG-Based Subtraction)

A
m

pl
itu

de
 (u

V
)

A
m

pl
itu

de
 (u

V
)

−200 −100 0 100 200 300
−10

−5

0

5

10

15
(A) Raw Evoked Potential

A
m

pl
itu

de
 (u

V
)

Time (Milliseconds)

−200 −100 0 100 200 300
−10

−5

0

5

10

15 (B) BCG Artifacts (Harmonic Regression)

A
m

pl
itu

de
 (u

V
)

Time (Milliseconds)

Time (Milliseconds)

Time (Milliseconds)

P100
(118 msec)

N75 
(80 msec)

N150
(152 msec)

N150 
(158-225 msec)

N75
(78 msec)

P100
(114 msec)

P100
(118 msec)

N75
(0 - 66 msec)

N150
(178-246 msec)

Figure 2-8: Harmonic Regression Algorithm Effectively Removes BCG Artifacts from Evoked
Responses Recorded at 3 T. All evoked responses are presented as stimulus-locked averages across
9 minutes of recordings in right occipital channels (each color corresponds to one occipital channel). Panels
(A-C) show raw BCG-corrupted evoked response, harmonic regression estimate of BCG artifacts, and clean
evoked response estimates respectively. (A vs. B) While the P100 peak is visible in the raw recording, the
amplitudes and latencies of the N75 and N150 peaks appear unclear (possible ranges that can be inferred
from the peaks in the data are shown in red). Further peaks around −100 msec and 300 msec distract from
the shape of the raw evoked response. (B-C) Harmonic regression removes the periodic BCG artifacts, and
reveals clean EEG with N75 and N150 peaks seen more clearly at expected latencies [130, 159]. These results
show that the proposed harmonic regression algorithm effectively uncovers evoked EEG features of interest
and generalize efficacy of BCG removal across varied EEG-fMRI experimental paradigms. (D) Clean evoked
responses estimated from the same data using an ECG-based subtraction algorithm [80] implemented as in
§ 2.4.2.5. (C vs. D) While the subtraction algorithm also cleans much of the BCG artifact and restores the
N75 peak, the cleaned evoked responses have larger amplitudes and the N150 peak is less clear.

The visual evoked paradigm is known to typically elicit three peaks in normal subjects [130, 159]:

namely the N75 with onset latency 75− 80 msec, P100 with onset latency 95− 115 msec and N150

with onset latency 150 − 170 msec. However, in the scanner, while the raw EEG measurement in

the scanner (Fig. 2-8A) shows the P100 peak, the location and latencies of the N75 and N150 peaks

appear unclear and/or aphysiologic (earlier or later than expected). The harmonic regression esti-

mate of the BCG artifact (Fig. 2-8B) comprises multiple harmonics of the fundamental frequency,

which, when averaged across epochs, appears as a large periodic component with a mean peridicity

of ∼ 5 Hz. The clean EEG estimate after BCG removal (Fig. 2-8C ) preserves the P100 peak, but

also clarifies the N75 and N150 peaks at the expected latencies. Thus, our algorithm is capable of

effectively removing BCG artifact and recovering expected evoked potential signatures.
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Fig. 2-8D shows, for comparison, the clean EEG estimates obtained with ECG-based subtraction

for the same data. While the ECG-based method preserves the P100 peak, and clarifies the N75

peak to expected latencies, it is less clear whether there is an N150 peak and at what latency it

occurs. As ECG-based methods subtract out the mean of data windows time-locked to the heart

beat, these methods likely subtract out temporally overlapping features of the BCG artifact and

the true ERP thus leading to missed or delayed peaks. Further, we note that amplitudes of the

ECG-based estimates are significantly higher than the harmonic regression estimates, suggesting

that the former may have left behind more residual artifact than our algorithm.

2.5.5 Validation Summary

In summary, we have shown that (a) the model fits the form of the data well, (b) the algorithm

estimates parameters robustly, efficiently and accurately and (c) the procedure for obtaining pa-

rameter estimates is well-suited to temporal and spatial variations in the BCG artifacts. Estimation

results on two distinct paradigms of artifact corrupted data illustrate that the algorithm can re-

move artifacts effectively and restore signatures of interest. Although BCG artifacts tend to be

more problematic in fronto-lateral EEG channels where movement cannot be effectively restrained,

than in occipital channels, our model-based technique preserves temporal structure of the true

brain-generated EEG just as well in frontal channels (Fig. 2-6-Fig. 2-7) as it does in occipital chan-

nels (Fig. 2-8). Next, we discuss simulation tests to compare performance and recovery of signals

both with our algorithm and existing reference-based algorithms.

2.6 Performance Analysis

2.6.1 Simulation Tests for Benchmarking

To test algorithm performance with simulated signals, it is important to have realistic artifacts.

Thus, resting state EEG data were collected on 2 healthy volunteers in a static 3T magnetic field

(Siemens, Erlangen, Germany). Study subjects were asked to lay awake and motionless (with eyes

open) inside the scanner for 5 minutes. As the brain generated EEG in this paradigm contains

few structured time-frequency EEG features, the recorded EEG signal predominantly contains the

BCG artifact, providing realistic artifacts for testing with simulated signals. Continuous EEG was

acquired at 957 Hz using an MR-compatible low noise, high dynamic range 24-bit electrophysiolog-

ical recording system [94]. EEG electrodes made of Ag/Ag-Cl were placed in adjacent bipolar pairs

in 8 locations (M2 →T8, T8→C6, C6 →C4, C4→Cz, Cz→C3, C3→C5, C5→T7, T7→M1) across

the central coronal plane. ECG data were simultaneously acquired with the same amplification and

acquisition system as the EEG for comparisons between our reference-free approach and reference-

signal based BCG removal techniques. This study was approved by the Partners Human Research

Committee at Massachusetts General Hospital, and all subjects provided informed written consent.
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For each subject, we simulated 35 oscillatory EEG test cases with varying amplitudes (9µV,

15µV, 21µV and 30µV) for a range of SNRs, and varying frequency content (across delta, theta,

alpha and beta bands), similar to those seen in sleep, attention, memory and anesthesia, to bench-

mark performance of our algorithm. In each test case, the simulated signature was added on to the

BCG artifact recording to produce a BCG-corrupted EEG oscillation for assessing performance of

our algorithm. Fig. 2-9 illustrates the design of these test cases.
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Figure 2-9: Simulation Tests for Benchmarking. (A) Example eyes open resting state EEG record-
ing largely comprising the BCG artifact. (B) A 3 − 4 Hz test theta oscillation with a periodic 17 second
ON/17 second OFF pattern, and ON period amplitude of 21µV. (C) The simulated test oscillation is added
to resting state EEG recorded in the MRI scanner to produce BCG-corrupted EEG oscillations, which are
used to assess performance of artifact removal algorithms. All plots are for a temporal channel (M2 →T8).

With these test cases, we assessed performance of the harmonic regression algorithm in rela-

tion to that of the commonly used ECG-based average subtraction and optimal basis set (OBS)

algorithms. First, we compared spectral and time domain results with the ground truth simula-
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tions. This enables us to study whether the BCG removal introduces any systematic bias in the

cleaned EEG estimates. Knowing whether a BCG removal algorithm, in removing artifacts, changes

anything about the underlying signal (especially power and phase) is relevant for neuroscience ap-

plications. Fig. 2-10 shows comparisons between clean EEG estimates after BCG removal and the

simulated signals on a temporal channel. The spectrograms (Fig. 2-10A-B) show that harmonic re-

gression enables improved recovery of power and timing of the simulated signal, in comparison with

OBS. The time series plots (Fig. 2-10C-D) show that harmonic regression enables better recovery

of phase and amplitude of the simulated oscillation than does OBS.
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Figure 2-10: Comparison of Estimates with Ground Truth Simulations. (A-B) Spectrograms of
clean EEG estimates after BCG removal using harmonic regression and OBS. Red dashes mark times at
which the 3− 4 Hz simulated activity is ON. While the simulated pattern, timing and amplitude are clearly
restored in the harmonic regression case, recovery is less apparent with OBS. (C-D) Time series estimates
from harmonic regression and OBS, overlaying the simulated oscillatory signal. The harmonic regression
estimates match the amplitude and phase of the simulated oscillation, while OBS removes signal in addition
to artifact and thus, does not restore the simulated activity. All plots use same data, temporal channel and
color scale as shown in Fig. 2-9.

Second, we quantified power SNR improvement in the frequency domain using a method pro-

posed in [93]. As the test case has a simulated signal that has known ON and OFF periods, it is

possible to quantify the SNR in the frequency band of interest before and after artifact removal.

Then, the SNR improvement is defined as SNRraw
SNRclean

− 1, and averaged across all ON/OFF peri-

ods within the test. Table 2.1 shows the SNR improvement values for the different test cases and

algorithms. It is noteworthy that the harmonic regression algorithm performs just as well for low

amplitude signals (low SNR) as it does for larger signals (higher SNR).
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Delta-Theta

Oscillation

Amplitude

Harmonic

Regression

ECG-Based

Average

Subtraction

ECG-Based

Optimal Basis

Set

9µV 5.3 1.0 4.6

15µV 6.9 1.8 1.1

21µV 7.2 2.1 1.0

30µV 7.0 2.2 1.1

Table 2.1: SNR Improvement for Different Test Cases and Algorithms. The harmonic regression
algorithm consistently outperforms reference-based methods, even when the simulated signals have low 9µV
amplitude. ECG-based average subtraction appears to perform better than OBS when test oscillations have
significant amplitudes. However, while quantitative performance of the ECG-based algorithms is better than
OBS, the general trends, in recovering timing, phase and amplitude of the simulated signals, seen in Fig. 2-10
for OBS hold for ECG-based average subtraction too.

2.6.2 Analysis of Improved Performance of Harmonic Regression

To better understand our results, we now analyze performance of the reference-based and harmonic

regression algorithms in relation to each other. First, ECG-based methods have been shown to

work reasonably reliably in cases where evoked signatures are being analyzed. However, our sim-

ulation tests analyzed oscillatory activity. ECG-based methods essentially estimate the BCG as

the “average” shape of the EEG within a window around the ECG R-wave (where “average” can

be derived via moving average, principal component analysis or other methods). However, when

ongoing brain oscillatory activity overlaps this window in time, the brain oscillatory signals too can

get marked as artifacts. Thus, these methods have the tendency to discard true EEG. Further, we

note that the ECG-based methods can leave large residuals by ignoring artifact features outside

these windows. Fig. 2-11A illustrates this point by showing that the BCG artifacts (estimated

by our harmonic regression algorithm) are high even at times outside of the artifactual window

considered by ECG-based algorithms. While several efforts have been focused on (a) overcoming

ECG peak detection problems and (b) developing better ways to identify the “average” shape of

the EEG within the windows around the heart rate, our analysis suggests that the limitation in the

ECG-based methods is more fundamental, and related to the way the BCG artifact is defined as a

discrete occurrence within a predefined time window around the ECG R-wave.

Second, while Fig. 2-7 showed that the performance of motion-based adaptive filtering suffers

when the reference motion recordings are noisy, we further analyzed the relation between the

motion signals and the EEG data. Specifically, as coherence between the motion signal and the

EEG data indicates frequencies where the adaptive filtering-based BCG estimates are concentrated,

we plotted coherence between the motion signal and EEG data (Fig. 2-11B). We note that the

coherence between EEG and motion signals is not limited to harmonics but includes band-specific

activity. Thus, the motion-based adaptive filter may estimate the BCG as a non-harmonic band-
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Figure 2-11: Models Implicit in Reference-Based Approaches Affect their Performance. (A)
Top topographical plot shows harmonic regression estimates of the BCG artifact, across channels, at a time
point within the heart cycle indicated by the pink line on the bottom ECG plot. ECG-based subtraction
approaches treat the BCG as a discrete occurrence in a predefined artifactual window around the R-wave of
the ECG. But the time point marked, outside the usual predefined artifactual window, has BCG artifacts with
significant amplitude ranging 5− 25µV. ECG-based approaches neglect artifacts outside of the predefined
window, thus leaving behind large residual artifacts. (B) Coherogram between a motion recording and EEG
data from the propofol oscillatory study (§ 2.5.3). Motion-based adaptive filtering treats the BCG artifact
as a linear function of the motion sensor recording. However, in cases when coherence between the motion
recording and EEG data is not harmonic, such as in the case shown, the BCG artifact estimates may not
have the inherent harmonic structure and thus residual artifacts may be left behind.

specific process, to leave behind residuals of the BCG harmonics, and/or discard true band-specific

EEG activity. We note that this adaptive filter performs better in cases when the motion-EEG

coherogram has harmonic structure than in cases when it does not.

Overall, the above analysis suggests that reference-based methods are not only limited by noise

corrupting the reference sensors, but also by the fact that the models they use (implicitly or

explicitly) do not always reflect the strong harmonic structure and temporal features of the BCG

artifact. Thus, the physical and physiologic correspondence of our model to the nature of the BCG

artifacts is important for the improved performance we are able to achieve. That said, while our

model-based procedure does not require reference signals, it is possible that incorporating specific

information from the reference sensors within our approach could provide additional information.

For example, the ECG could be used to further inform the range of possible fundamental frequencies

within our algorithm. Further, the motion sensors could be used to inform occurrence and removal

of gross motion artifacts that are both larger and distinct from the BCG artifact.
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2.6.3 Remarks on Sensitivity to Analysis Choices

The main parameters used in our algorithm and analysis are the model orders and the length

of the moving window. While the performance of the harmonic regression algorithm is relatively

insensitive to the model orders within a reasonable range (plots of information criteria in Fig. 2-

4), it is sensitive to the length of the moving window T . Specifically, as the algorithm fits only

one set of parameters for a given window of data, the amplitude of the harmonic is maintained

uniform throughout the segment. Hence in cases where the BCG amplitude varies widely between

consecutive heart beats, the performance of the algorithm is sensitive to choice of window length. An

example of this problem is illustrated in Fig. 2-12. Regardless of this sensitivity, the algorithm can

cope with variation if moving window length is chosen suitably. Further, the parameter estimates

inherently quantify the variations in artifacts over time. It is also possible to overcome this issue

by allowing the window to have variable length when large variations in heart beat occur (such as

with change in drug dose or physiologic status) rather than maintaining always the same length T .

Additionally, extensions to recursive state space methods where the estimation is done recursively

with each new datapoint will overcome this issue, as the parameters can then evolve instantaneously

with the data.
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Figure 2-12: Sensitivity to Moving Window Length. The harmonic fit to the raw measurement over a
3 second segment of data corrupted with artifacts. As the algorithm fits only one set of parameters for a given
window of data, the amplitude of the harmonic is maintained uniform throughout the segment. However,
the underlying BCG varies widely between consecutive heart beats. While this is an extreme example of
beat-to-beat variation in BCG amplitude, in such cases the length of the moving window should be shortened
to about 1− 1.5 second for good performance of the algorithm.

2.7 Discussions

EEG-fMRI offers uniquely high spatiotemporal resolution for functional brain imaging, but its

widespread adoption and utility for neurophysiologic studies has been limited due to challenging
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ballistocardiogram (BCG) artifacts. We have developed a model-based, reference-free and statis-

tically principled algorithm to remove these artifacts. Our approach (a) exploits the structure in

the physics and physiology underlying these artifacts to define the BCG as a harmonic process, (b)

frames the BCG removal problem as a model-based parametric estimation problem and (c) adapts

a local likelihood estimation algorithm to solve this non-linear time-varying parameter estimation

problem and remove the artifacts. We have shown that (a) the model fits the form of the data well

and (b) the algorithm enjoys unique optimality and convergence properties. Further, we have per-

formed extensive validation tests to demonstrate that the algorithm (a) effectively removes artifacts

from EEG recorded in the MRI scanner, (b) restores ground truth oscillatory and evoked EEG sig-

natures, including specific timing and power changes expected from similar experiments performed

outside the scanner, and (c) affords improvements over existing reference-signal based BCG removal

techniques. These improvements are enabled by the unique features of our model-based statistical

estimation approach, as detailed below.

2.7.1 A Model-Based Approach for BCG Artifact Removal

The BCG removal problem presents three concurrent challenges of high amplitude artifacts, time-

frequency overlap, spatiotemporal variations - our approach offers advantages with respect to each.

First, our approach is well-suited to cope with high amplitude artifacts. This is because it

exploits the high artifact to signal ratio in the problem by targeting the clear, physically based

harmonic structure in the artifacts. Given the apparent form of the artifact, reference-signal based

templates for the artifacts [80, 100, 138, 139] or component analysis techniques [101, 102, 143, 145]

that empirically derive the basis for the artifact are not required. In fact, our approach removes

artifacts more effectively (less residual power) than methods that rely on (a) noisy reference signal-

based templates, (b) pre-defined time intervals for when the BCG occurs (as artifacts are significant

even outside of these intervals), or (c) component separation criteria that do not fully decompose

the raw EEG into artifact vs. signal.

Second, our model is well-suited to cope with time-frequency overlap between artifact and signal.

This is because it includes a loose autoregressive term that can take on the temporal structure

of the neurophysiologic EEG data. This enables our approach to preserve brain-generated EEG

signatures of interest. While many existing methods are able to remove a good proportion of the

BCG artifacts, often they are unable to retain or recover signal features like evoked peaks, oscillatory

power underlying harmonic bands, or phase-amplitude coupling between bands that overlap with

the artifact in time or frequency domains [95, 96].

Third, our algorithm copes well with spatiotemporal variations in the BCG artifact, and pro-

vides accurate estimates of brain-generated EEG signals as they evolve. This is because it is framed

as a parametric model-based time series estimation problem which lends itself well to time-varying

parameter estimation techniques, model selection procedures and goodness of fit analyses. Specifi-
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cally, our local likelihood-based estimation allows the estimates to adapt to temporal variations in

both the BCG artifact and neurophysiologic EEG signals. Further, by independently performing

the estimation for each channel, we are able to cope with spatial variations in the BCG.

Much of the BCG removal literature has used ready black-box approaches which (a) inherently

employ (hidden) models that are not customized to the structure of the BCG artifact problem,

(b) rely on noisy reference data templates, and (c) do not offer clear statistical characterizations

to explain the data. Our approach and results motivate the idea that employing explicitly stated

models customized to the inherent nature of the data, and developing statistical methods that use

these models to explain the data can be more effective for this challenging problem.

2.7.2 Practicability for a Variety of Imaging Paradigms

Our algorithm is practicable in a variety of imaging and acquisition conditions. First, there is

increasing interest in acquiring EEG-fMRI at high fields (> 3 T) due to the improved spatial

resolution and higher functional sensitivity of fMRI at these field strengths [160, 161]. While EEG-

fMRI acquisition systems have been set up for high fields [94, 162], these systems have limited

utility at present as BCG artifacts corrupting the EEG become more severe at higher static fields

[80, 93, 136, 137]. As our approach builds on the high artifact to signal ratio within the BCG removal

problem, and has demonstrated utility in large artifact low SNR conditions such as frontolateral

channels and small amplitude oscillations, it is well-poised for these high field studies. Second,

neurophysiologic and clinical questions often necessitate interleaved EEG-fMRI scanning - where

short segments of continuous EEG data are interspersed with large EPI artifacts during fMRI

acquisition. The sliding window approach makes our technique just as well-suited to the short

lengths of EEG data recorded in interleaved scans, as for longer segments of data in continuous

EEG-fMRI. This is distinct from subtraction or basis decomposition techniques [80, 101, 102],

where long segments of continuous EEG data are required for estimation. Finally, our method is

amenable to real-time implementation – and is thus suited for continuous monitoring and online

artifact removal. All these features suggest that our algorithm is practical and generalizable to a

range of study protocols, and can be incorporated within EEG-fMRI acquisition systems for robust,

sensitive, and specific EEG-fMRI measurements.

2.7.3 Implications for Neuroscience Studies

The vast majority of simultaneous EEG-fMRI studies reported in the neuroscience literature have

focused on regional correlates of EEG time-frequency features recorded in (a) occipital channels

(e.g., eyes closed alpha oscillations or visual evoked responses [64, 71, 72]), (b) high frequency bands

(e.g., γ-band oscillations or the 40 Hz auditory steady state response [93, 163, 164]), and (c) short

duration studies spanning a few minutes. Coincidentally, all these cases represent less troublesome

BCG artifacts [80, 100] as: (a) pulsatile head movement can be constrained more effectively for
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occipital channels (as opposed to frontolateral channels), (b) BCG artifacts typically do not much

affect high frequencies as they primarily corrupt 0−25 Hz frequencies, and (c) BCG time variations

are less severe for short few-minute periods (as opposed to long studies). Further, such test cases and

characterizations have also been the focus of BCG removal literature [80, 95, 96, 100, 102, 139, 140],

perhaps, due to the fact that recordings of visual activity or short durations are easily accessible

test cases.

However, EEG signatures in frontal, central and temporal channels and 0 − 25 Hz frequencies

evolving over long duration recordings are of great interest for applications in studies of memory,

attention, decision making, awareness, sleep, anesthesia, and epilepsy (§ 1.2). We have tried to

include testing and validation in cases relevant to these potential application areas. Our validation

includes frontal channels that are known to have severe artifacts, as well as quantitative benchmark-

ing in recordings on central and temporal channels. Further, we show recovery of slow, theta and

alpha bands ranging 0 − 15 Hz. Finally, we demonstrated performance in a drug-induced setting

with large time-variations (in heart rate and thus fundamental frequency) over close to an hour.

These results establish that our method is uniquely suited to application areas of wide relevance in

neuroscience investigations.

Further, good performance across channels affords a clear advantage for EEG-fMRI applications

in electrical source imaging and coherence or connectivity studies where clean EEG across the head

is desirable [104, 165, 166]. Finally, we note that our parametric model-based approach has the

advantage that it can help probe a variety of specific EEG signatures of interest in a statistically

principled manner – as the time series analysis can be framed to explicitly test hypotheses relat-

ing to neurophysiologic EEG changes arising as a result of stimulus, drug or other experimental

intervention.

2.7.4 Future Directions

Future investigations will study recursive or state space implementations of our estimation proce-

dure for the harmonic regression in colored noise problem. This will overcome the sensitivity to

moving window length and enable greater ability to cope with beat-to-beat variations in the BCG

artifact while taking continuous evolution of the neurophysiologic EEG state into consideration.

Further refined understanding of the various sources of the BCG artifact and their respective con-

tributions to this artifact can improve the proposed model, and incorporation of better models for

EEG evoked peaks and spikes can generalize the approach further. Finally, further evaluations

on continuous EEG-fMRI scans with different imaging protocols, and on other quantitative EEG

features of interest (e.g., K complexes, epileptic spikes, sleep stage scoring, or oscillatory coupling)

will validate the algorithm for areas of interest in cognitive or clinical neurophysiology studies.
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2.8 Appendix

2.8.1 Prior Covariance on Model Parameters

Given the time-frequency overlap in this problem, the estimates of the harmonic amplitudes β

would be best informed by the AR spectral structure specified by AR covariance Q. However, as

the algorithm does not initially have an estimate of Q at the start of cyclic descent (we initialize

with Q = IT×T ), the estimates of the harmonic amplitudes β need to be informed with prior

information while the cyclic descent proceeds and estimates Q from the data. For this purpose we

derive a prior covariance matrix W for β, as detailed below.

For the generalized least squares problem denoted by y = Zβ+v where Z is a known harmonic

basis, v ∼ N (0, Q) and β is drawn from a distribution with prior covariance W, we can write the

negative log-likelihood as:

− log LGLS = −1

2
(y − Zβ)

′
Q−1(y − Zβ)− 1

2
β

′
W−1β. (2.25)

The optimal solution for β is given by minimizing −log LGLS as below:

d (− log LGLS)

dβ
=

1

2

d

dβ
(−y

′
Q−1y + β

′
Z
′
Q−1y (2.26)

+ y
′
Q−1Zβ − β′

Z
′
Q−1Zβ − β′W−1β) = 0. (2.27)

Simplifying this, we have:

β̂ =
(
Z
′
Q−1Z + W−1

)−1
Z
′
Q−1y. (2.28)

Viewed in this way, the prior covariance W and the AR term covariance Q determine what

proportion of total power in the measurement y is allocated to harmonic BCG artifact versus to

the brain-generated AR EEG estimate. If |W| >> |Q|, then nearly all measurement power in the

harmonic bands is allocated to the harmonic BCG artifact, but if the AR structure Q needs to

inform the harmonic fit and preserve EEG structure, lower values of |W| are desirable. Assuming

the prior covariance W = E(β
′
β) is diagonal and can be treated as the desired harmonic power,

we specify the jthdiagonal term of W as the difference between the power in the jth harmonic line

and the background AR power in a 2 Hz band centered around the jth harmonic line. Thus, when

the AR power in the neighborhood of the harmonic streaks is high, the W discounts the harmonic

amplitude to retain some of the underlying EEG power.

For each possible value of fundamental frequency ω, we pre-compute the corresponding Z and
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the prior covariance W, so the appropriate W is used for a given guess of the fundamental frequency

during the nested cyclic descent iterations. In practice, for our nested cyclic descents, we note that

the prior covariance primarily affects the estimated β and does not change the ω estimate much.

This formulation also enables formal regularization of solutions as needed.

2.8.2 Implementation Details

Test Case
Number of

Harmonics R

Number of

Autoregressive

Terms P

Moving

Window

Length T

Propofol

Oscillations
16 8 3 seconds

Evoked

Responses
18 3 3 seconds

Simulation

Tests
18 6 3 seconds

Table 2.2: Implementation Parameters: Harmonic Regression Algorithm to Remove BCG
Artifacts. For each test case reported, model orders and moving window lengths are listed. The model
orders chosen are sometimes different from guidelines directly suggested by information criteria used in model
selection (e.g, Fig. 2-4) due to reasons described in § 2.4.2.2. Regardless of these differences, we ensure that
chosen model orders fulfill goodness of fit criteria. None of the test cases we studied required more than
15− 20 harmonics and 10 AR parameters.
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Chapter 3

Subcortical Source Imaging with

M/EEG and Anatomical MRI

Subcortical structures have critical roles in a variety of cognitive brain states. However, resolving

electrophysiological activity in these structures remains a formidable challenge because subcortical

sources, located deep in the brain, generate weak M/EEG signals. In this chapter, we introduce a

novel hierarchical subspace pursuit algorithm to estimate neural currents within subcortical struc-

tures based on non-invasive M/EEG measurements. We begin by systematically comparing field

patterns arising from activity in subcortical and cortical structures. These comparisons reveal that

gain-insensitive information in the M/EEG field patterns offers robust distinctions between subcor-

tical and cortical sources if sparse constraints are imposed. We then build on these observations to

develop a sparse inverse solution for the subcortical source imaging problem. Specifically, we employ

a subspace pursuit scheme in a hierarchical search for sparse subcortical and cortical sources un-

derlying the measurement, and estimate fast-evolving currents in these sources to explain the data.

Next, we validate the efficacy of this algorithm for recovering thalamic and brainstem contributions

in challenging simulated and experimental evoked response test cases. Further, we demonstrate

improved spatial resolution and specificity over existing approaches that do not build on the field

pattern distinctions we have identified here. Our results establish the feasibility of resolving elec-

trophysiologic activity within subcortical structures using non-invasive M/EEG recordings, and

thus open up unique opportunities to study regional dynamics across the brain at high temporal

resolution.

The M/EEG recordings and anatomical MRI data used in this work were collected in collaboration with Jyrki

Ahveninen, Samantha Huang, Stephanie Rossi, Tommi Raij and Matti Hamalainen at the Massachusetts

General Hospital (MGH). The subspace pursuit implementation was developed in collaboration with Gabriel

Obregon-Henao at the MGH Martinos Center for Biomedical Imaging.
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3.1 Introduction

Subcortical structures have critical roles in healthy and abnormal brain function. Studies of normal

brain functions (sensation, memory, emotion, reward, movement, sleep and arousal) and clinically

relevant brain states (dementia, depression, epilepsy, anesthesia) would benefit from the ability to

access neuronal activity and regional dynamics across subcortical structures. Thus, techniques for

non-invasively imaging neuronal activity in these structures with high spatiotemporal resolution

are of wide interest.

While functional magnetic resonance imaging (fMRI) and positron emission tomography (PET)

resolve neuronal activity in deep brain structures with good spatial resolution, they are indirect

measures as they resolve hemodynamic or metabolic correlates of neuronal activity and they have

low temporal resolution; thus limiting applicability for studies of regional dynamics, circuit or net-

work characteristics (§ 1.1). Magnetoencephalography (MEG) and electroencephalography (EEG)

have the unique ability to directly measure neuronal currents at millisecond time scales [4–6], and

solving the electromagnetic inverse problem to estimate the neuronal source current distribution

underlying measured fields can help study regional dynamics at high temporal resolution [6, 21].

However, as subcortical structures located deep in the brain are distant from external sensors, they

generate low amplitude M/EEG signals and pose formidable challenges with respect to this inverse

problem [6, 106]. As such, it remains an open question as to whether electromagnetic activity in

subcortical structures can be sufficiently resolved or localized with non-invasive M/EEG recordings.

Classical source localization approaches integrate (a) anatomic information from MRI, (b) tissue

conductivities, and (c) Maxwell’s equations to compute theoretical M/EEG field patterns for all

possible source locations, and then fit these theoretical field patterns to the measured data to infer

the underlying source current distribution. As the mapping between source currents and M/EEG

fields is linear in the quasi-static limit, a large number of inverse solutions – employing dipole fitting

[167, 168], distributed linear least squares fits with minimum norm criteria, Bayesian estimation or

state-space models [6, 122, 169–172], and beam-forming approaches [121, 173] – have been applied

widely and successfully to cortical sources. Some reports have assessed the applicability, resolution

and accuracy of these existing techniques for deep subcortical sources. Dipole fitting approaches

can correlate field patterns with expected source depths for hippocampal, thalamic and brainstem

components [112–115, 117, 120, 174], but are known to become problematic in classic physiological

cases having multiple active regions or highly correlated sources [21, 122]. Minimum norm estima-

tors have been applied for subcortical source analysis, but are known to have heavy bias towards

high gain superficial contributors [119, 175–177] causing poor spatial resolutions for deeper sources

and requiring averages over large numbers of trials to uncover deep source activity in evoked settings

[6, 106, 116, 119, 166]. Beamformer methods are typically sensitive to forward modeling errors and

limited by leakage when the source space comprises weak subcortical sources alongside strong cor-

tical sources [21, 121, 173]. Thus, existing solutions to the electromagnetic inverse problem, while
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widely effective for cortical sources, have low sensitivity to deep subcortical sources – primarily as

these sources contribute low amplitude (gain) signals to M/EEG measurements.

To overcome this challenge, we ask if there is gain-insensitive information in M/EEG data

that can be exploited to differentiate subcortical and cortical sources. Typical M/EEG recordings

comprise data from multiple sensors distributed across the head. Thus the information in these data

is not only limited to absolute amplitudes of signals recorded at each individual sensor, but also

includes relative amplitudes across sensors which can be thought of as gain-normalized patterns

of fields across sensors. We hypothesize that constraints to distinguish subcortical vs. cortical

contributions to non-invasive recordings can be found in distinctions between their respective field

patterns, and that an approach built around these distinctions can localize subcortical sources.

To test this concept, we systematically compare gain-normalized field patterns arising from

simulated activity in subcortical and cortical sources. These analyses reveal that field patterns

originating from subcortical and cortical sources are significantly distinct when the spatially sparse

nature of brain activity is taken into account. We build on these observations to propose that

hierarchically reducing the space of possible sources to sparse subsets underlying a given measure-

ment can enable subcortical source localization. The problem of identifying salient sparse subsets

amongst a high-dimensional space of possibilities is addressed by projection pursuit methods. Thus

we apply a subspace pursuit scheme in a hierarchical search for relevant subcortical sources. We

validate efficacy on challenging simulation test-cases and auditory brainstem response recordings,

and benchmark performance improvements over existing approaches. Finally, we compare the rel-

ative effectiveness of using MEG and EEG data for subcortical source localization, and conclude

that combined M/EEG experimental paradigms may be most informative for these problems.

3.2 Approach: Field Pattern Comparisons

To compute gain-normalized field patterns arising from activity in subcortical and cortical regions,

we (a) acquired high resolution anatomical MRIs on healthy volunteers, (b) obtained surface re-

constructions and volume segmentations, (c) placed dipole sources on the cortical surface and in

subcortical volumes of interest, and (d) computed electromagnetic forward solutions.

3.2.1 MRI Acquisition

Standard and high resolution T1-weighted anatomical MRIs were obtained on 5 subjects, who

provided informed consent. Standard resolution MPRAGE images were obtained on a Siemens

1.5T SonataTM scanner. High resolution multi-echo MPRAGE images were obtained on a Siemens

3T TimTrioTM scanner. Scanning parameters (TR=2,510 ms; 4 echoes with TEs= 1.64, 3.5, 5.36

and 7.22 ms; 176 sagittal slices, 1-mm isotropic voxels, 256 Ö 256 matrix; flip angle=7°) were

optimized in the MGH-Martinos Center to provide maximum gray-white matter contrast for the

brain reconstruction algorithms. All scans were motion-corrected and averaged to optimize SNR.
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3.2.2 Source Space Construction

The FreeSurfer image analysis software was used to reconstruct and triangulate neocortical and

hippocampal surfaces, as well as to segment the subcortical volumes by anatomic region [178–180].

Dipoles were positioned at vertices in the triangulated surface mesh for neocortex and hippocam-

pus, at the gray-white matter interface, and assigned orientations fixed normal to the neocortical

and hippocampal surfaces respectively. The neocortical and hippocampal dipole placements are

performed consistently as both structures have a similar layered cytoarchitecture, and as the hip-

pocampal inner structure is not accessible with anatomical MRI [119]. Dipoles were also placed in

subcortical volumes (thalamus, caudate, putamen, amygdala, medial and lateral geniculate nuclei,

brainstem) extracted from the FreeSurfer segmentations, as well as in specific smaller nuclei (medial

and lateral geniculate) defined based on standard anatomic landmarks and FreeSurfer segmenta-

tions, at 1 mm voxel spacing, and oriented randomly as there is no known preferred orientation for

dipoles in these regions. This source space comprises ∼ 106 dipoles across the brain. But with only

∼ 102 sensors and highly correlated activity of neighboring dipoles, it is difficult to independently

resolve dipole activity to 1 mm. Therefore we grouped dipoles into “surface patches” for neocortex

and hippocampus, and “volume subdivisions” for subcortical volumes.

(B)  Subcortical Volumes Comprising Subdivided Anatomic Segmentations 

(A)  Cortical Surface Decomposed to Patches of Varying Sizes

Figure 3-1: Cortical and Subcortical Source Spaces. (A) Cortical source space comprising patches
on the gray-white matter surface interface (figure adapted from [86]). The set of coarse patches with average
area 2500 mm2 (on left) is denoted C(1), the set of finer patches with average area 650 mm3 (middle) is
denoted C(2) , and the set of even finer patches with average area 175 mm2 (right) is denoted C(3). (B)
Subcortical source space S comprising volume subdivisions ranging 150− 800 mm3 across caudate, putamen,
hippocampus, amygdala, thalamus, lateral and medial geniculate nuclei, and brainstem.
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Cortical and hippocampal dipoles were grouped into patches within the MNE software package

[82, 181]. The cortical and hippocampal surfaces were each approximated with the topology of

recursively subdivided icosahedra. For a given icosahedron subdivision, detailed surface geometry

information was used to derive “surface patches”. Subcortical dipoles were grouped into “volume

subdivisions” obtained by subdividing the FreeSurfer-based anatomic subcortical segmentations.

The volume subdivisions, agnostic to specific anatomy within the segmentations, were sized to

homogenize current strengths across regions as follows. First, volume current densities ρ were

specified in a structure-specific manner [119]. Second, using neocortical surface current density σ

and average cortical patch area Ā, the average current strength for cortical patches was computed

as σĀ . Third, total volumes V for anatomically distinct subcortical regions were computed. The

number of subdivisions for a given subcortical volume segmentation was determined as n = ρV/σĀ.

Then, the subcortical segmentation was subdivided into 3
√
n equal volumes along each of the 3 axes.

The typical volume of a subcortical subdivision ranges 150 − 800 mm3, depending on structure

(§ 3.8.1). This process of homogenizing current strengths implicitly assigns higher resolution (finer

subdivisions) to regions with high current densities and lower resolution (larger subdivisions) to

regions with low current densities. The resulting cortical and subcortical source spaces are shown

in Fig. 3-1.

3.2.3 Electromagnetic Forward Solutions

Activity in dipoles within a given region, denoted by source currents x, generates the resulting field

patterns y at the sensors via Maxwell’s equations encoded in the electromagnetic forward solution

G for that region:

yN×1 = GN×MxM×1, (3.1)

where N is the number of sensors and M is the number of dipole sources in the region of interest.

The mapping specified in G is linear as it arsies from a quasi-static approximation to Maxwell’s

equations. MEG forward solutions employed the sensor configuration of a Neuromag VectorviewTM

MEG system (Elekta Neuromag, Helsinki, Finland) comprising 306 sensors across 102 sensor loca-

tions (2 planar gradiometers and 1 magnetometer per location). EEG forward solutions employed

a standard 70-lead EEG electrode configuration employed at MGH and in the MNE software Sam-

ple dataset. The positions of MEG and EEG sensors and the fiduciary points were coregistered

with the subject’s MRI data using standard procedures (§ 3.4.1). For each regional subdivision

in the source space, MEG and EEG forward solutions were generated within the MNE software

package [82, 181], using a three-compartment boundary element model derived from the MRI data.

Dipoles within 5 mm of the inner skull bounding surface were excluded to avoid numerical errors.

As the current densities across regions in this combined subcortical-cortical source space are non-

homogenous [106], the G for each region was multiplied by regional current strength denoted as c.

For each subcortical region, current strength was derived as c = ρV where ρ and V are the regional

current density (from [106]) and volume respectively. For each neocortical and hippocampal patch,
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current strength was derived as c = σA where σ and A are the surface current density (from [106])

and area respectively.

For any given subdivision of the source space, the columns of G represent fields arising from

small collections of neighboring dipoles and thus are highly correlated/degenerate. Thus, infor-

mation in the forward solutions for individual regions can be condensed into a low-dimensional

approximation i.e., into a low-rank basis derived using a reduced singular value decomposition

[86, 182]:

G = UN×BSB×BWB×M , (3.2)

Ĝ = UN×PSP×P , (3.3)

where P < B is the number of eigenmodes retained in the low-rank approximation. For each

subdivision, P is chosen such that the reduced order Ĝ represents at least 95% of the total spectral

energy in G: ∑P
b=1 Sbb∑B
b=1 Sbb

≥ 0.95.

Typically P = 2−6 modes are sufficient to capture 95% of the spectral energy in G. This approach

(a) enables reduction of the dimensionality of G, (b) minimizes representation error on average

[182], and (c) implicitly defines reduced subspaces for the forward solution from each region, for

use in field comparisons and inverse solutions.

3.2.4 Gain Normalized Field Patterns

The field patterns arising from activity in a region of interest can be gain-normalized by considering

the eigenmodes of G corresponding to that region of interest, and activating each mode with currents

proportional to the fraction of total spectral energy contained within the mode:

ynorm = Gnormxnorm = UN×P

SP×P∑P
p=1 Spp

= Ĝ
1∑P

p=1 Spp
, (3.4)

where Ĝ, U and S are as in Eqn. 3.2-Eqn. 3.3, and ynorm represents the normalized MEG field

patterns generated by unit activity within a region of interest, assuming no noise, at one snapshot

in time for the simplest analysis.

3.2.5 Principal Angle Computations

Every Gnorm or Ĝ embodies the subspace of all possible field patterns ynorm that can arise from

some source current distribution (xnorm) within a region. Thus, distinctions between the possible

field patterns from different regions can be quantified using metrics to quantify distinctions between

their respective subspaces. Principal angles are established metrics for subspace comparisons.
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Formally, principal angles between subspaces of possible field patterns from regions i and j,

defined by the reduced order electromagnetic forward models Ĝi and Ĝj respectively, are denoted

as θi,j . The angles can be computed using a formulation that uses the singular value decomposition

(described in [183]):

Ĝ
′
iĜj = Upi,jΣi,jWpi,j , (3.5)

Σi,j = diag (s1, s2, . . . sn), (3.6)

= diag (cos θ1, cos θ2, . . . cos θn), (3.7)

Θi,j = [θ1, θ2, . . . θn] . (3.8)

Intuitively, low singular values in Σi,j indicate uncorrelated eigenmodes and correspond to higher

angles in Θi,j , whereas high singular values indicate correlated eigenmodes and lower angles. Thus,

low angles (∼ 0◦) suggest that the subspaces defining field patterns from regions i and j have nearly

parallel components with one subspace a near subset of the other, while high angles (∼ 90◦) suggest

that the subspaces are nearly orthogonal or have a null intersection.

Analyses were performed using the implementation described in [184]. As each pair corresponds

to n angles where n is the minimum of the ranks of Ĝi and Ĝj , the means of Θi,j , denoted as Θ̄i,j ,

are reported. For notational convenience, we will denote the low-rank approximations Ĝ as G in

the following sections.

3.2.6 Distinctions in Field Patterns from Sparse Sources

Fig. 3-2A shows an example of a subcortical volume source space of interest S, in ventral posterior

lateral thalamus or VPL, with gain-normalized forward solution denoted by GS. Unit activity in

the dipoles of S generates, via Eqn. 3.4, the gain-normalized field pattern across sensors yS, shown

in Fig. 3-2B. We first asked if activity in dipoles of the cortical source space C(3), denoted for

convenience as C (shown in Fig. 3-2C ) can generate the subcortical field pattern yS. To assess

this, we fit the gain-normalized cortical forward solution GC to the subcortical field yS using the

least squares criterion. The minimum norm fit yC = GCxC = GC

(
G
′
CGC

)−1
G
′
CyS is shown in

Fig. 3-2D. It appears that the full cortical source space can explain the subcortical field pattern yS.

But as brain activity often exhibits spatiotemporal sparsity, it is unlikely that the full cortical

source space C is active at any given time. Thus we asked if subcortical field pattern yS is distin-

guishable from cortical field patterns when a physiologically relevant sparse cortical region is active.

Fig. 3-2E shows a source space Csp in a patch of somatosensory cortex, which is often co-active

with the VPL thalamus sources S in somatic sensation. We asked if the gain-normalized forward

solution for Csp, i.e. GC,sp can explain the subcortical field yS. The least squares fit this time,

yC,sp = GC,spxC,sp = GC,sp

(
G
′
C,spGC,sp

)−1
G
′
C,spyS, is in Fig. 3-2F. The fit is poor - suggesting that

sparse cortical regions cannot generate the same field pattern as some subcortical region.
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****
*

(A) Subcortical 
Source Space S

(B) Subcortical Field yS

(C) Full Cortical 
Source Space C

(E) Sparse Cortical 
Source Space Csp

(D) Full Cortical Fit yC (F) Sparse Cortical Fit yC, sp

Figure 3-2: Sparse Cortical Regions Cannot Explain Field Patterns Generated by Subcortical
Regions. The full cortical source space can capture MEG field patterns generated in a subcortical region
but sparse cortical source spaces cannot. (A) Subcortical source space S comprising discrete dipoles in
the volume of ventral posterior lateral thalamus. The corresponding forward solution is GS. (B) The field
pattern yS = GSxS where xS is gain-normalized unit activity. (C) Full cortical surface source space C with
forward solution GC. (D) The field pattern yC obtained upon fitting GC to yS. (B vs. D) The full cortical
source space can explain the subcortical field pattern. (E) A sparse cortical surface patch Csp with forward
solution GC,sp. (F) The field pattern yC,sp obtained upon fitting GC,sp to yS. (B vs. F) The sparse cortical
source space cannot explain the subcortical field pattern. As we are plotting fits to subcortical amplitude,
and the fit is poor, fields in Panel F have lower amplitude than fields in Panel B. (B,D,F) All field patterns
were generated within the MNE Software Package with a contour step of 5 × 10−4, and are shown both
topographically across the MEG helmet and as raw measurement series across sensors. For the topographic
maps - yellow denotes positive maximum and blue denotes negative minimum. For the measurement series
plots - yellow series is from S, and red series denotes the cortical fits. Field patterns are gain-normalized
and thus unitless, so as to highlight the pattern of relative amplitudes across sensors (instead of absolute
amplitudes at any given sensor).

We note that this result has purely anatomic and physical origins as the columns of G are solely a

function of source and sensor locations, head geometry and tissue conductivity properties. Further,

as this analysis corresponds to gain-normalized field patterns yS, it is insensitive to differences in

amplitudes of fields generated by subcortical and cortical sources. Thus, the poor fit in Fig. 3-2F

must be because the field arising from activity in a sparse brain region spans only a limited area

on the MEG helmet and thus cannot capture the entire space of possible field patterns generated

by activity in another sparse region. In other words, it must arise because the subspace spanned

by GS does not have significant overlap with the subspace spanned by GC,sp.
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3.2.7 Comparisons between Subspaces of Field Patterns

To quantify the degree of overlap between subcortical and cortical field patterns, we computed

principal angles Θ̄i,j for all pairs (i, j) of cortical and subcortical regions.
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Figure 3-3: Sparse Brain Regions Generate MEG Field Patterns in Distinguishable Subspaces.
Normalized histograms of principal angles between pairs of brain regions for MEG field patterns. Angles
quantify distinctions between subspaces defining field patterns from the two regions. (A vs. B) Full cortical
source space can generate most any field pattern that a subcortical source space can, while sparse cortical
sources cannot. (B vs. C) Sparse subcortical and cortical source spaces generate field patterns that are
just as distinct as those generated by pairs of sparse cortical source spaces. (C vs. D) Pairs of subcortical
regions also generate distinct field patterns, like pairs of cortical regions, but exhibit a bit more overlap due
to their greater distance from sensors. (B-D) A large proportion of the principal angles are high and close
to orthogonal when sparse regions are compared. All field pattern comparison results here are shown for S
and C(3) but hold for coarser cortical source spaces too (Fig. 3-11).
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Fig. 3-3A shows the principal angles between field patterns arising from activity in the sub-

cortical regional subdivisions and the full cortical source space respectively. The angles are low

suggesting that the full cortical source space can explain most field patterns arising from a sub-

cortical subdivision (as also seen in Fig. 3-2A-D). This is because the full cortical case has several

eigenmodes spanning most possible field patterns – including those generated by activity within a

subcortical volume subdivision. To mimic the test cases in Fig. 3-2, we compare angles between

field patterns from sparse subcortical and cortical regions (Fig. 3-3B). The angles in Fig. 3-3B are

significantly higher than those in Fig. 3-3A, suggesting near orthogonality between field patterns

generated by sparse pairs of regions (as also seen in Fig. 3-2E-F ). To interpret the results in Fig. 3-

3B more carefully, we compare them with a “control case”, i.e., the field patterns generated by

pairs of sparse cortical regions. Fig. 3-3C shows that pairs of cortical regions, too, give rise to near

orthogonal field patterns. Further, the angle trends in Fig. 3-3B-C are highly similar - suggesting

that when viewed within the information space of gain-normalized field patterns, the problem of

distinguishing subcortical and cortical sources is just as solvable as the problem of distinguishing

cortical sources from each other.

Next, we quantify distinctions between field patterns arising from pairs of subcortical regions.

Fig. 3-3D has similar trends as in Fig. 3-3C , albeit with a bit more overlap between field patterns

for pairs of subcortical regions than for pairs of cortical regions. Difference in trends between

Fig. 3-3C-D can be understood using an analogy with the simple case of two dipole sources and a

few sensors. When the dipole sources are close to each other, but far away from the sensors (for

e.g., pairs of subcortical regions), they appear quite similar to the sensors. However, when the

dipole sources are close to each other, and just as close to the sensors (for e.g., pairs of cortical

regions), then they will appear more distinct to the sensors. Regardless, there are still several pairs

of subcortical regions in Fig. 3-3D which have highly distinct field patterns. Finally, we note that

the field patterns arising from pairs of contralateral regions are typically more orthogonal than

those arising from pairs of ipsilateral regions (Fig. 3-3B-D). This suggests that it will be easier to

resolve subcortical activity in tasks where contralateral subcortical regions are involved. Yet, by

no means is this a requirement as in Fig. 3-3B and D, even the ipsilateral regions contain highly

orthogonal field patterns.

In summary, in every case where sparse regions are compared, the field patterns are more

distinguishable than the naive case of Fig. 3-3A. Overall, these results illustrate, with minimal

assumptions, that the gain-normalized field arising from activity in sparse subcortical and cortical

regions cannot map identically to all sensors. Rather, these comparisons reveal robust distinctions in

gain-insensitive field patterns generated by sparse subcortical and cortical regions across the brain.

Coincidentally, these distinctions lend themselves well to the natural spatiotemporal dynamics of

brain activity in physiologic and pathologic conditions. Thus, we sought to exploit these distinctions

in an inverse framework to assess whether subcortical sources can be localized.
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3.3 Inverse Algorithm

3.3.1 Electromagnetic Inverse Problem

The electromagnetic inverse problem is to estimate the source currents X underlying M/EEG

measurements Y, given the electromagnetic forward solution G linking the two:

YN×T = GN×MXM×T + VN×T , (3.9)

where the observation noise V is assumed to be Gaussian, temporally uncorrelated, and specified

completely by spatial covariance QN×N independent of X, N is the number of sensors, M is now the

number of dipole sources across the brain, and T is the number of time points in the measurement.

3.3.2 Hierarchical Approach for Subcortical Source Estimation

The classic solution for the linear inverse problem of estimating X given measurements Y, forward

solution G, noise statistics Q and a prior covariance for the source currents R is given by the

minimum norm estimate (MNE):

X̂MNE (Y,G,Q,R) = RG
′
(
GRG

′
+Q

)−1
Y, (3.10)

which is essentially the projection of measurement Y onto the range of G while accounting for noise

characteristics and prior information. Minimum norm estimation is the most widely used source

imaging technique, and reliably localizes cortical sources underlying the M/EEG measurements.

However, our field comparison analysis suggests that a simple application of MNE on the full

brain, with G specifying the composite forward solution for all subcortical and cortical sources,

may not reveal subcortical sources amidst a full cortical source space, as the latter can almost

always explain activity in the former. Thus, the naive MNE estimate is likely to localize to the

cortical source space even if the activity arises from a subcortical source. Instead, as distinctions

in subcortical and cortical field patterns arise when sparse source spaces are considered, localizing

subcortical contributions requires narrowing the space of possible cortical sources to relevant sparse

subsets. This will implicitly decorrelate the problem of uncovering subcortical sources amidst

cortical sources. Then, the estimation can be repeated with a combination of this reduced cortical

space and the full subcortical space to identify subcortical contributions.

This approach of hierarchically reducing source spaces to subsets most relevant to the measure-

ment is illustrated in Fig. 3-4. It is possible to search the space of all possible sources (Fig. 3-4A),

find a sparse cortical solution (Fig. 3-4B), perform a finer search in the neighborhood of this sparse

cortical solution (Fig. 3-4C ), obtain a refined sparse cortical solution (Fig. 3-4D) which is dis-

tinguishable from subcortical sources in general, and then search for subcortical sources amidst
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(A) Start with Full Brain (B) Find Sparse Cortical Solution (C) Finer Search in Neighborhood 
of Sparse Cortical Solution
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Figure 3-4: Hierarchical Reduction of Source Spaces to Relevant Sparse Subsets with Distin-
guishable Field Patterns. (A) The space of all possible sources across the brain. (B) A sparse cortical
region most relevant to the measurement under study. (C) Refined sparse cortical regions within and around
the region in Panel B. Different colors are used for neighboring patches to highlight patch boundaries. (D)
Refined sparse cortical region most relevant to the measurement. (E) Joint source space comprising the
sparse cortical region and subcortical volumes. The sparse subset of the cortical source space allows subcor-
tical areas to show through in the inverse solution. It is possible to search across these sparse and therefore
distinguishable sets of sources to localize appropriate subcortical and cortical sources. (F) Final sparse
cortical and subcortical regions most relevant to the measurement under study.

the reduced cortical source space (Fig. 3-4E ) to identify relevant subcortical and cortical sources

(Fig. 3-4F ).

3.3.3 A Suitable Class of Algorithms

An ideal algorithm suited to such an approach would have the ability to (a) refine the MNE to

obtain accurate sparse cortical estimates and (b) search for subcortical sources amidst a reduced

cortical space. Projection pursuit methods [185, 186], which identify sparse projections explaining

multivariate data, meet both objectives well. First, pursuit methods can find sparse cortical regions

most relevant to the measured fields, amidst the high-dimensional dictionary of all cortical regions

and their corresponding field patterns. This is because they deal uniquely well with the curse of

dimensionality. Second, upon identifying the sparse cortical contributors, the pursuit search can be

repeated in the reduced source space to search for weak but distinct subcortical contributors. This is
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because pursuit methods are robust to noise and outliers, and can recover small amplitude features

in large dictionaries (“needle in haystack”) with near-orthogonal columns [186]. These methods can

be implemented with subspace pursuit algorithms [187, 188], which find a sparse projection match-

ing a given dictionary (e.g., matching in the least squares or MNE sense), remove the component

along that projection and iterate to find new projections, till all matching projections have been

found. Subspace pursuit algorithms have recently been applied for cortical source localization [86],

and thus provide a good starting point for our purpose.

Intuitively, subspace pursuit offers a principled way to iteratively pick out the “relevant” pro-

jections or rows of X̂MNE and refine the MNE estimate until all “relevant” projections have been

found. Formally, for a distributed source space comprising K regions across the brain, columns of

G and rows of X can be grouped by region and Eqn. 3.9 can be rewritten as:

YN×T = [G1,G2, . . . ,GK ]


x1

x2

...

xK

+ VN×T , (3.11)

where the set of regions (patches or subdivisions) is [1, 2, . . . , K] , Gk is the electromagnetic

forward solution for the kth region, and xk denotes the source current of dipoles in the kth region

across time. Then the subspace pursuit (SP) estimate is written as:[
H, X̂H

]
= SP (Y, G, Q, R) , (3.12)

where H is a set of indices denoting the subset of regions deemed to be most relevant to the

measurement. Implicitly H gives a subset of regions whose normalized field patterns match those

in the measurement after compensating for noise, and X̂H specifies source current estimates that

can generate these different field patterns to quantitatively explain measurement amplitudes.

3.3.4 Hierarchical Subspace Pursuit Algorithm

We compute minimum norm estimates per [122, 189] and adapt the subspace pursuit implementa-

tion in [86] across the hierarchy of source spaces for subcortical source localization. We start with

a coarse cortical source space C(1), with forward model denoted as GC
(1) and perform subspace

pursuit to pick L regions that can best explain measured fields:[
H1, X̂H1

]
= SP

(
Y, GC

(1), Q, R, L
)
, (3.13)

where H1 denotes the chosen set of L regions in C(1) (Fig. 3-4B) and X̂H1 denotes the source current

estimates in these chosen regions. Next, we repeat the estimation in a finer cortical source space

C(2) - with patches overlapping H2 and their nearest neighbors (Fig. 3-4C ). The forward model for

these patches is denoted as GC
(2) and we perform subspace pursuit to pick L regions that can best
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explain measured fields: [
H2, X̂H2

]
= SP

(
Y, GC

(2), Q ,R, L
)
, (3.14)

where H2 denotes the chosen set of L regions in C(2) (Fig. 3-4D) and X̂H2 denotes the source

current estimates in these chosen regions. This systematic reduction of possible cortical sources

can be repeated to the level of fineness relevant to cortical activity in the task under study (typically

C(3)). This hierarchical reduction process results in a highly spatially resolved subset of relevant

sparse cortical sources, denoted as Csp (e.g. as in Fig. 3-4D). Then, in the final stage search,

the subcortical source space S, containing volume subdivisions of caudate, putamen, hippocampus,

amygdala, thalamus, lateral and medial geniculate nuclei, brainstem, is considered alongside the

sparse cortical source space Csp (Fig. 3-4E ). We denote the composite or joint source space as

J = [Csp, S] . The forward model for J, denoted as GJ = [GC,sp, GS], implicitly contains nearly

decorrelated columns, and we perform subspace pursuit to pick L regions that can best explain

measured fields: [
HJ, X̂HJ

]
= SP (Y, GJ,Q, R, L) , (3.15)

where HJ specifies the set of chosen regions whose dipole activity best explains the data (e.g. as

in Fig. 3-4F ), while X̂HJ gives the source current estimates in these subdivisions. We denote these

dipole currents as X̂ for notational convenience.

3.4 Data Acquisition and Analysis

3.4.1 M/EEG Acquisition

MEG and EEG data were acquired simultaneously within an electromagnetically shielded room

at the Athinoula A. Martinos Center for Biomedical Imaging (Charlestown, MA USA), using a

306-channel dc-SQUID Neuromag Vectorview system (Elekta-Neuromag, Helsinki, Finland) and a

70-lead EEG cap. Electrooculograms (EOG) were also recorded to monitor blink artifacts. The

position of the subject’s head was registered with respect to the MEG SQUID sensors with HPI coils,

and to the EEG sensor locations with the FastTrak 3D digitizer (Polhemus, Inc., Colchester, VT,

USA) respectively. All M/EEG acquisitions were accompanied with MRI acquisitions (detailed

in § 3.2), and head and sensor coordinates were aligned to MRI data with digitized anatomic

landmarks.

3.4.2 Data Analysis Overview

The procedure to analyze a given dataset with the hierarchical subspace pursuit algorithm is very

similar to the standard procedure for source localization with MNE. The steps in order are (a)

construct source spaces, (b) compute forward solutions G, (c) preprocess measurements Y and

estimate noise covariances Q, (d) specify source covariance R and compute the MNE estimates, (e)

72



3. Subcortical Source Imaging with M/EEG and Anatomical MRI

refine these estimates with subspace pursuit, and (f) perform pursuit across hierarchies to analyze

the data. Steps (a-b) were detailed in § 3.2. Step (c) will be described for each individual test case.

We now describe the algorithmic steps for (d)-(e), and detail the data analysis choices for (f).

3.4.3 Minimum Norm Estimate

Standard procedures specified in [122, 189] were used to compute the minimum l2-norm estimate

(MNE) for the electromagnetic inverse problem. The MNE solution for source currents X given

full forward solution G, M/EEG measurements Y, noise statistics Q and prior covariance R on

source currents is given by:

X̂MNE (Y,G,Q,R) = RG
′
(
GRG

′
+Q

)−1
Y. (3.16)

The observation noise covariance Q is estimated from the data (or given as a known matrix in

the case of simulations). With the eigen-decomposition of Q = UQΛ2
QU

′
Q, it is possible to write

Q−1/2 = Λ−1Q U
′
Q. Premultiplying the measurement model by Q−1/2 gives the whitened measure-

ment Ỹ =Q−1/2Y and whitened forward model G̃ =Q−1/2G. The dimensionality of the problem

was reduced by using the low-rank approximations of the whitened forward models G̃low−rank in lieu

of the full G̃ (per Eqn. 3.3). For notational convenience, we will denote the low-rank approximations

G̃low−rank as G̃. Then, a computationally stable rewrite of the MNE estimate is:

X̂MNE
(
Ỹ, G̃,R

)
= RG̃

′
(
G̃RG̃

′
+IN

)−1
Ỹ, (3.17)

where N is the number of sensors. Computing these current estimates requires specification of

the prior covariance matrix R. In practice, R is unknown, and is usually written in terms of a

regularization parameter as R̃ = R/λ2, giving:

X̂MNE
(
Ỹ, G̃, R̃

)
= R̃G̃

′
(
G̃R̃G̃

′
+ λ2IN

)−1
Ỹ. (3.18)

We note that this X̂MNE specifies the currents in modes of the forward solutions, and can be

projected back into dipole space for reporting.

The power signal to noise ratio in this whitened case is SNR = Tr
(
G̃R̃G̃

′
)
/Tr

(
λ2IN

)
. Setting

λ2 = 1/SNR and assuming R̃ is diagonal gives a convenient choice for the elements of R̃:

R̃ii =
Tr (IN)

Tr
(
G̃G̃′

) . (3.19)

High SNR values enforce source current amplitudes to explain peaks in the data better than the

noise. By contrast, low SNR values weight the source covariance more and allow larger discrepancy

between measured and predicted data. Standard settings of SNR in the range of 9− 25 were used
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for MEG evoked response recordings where the goal is to capture peaks better than background

noise. For EEG recordings, as forward solutions have greater blurring due to the relatively low

conductivity of the scalp and skull, greater information is contained in background below peaks,

and thus SNR was set to 1. The same SNR value was used through the source space hierarchies.

3.4.4 Subspace Pursuit Refinement

The subspace pursuit implementation used to refine and identify a sparse subset of MNE estimates

for a given source space was based on [86, 187, 188], stated in algorithm form as SP (Y, G, Q, R, L) ⇔
SP
(
Ỹ, G̃, R̃, L

)
.

Initialization:

1. Correlation threshold: Compute a correlation threshold µ (termed mutual coherence in [86])

specifying the degree of orthogonality required amongst the selected columns of G̃. This is

set as the average worst case correlation between the forward solutions of neighboring cortical

patches in the source space under consideration (§ 3.8.2).

2. Support: Compute the standard MNE estimates X̂MNE
(
Ỹ, G̃, R̃

)
as specified in Eqn. 3.18,

and the l2-norms across time for each row of X̂MNE . Specify initial support H(0)as the set of

L rows in X̂MNE with largest l2-norms satisfying the degree of orthogonality specified by µ.

3. Residual: F(0) =Ỹ − G̃
(
H(0)

)
X̂MNE

(
Ỹ, G̃

(
H(0)

)
, R̃
)

.

Iteration starting at l = 1:

1. Support Expansion: H(l) = H(l−1) ∪ {L rows in X̂MNE
(
F(l−1), G̃, R̃

)
with largest l2-norms

satisfying the degree of orthogonality specified by µ}.

2. Estimation on Expanded Support: Z(l) =X̂MNE
(
Ỹ, G̃

(
H(l)

)
, R̃
)

.

3. Support Trimming: Update H(l) to L rows in Z(l) with largest l2-norms satisfying the degree

of orthogonality specified by µ.

4. Residual Update: F(l) = Ỹ − G̃
(
H(l)

)
X̂MNE

(
Ỹ, G̃

(
H(l)

)
, R̃
)

.

5. Stopping Criterion: IfH(l) = H(l−1), set outputsH = H(l) and X̂
(end)
H = X̂

MNE
(
Ỹ, G̃

(
H(l)

)
, R̃
)

and end iterations.

The final H specifies the subset of regions in the source space that are most relevant to the mea-

surement, while X̂
(end)
H specifies the currents in modes of the forward solutions of these regions (as

estimates in Eqn. 3.18 are computed on the reduced order eigenmode approximations of G̃). Note

that the X̂
(end)
H is unitless as the forward solutions are scaled by current strengths (§ 3.2.3). To inter-

pret the regional currents on the same units scale and in physical dipole coordinates, all X̂
(end)
H were
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scaled by the current strength c and projected back into dipole space to obtain X̂H = cW
′
X̂

(end)
H .

Overall, this subspace pursuit algorithm offers an efficient means to iteratively concentrate the

MNE into the few regions most “relevant” (in the minimum l2-norm sense) to the measurement.

This algorithm is repeated across hierarchies, to yield estimates X̂HJ at the final hierarchy, denoted

as X̂ for notational convenience.

3.4.5 Hierarchical Data Analysis

Forward solutions were computed across the hierarchies of source spaces and grouped by region.

All cortical analyses were run to C(3). Time windows of interest were picked based on latencies

of expected features. The number of relevant regions or the target sparsity level L was specified

to reflect the spatial extent/number of regions expected to be active during a given paradigm.

The same L was maintained across hierarchies. While the number of relevant regions was pre-

specified for convenience, this is not essential as the algorithm could be rewritten to iteratively

add one projection at a time until all significant field patterns in the measurement are explained

and the residual is white across sensors. This procedure would be very similar to employing a

formal model selection and goodness of fit procedure. Both MEG and EEG recordings were used

for localization if simultaneous recordings were available. The two sets of recordings were processed

separately (filtering, averaging and covariance estimation), their forward solutions were computed

separately, and the measurement vectors and forward solutions were concatenated after accounting

for respective noise covariances separately for consistency of units.

All visualizations include the MNE estimate on the final joint source space J alongside the

subspace pursuit estimate in J, to show how SP concentrates the MNE estimate into the most

relevant projections. All estimated source current estimates (for MNE and SP) are displayed as

resultant currents by region. Resultant current for a given region is defined as the vector sum of

source currents across all dipoles and orientations in that region. Thus, the results presented are not

sensitive to the specific spacing between dipoles. Spatial maps are shown on inflated surfaces for the

cortical stages and representative MRI slices for the final joint stages. Full regional distributions of

source currents are summarized in bar graphs as follows. Denoting x̂ as the current time course for

a dipole in X̂ (1 row of X̂), the root mean square (RMS) magnitude of dipole current across time is

summarized by
√
||x̂||2. Taking the mean of these values across dipoles within an anatomic region,

we obtain the RMS magnitude of current in a representative dipole for each region. Computed

across regions, this gives a quantitative picture of regional distribution of current estimates.

3.5 Estimation Results

3.5.1 Somatosensory Evoked Response Simulations

To illustrate the algorithm, we first analyze simulated MEG evoked responses corresponding to a

somatosensory right median nerve stimulation paradigm. These evoked responses progress from
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right primary median nerve afferent, up the spinal cord and brainstem, to a tertiary neuron in left

ventral posterolateral nucleus of thalamus (VPL), then to the left somatosensory cortices near the

post central gyrus, and later to the left posterior parietal cortex and bilateral second somatosensory

cortices. The VPL thalamic peaks typically have low amplitudes, and thus offer a challenging but

realistic test case.

3.5.1.1 Simulation Design

We obtained anatomic MRI on a healthy volunteer, constructed distributed cortical and subcortical

source spaces, and computed corresponding electromagnetic forward models. We simulated dipole

activity within 5 regions of interest - namely a 1 cm3 volume in left VPL thalamus, ∼ 600−800 mm2

surface patches spanning primary and secondary somatosensory cortices and the posterior parietal

area (Fig. 3-5). The time courses of the simulated currents were a series of Gabor atoms of the

form Ae−(t−to)/2σ
2

where A, to and σ denote the amplitude (based on regional current strengths

and amplitude ranges from [86, 119, 190]), delay and width of the evoked component respectively.

Currents were generated over a time range of 0− 220 msec, with 3 kHz sampling rate (Fig. 3-5A).

VPL activity is brief and occurs before any cortical regions are activated to reflect the physiological

sequence. The resulting field patterns at the sensors are obtained by putting dipole currents for

each region of interest through the corresponding electromagnetic forward models, and summing

the contributions from all regions (Fig. 3-5B). As expected, VPL activation generates significantly

lower MEG amplitudes than cortical activations. White zero mean Gaussian noise was added on

to these field patterns for a realistic SNR of ∼ 7 dB (Fig. 3-5C ); this puts VPL activity well under

the noise floor. VPL amplitudes, dipole locations and source current shapes were varied for a total

of 30 simulations.
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Figure 3-5: Simulated Somatosensory Evoked Responses. (A) Simulated source currents. The VPL
thalamus is activated during the first 15 msec of the evoked response, followed by activity in primary and
secondary somatosensory cortices, and the posterior parietal area. (B) MEG measurements due to the source
currents in Panel A, projected to sensors via the electromagnetic forward model. The fields due to activity
in VPL are significantly smaller than the cortically generated fields. (C) Gaussian noise is added on to the
measurements in Panel B, driving fields arising from VPL well below noise floor.
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3.5.1.2 Localization Results

To test whether it is possible to resolve specific thalamic subdivisions using non-invasive recordings,

we applied our hierarchical subspace pursuit algorithm to the simulated somatosensory data. The

input parameter L for this case can be varied from 2 − 8, as we expect activity in 2 − 4 distinct

regions at any given time, and multiple modes can be allowed per region. The following figures

show results for the most flexible case of L = 8.

Fig. 3-6 illustrates the hierarchical reduction of cortical source spaces. Fig. 3-6A shows spa-

tial maps of the simulated data, and Fig. 3-6B-D show subspace pursuit estimates progressing

through source spaces of increasing fineness. While the coarse cortical solutions generally localize

to appropriate areas, they also contain incorrect components, e.g., left ventral and right auditory

components, but these irrelevant components do not appear in finer cortical source spaces. Further,

the spatial resolution increases through finer source spaces, giving sparse cortical solutions in C(3)

with late components in somatosensory and parietal cortices accurately matching simulations.

0 7.5 300 9 450 12.5 50300 7.5

(A) Simulation (B) SP Estimate over C(1) (C) SP Estimate over C(2) (D) SP Estimate over C(3)

Source Currents (nAm) Source Currents (nAm) Source Currents (nAm) Source Currents (nAm)

Figure 3-6: Hierarchical Reduction of Cortical Source Space Relevant to Simulated Data.
(A) Simulated cortical activity mapped to the inflated surface. (B-D) Cortical maps of subspace pursuit
estimates, showing the systematic refinement across the progressively finer source spaces C(1), C(2), and C(3).
Estimates displayed are resultants across dipoles within their respective patches. All topographical snapshots
are at 90 msec (simulated time courses in Fig. 3-5A).
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(A) Simulated Activity (B) SP Estimate over J (B) MNE Estimate over J
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Figure 3-7: Subcortical Estimates Explain Simulation. (A-C) Representative MRI maps showing
regions with simulated activity and the corresponding subspace pursuit (SP), and MNE estimates obtained
upon the reduced source space [Csp,S]. The translucent blue region is left thalamus shown for reference
only. MRI slice locations in the surface RAS coordinate system are 125 mm (coronal), 120 mm (horizontal)
and 137 mm (sagital). (B vs. C) Subspace pursuit estimates are more specific to the simulated region than
MNE estimates. (D) Summary of mean activity by anatomic region for the simulation and two estimation
algorithms. Legend: cortical (co), putamen (r/lp), caudate (r/lc), thalamus (r/lt), hippocampus (r/lh),
lateral geniculate (r/ll), medial geniculate (r/lm), and inferior colliculus (ic), where r/l refer to right/left.
(E-F). Time courses of source current estimates from subspace pursuit and MNE algorithms, overlaid against
simulation in VPL thalamus (simulated time courses in Fig. 3-5A). All estimates displayed are resultants
across dipoles within their respective patch or volume subdivisions. Topographical snapshots are shown at
9 msec. Each time course shown corresponds to a selected subdivision in the respective anatomic regions
indicated in legends.
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These cortical solutions, denoted as Csp, along with the subcortical volume sources S, form the

final combined source space J for final estimation. We focus on describing estimates for the early

15 msec section where VPL is activated. Fig. 3-7 illustrates spatial maps and time courses of the

estimates within source space J. The true simulated activity is shown in Fig. 3-7A. SP estimates,

in Fig. 3-7B, have a high amplitude component in VPL thalamus, resembling the true simulated

activity in spatial configuration. There is a small subdivision in caudate (seen in sagittal slice)

which also captures some energy, but most energy is concentrated into VPL.

Fig. 3-7C shows the MNE estimate on J for comparison. While the MNE estimate has a hotspot

in VPL thalamus, it is also smeared out widely to regions in other parts of thalamus and caudate.

To quantify this comparison, we inspected regional distributions of dipole current amplitudes by

anatomic region, as summarized in Fig. 3-7D, The SP estimate is concentrated in left thalamus,

while the MNE estimate in left thalamus is comparable to inferior colliculus and right thalamus, with

some additional components in basal ganglia. Thus, it is clear that SP refines the MNE estimate

by concentrating current into the few regions/projections most relevant to the measurement.

Next, we inspected time courses of the SP and MNE estimates in Fig. 3-7E-F. For the SP

estimates, the VPL thalamus captures the shape of the simulated current, while the estimate in

caudate has spurious shape and all other regions have near null activity. The shape of the caudate

appears much like an offset. Therefore, we asked if the caudate enters the solution primarily to

cancel out the net effects of the many near null components. Indeed, dropping the target sparsity

level from L = 8, to L = 3 takes away the component in caudate and makes the SP solution specific

to VPL thalamus with near null components in all other regions, validating the specificity of our

algorithm (Fig. 3-12). For the MNE estimates, the shape of the simulated current is seen across

thalamus, caudate and inferior colliculus, with amplitudes split between these regions, making it

hard to discern specific active regions.

Finally, we note that these localization results are robust despite 20X drop in amplitude of

simulated currents within VPL, suggesting that the algorithm localizes sources based on their field

patterns and is not sensitive to the amplitude of fields arising from subcortical sources.

3.5.2 Auditory Evoked Response Recordings

To validate the algorithm further, we chose to analyze auditory responses evoked with a train of

click stimuli during resting eyes open condition. Auditory responses comprise distinct M/EEG

peaks and established latencies corresponding to a stereotypical progression of activity from the

cochlea, through inferior colliculus to medial geniculate thalamus and auditory cortex [191], and

thus serve as a good test case for validating a subcortical source localization algorithm. We ob-

tained simultaneous M/EEG auditory evoked recordings (AEPs) during binaural stimulation and

corresponding anatomic MRI using the paradigm described below.

79



3. Subcortical Source Imaging with M/EEG and Anatomical MRI

3.5.2.1 Paradigm and Study Design

Simultaneous MEG and EEG AEP recordings, and structural MRIs were obtained on two healthy

volunteers aged 25− 45 years screened for standard MRI contraindications and normal audiometry

(no evidence of hearing loss in 0− 4 kHz range). The paradigm design was based on [117, 192]. A

train of broadband clicks having 0.1 msec duration, intensity 65 − 80 dB/nHL and inter-stimulus

interval 110 msec (click rate 9.09 Hz, corresponding to highest AEP SNR), generated within the

PresentationTM software (Version 17.1, Neurobehavioral Systems, Inc., Albany, CA, USA), was

delivered binaurally during eyes open resting condition. Subjects were asked to sit still, not pay any

attention to the sounds and imagine a dot at the center of the screen. M/EEG data were recorded at

5 kHz sampling with filter cutoffs set to 0.03−1660 Hz. After acquiring 2 min of pre-stimulus baseline

eyes open data, AEPs were recorded in 5 runs of 5.5 min each, yielding 10000 − 16000 epochs for

averaging. At the start of each run, standard checks were performed to ensure no stimulus artifacts,

subjects were allowed a blink break if needed, and HPI recordings were obtained. Non-stimulus

baseline recordings were repeated at the end of the study and MEG emptyroom recordings were also

obtained. The study was approved by the Partners Human Research Committee at Massachusetts

General Hospital (protocol number 1999-P-010946), and written informed consent was obtained

from all subjects.

3.5.2.2 Data Processing

The raw data were preprocessed to remove power line noise using a comb notch filter (MATLABTM)

with 30 notches at harmonics of 60 Hz, each having bandwidth 1 Hz. Artifactual channels (marked

by inspection) and eye-blink epochs (peak to peak EOG< 150 uV in 1 − 40 Hz band) were both

excluded. As is standard in the AEP literature [117, 191, 192], the early auditory brainstem reponse

(ABR) and later middle latency response (MLR) components of the auditory evoked potential were

processed separately by band-pass filtering the preprocessed data to 500−1625 Hz, and 30−300 Hz

respectively. In each case, the data were processed to (a) compensate for interference, (b) obtain

stimulus locked average evoked responses, and (c) estimate noise covariances.

First, standard signal space projections (SSP), computed using principal component analysis on

the empty room MEG recordings, were used to compensate for environmental interference [117, 189].

Second, stimulus timings to denote epochs for averaging were compensated for a sound tube delay of

9.775 msec (as measured by recording sounds delivered at the ear piece with an optical microphone).

Grand averages across runs were performed without HPI correction if HPI head coordinates across

runs were within 2 %. Overall, a total of 11200 epochs were used for the averages considered in

our analysis. Third, observation noise covariances were estimated using the baseline eyes open

recording. These data give a good measure of background “noise” arising from ongoing brain

activity and systematic instrumental disturbances [189]. As the MEG noise covariance is typically

ill-conditioned, external disturbances to the covariance estimate were suppressed by applying the

SSP operator, and then diagonal loading was applied ([189], § 3.8.3). All SSP, averaging and
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covariance calculations were performed in bands relevant to components of interest.

3.5.2.3 Data Summary

Fig. 3-8 summarizes the M/EEG evoked responses. The early auditory brainstem responses (ABR)

are shown in Fig. 3-8A, while later middle latency responses (MLR) are in Fig. 3-8B.
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Figure 3-8: Auditory Evoked Response Recordings. Stimulus locked average auditory evoked re-
sponses obtained on a healthy volunteer presented with a broadband click train stimulus. Data shown are
averages across 11200 epochs. (A) Auditory brainstem responses - the red bar marks periods when early
peaks are seen in the data, the timing of these peaks is consistent with expected location of wave V. Time
courses are raw recordings filtered 500−1625 Hz, rectified and averaged across channels. (B) Middle latency
responses. Common peaks are marked and latencies follow known trends. Time courses are raw recordings
filtered 0− 300 Hz, displayed across multiple channels.

Examining Fig. 3-8A, we note that the EEG ABRs have higher SNR than MEG ABRs. Thus

marking the early peaks on EEG and looking for coincidental peaks in the MEG recordings, we see

that the MEG magnetometers also show ABRs at the expected latencies while the gradiometers

do not exhibit significant features at these latencies. While it is difficult to resolve individual early

waves corresponding to cochlear nucleus and lower brainstem structures like the superior olivary

complex, there is clear evidence of evoked peaks in the 5 − 7 msec time range, which is consistent
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with the expected timing (5.6 − 5.8 msec) of the brainstem wave V known to arise from inferior

colliculus [117, 191]. Proceeding to the MLR in Fig. 3-8B, we see that the EEG has a low amplitude

Po feature, which is thought to mark the end of brainstem components and potentially the start

of thalamic components [191]. However, Po is not seen clearly on the MEG and the thalamic

involvement at these latencies is controversial and has not been resolved to date [117, 191]. Peaks

Na-Pa reflect classic middle latency activity in the (supratemporal) primary auditory cortex (A1).

Peaks beyond 40 msec reflect activity in secondary auditory cortices and higher association regions.

Thus, as the most prominent peaks with well-known locations are the early brainstem wave V and

the later Na-Pa peaks, we asked if source localization can reveal activity in (a) inferior colliculus

during 5− 7 msec, and (b) A1 during 20− 30 msec.

3.5.2.4 Localization Results

Fig. 3-9 illustrates the spatial maps and time courses of source estimates obtained on the auditory

evoked responses. Fig. 3-9A shows localization of MLR peaks (Na-Pa) to bilateral primary auditory

cortices (A1). These areas comprise the reduced cortical source space Csp, which along with the

subcortical volume sources S, form the combined source space J for final estimation. We focus

on describing estimates for the early ABR components where subcortical structures are activated.

Fig. 3-9B-D illustrates spatial maps and time courses of the estimates within source space J. Sub-

space pursuit estimates (Fig. 3-9B) localize specifically to inferior colliculus, while MNE estimates

(Fig. 3-9C) localize both to inferior colliculus and sources in caudate and thalamus (with the latter

estimates having higher amplitude than the former). Fig. 3-9D quantitatively summarizes the re-

gional distributions of dipole current amplitudes by region - showing that SP refines the non-specific

MNE estimate to concentrate activity into the most relevant regions.

Time courses of the SP and MNE estimates are in Fig. 3-9E-F. SP estimates of activity in

inferior colliculus peak at the time interval where wave 5 is expected. We note that as the number

of relevant regions L was set to 1 (only 1 key region is expected to be active during 0−10 msec), the

sparse estimate shows only one time course. The MNE estimates show activity in multiple regions

peaking at the time intervals of interest, making it hard to discern specific activity expected in

inferior colliculus.

Finally, as all the above estimates were obtained using both MEG and EEG data (where EEG

has higher SNR wave 5 peaks), we tested efficacy on unimodal MEG data, which has lower SNR. We

found that subspace pursuit results on MEG data are just as accurate and specific as the estimates

on MEG-EEG data - thus showing that the algorithm does not rely on having high amplitude peaks

or high SNR in the data.
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Figure 3-9: Cortical and Subcortical Estimates Explain Auditory Brainstem Recordings. (A)
Reduced cortical source space obtained as a result of initial source space reduction performed upon the
middle latency recordings. Estimates shown on the inflated surface are snapshots at 25 msec (data traces
in Fig. 3-8B) and thus comprise patches in primary auditory areas. SP and MNE algorithms were then
applied on the reduced source space [Csp,S], to localize sources of the auditory brainstem recordings. (B-C)
Representative MRI maps showing snapshots of subspace pursuit and MNE estimates at 5 msec (data traces
in Fig. 3-8A). MRI slice locations in the surface RAS coordinate system are 115 mm (coronal), 126 mm
(horizontal) and 142 mm(sagital). (D) Summary of mean activity by anatomic region for each estimation
algorithm. Legend: cortical (co), putamen (r/lp), caudate (r/lc), thalamus (r/lt), hippocampus (r/lh),
lateral geniculate (r/ll), medial geniculate (r/lm), and inferior colliculus (ic), where r/l refer to right/left.
(E-F) Time courses of source current estimates obtained with SP and MNE algorithms. (D-F) SP is more
specific to the inferior colliculus than MNE. All estimates displayed are resultants across dipoles within their
respective patch or volume subdivisions. Each time course shown corresponds to a selected subdivision in
the respective anatomic regions indicated in legends.
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3.6 Performance Analysis

3.6.1 Hierarchical Reduction is Essential to Resolve Subcortical Activity

All SP and MNE estimates described above are performed after a hierarchical reduction of the

cortical source space. To better understand how this reduction affects the solution, we performed

subspace pursuit and MNE for the simulation study on sources across the brain in a single stage i.e.,

on source space [C(3), S]. This estimation converges only on cortical regions (Fig. 3-10A). Regional

distributions of estimated activity for early time points show that neither MNE nor SP can capture

the simulated activity: the SP solution is entirely cortical, while the naive MNE solution is barely

discernable. Hence, a single stage solution, will, in general converge to cortical areas even when

subcortical sources are active.
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Figure 3-10: Subcortical Activity Cannot be Resolved without Hierarchical Reduction of
Source Spaces. (A) Summary of mean activity by anatomic region for the simulation (in Fig. 3-5) and dif-
ferent single stage estimation algorithms (estimation performed on full brain source space [C(3), S]). Legend:
cortical (co), putamen (r/lp), caudate (r/lc), thalamus (r/lt), hippocampus (r/lh), lateral geniculate (r/ll),
medial geniculate (r/lm), and inferior colliculus (ic), where r/l refer to right/left. All SP estimates are in
cortex, and MNE estimates have very low amplitude spread across the brain. (B) Time courses of cortical
source current estimates obtained with the SP algorithm. Early VPL currents are explained by cortical
regions (purple arrow). All estimates displayed are resultants across dipoles within their respective patches
(simulated time courses in Fig. 3-5A). Each time course is for a selected patch in the respective anatomic
regions indicated in legends.

We further examined the SP source current estimates, all within cortex, over time (Fig. 3-

10B). Cortical currents during the early period resemble the simulated VPL current shape (seen

in Fig. 3-5A), suggesting that the cortical regions can explain the subcortical simulation. This
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suggests that typical cortical solutions, which do not properly account for subcortical sources, may

contain spurious activity arising from subcortical regions.

Overall, these observations are consistent with our field comparison analysis and further illus-

trate our insights that resolving subcortical sources, amidst cortical sources, requires a hierarchical

reduction of the possible source spaces across the brain. Further, they show that purely cortical

solutions may have misleading components arising from subcortical sources.

3.6.2 Remarks on Sensitivity to Data Analysis Choices

It is noteworthy that the performance of the subcortical subspace pursuit algorithm is in general

insensitive to specific data analysis choices.

First, the estimates are relatively insensitive to the size of patches in the reduced cortical source

space Csp, as principal angle profiles distinguishing subcortical and cortical sources are similar

across cortical patch size (Fig. 3-11). Thus, as long as the cortical sources are in accurate regions,

the specific patch size does not much matter.
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(B) Subcortical Sources 
vs. Cortical Sources in C(2)

Figure 3-11: Subcortical Estimation Accuracy is Relatively Insensitive to Size of Cortical
Patches in Reduced Source Space. Normalized histograms of principal angles quantifying distinctions
between MEG field patterns from subcortical and cortical regions. Principal angle profiles for (A) coarse
subdivisions C(1) with average patch area 2500 mm2 , and (B) finer subdivisions C(2) with average patch area
650 mm3 . Comparable profiles for finer subdivisions C(3) with patch areas 175 mm2 are in Fig. 3-2B. The
field patterns are just as distinguishable across patch sizes, suggesting that accuracy of subcortical estimation
is insensitive to size of cortical patches in the reduced source space Csp.

Second, the estimates are not very sensitive to the specific choice of L within a general range

(Fig. 3-12). For very large values of L > 15, mirror sources start to appear, but a model selection

procedure can provide reasonable ranges for L that appropriately explain the data.
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Figure 3-12: Subcortical Estimation Accuracy is Relatively Insensitive to Target Spasrity Level
Parameter. Time courses of subcortical source current estimates obtained with SP algorithm for target
sparsity level set to L = 3 (same case as in Fig. 3-7E which displays estimates for L = 8). All estimates
displayed are resultants across dipoles within their respective patch or volume subdivisions. Each time course
is for a selected patch in the respective anatomic regions indicated in legends.

However, we note that this subcortical estimation algorithm is sensitive to two factors.

First, the algorithm can be generally sensitive to the type of measurement employed in esti-

mation. We find that using only EEG data to estimate subcortical sources may not perform as

well as MEG data. Fig. 3-13 summarizes the results of the EEG field map analysis. Comparing

these results with the MEG field maps in Fig. 3-2, we see that field maps arising from subcortical

and cortical sources are less distinct for EEG than for MEG. This may be because of the distinct

biophysics underlying generation of EEG and MEG measurements. It may also be because EEG

signals are spatially distorted or “blurred” because the skull and scalp have lower conductivity than

brain and cerebrospinal fluid. We note that this is a counter-intuitive result: solutions of Maxwells

equations suggest that EEG signal amplitudes attenuate less rapidly with increasing source depth

than do MEG signal amplitudes [6]. However, even though EEG may record higher SNR signals

from subcortical sources, the amplitude-insensitive EEG field maps arising from subcortical and

cortical sources are less distinguishable than are the MEG field maps from these sources. Thus,

our results counter the typical belief that EEG is better suited than MEG for subcortical source

imaging [6, 9]. Further, this analysis suggests that simultaneous M/EEG, combining the high SNR

of EEG with the better field map distinctions of MEG, may be best suited for subcortical source

estimation.
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Figure 3-13: Subcortical Estimation Accuracy is Sensitive to Type of Measurement Used, as
EEG Field Patterns are More Correlated than MEG Field Patterns. Normalized histograms of
principal angles between pairs of brain regions for EEG field patterns. Angles quantify distinctions between
subspaces defining all field patterns from the two regions. The general trends across Panels A-D illustrated
in Fig. 3-2 are intact: principal angles are higher when sparse regions are compared (Panels B-D) as opposed
to extensive regions like in Panel A. However, EEG field patterns are less distinct across the board than
MEG field patterns illustrated in Fig. 3-2. All field pattern comparison results here are shown for S and C(3)

but hold for coarser cortical source spaces too.

Second, the ability of the algorithm to localize to small nuclei is sensitive to the source space

construction, and in particular, to the subdivisions of subcortical volumes. This is illustrated in

Fig. 3-14, with the ABR test case. If the source spaces are constructed such that the base subdivision

has volume 800 mm3 (§ 3.8.1), the subspace pursuit finds sources in inferior colliculus as well as

hippocampus. Interestingly, the hippocampal sources are diametrically positioned around the tiny

medial geniculate nuclei (with volume 150 mm3). Thus, it appears that the algorithm confounds
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sources in the medial geniculate nuclei with larger but diametrically opposite hippocampal sources

that can produce the same field pattern as the medial geniculate nuclei. Though the thalamic

involvement at these latencies is controversial and has not been resolved to date [117, 191], this

result suggests that there may be some sources in the medial geniculate thalamus that may not be

easily localized. We note that this non-specificity in localization comes about primarily because

subcortical sources have highly inhomogenous volumes and current densities, and can be addressed

with improved methods to subdivide subcortical source spaces.
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Figure 3-14: Subcortical Estimation Accuracy for Small Nuclei is Limited by Source Space
Construction. Source spaces with base subdivision significantly larger than the nuclei of interest, in this
case medial geniculate nuclei, lead to solutions with predictable confounds. In the ABR study, the ability to
capture medial geniculate nuclei is limited, among other things, by the fact that larger diametrically opposite
sources can produce similar field patterns as smaller central sources. As larger sources have greater current
strengths, they preferentially enter the solution in lieu of the smaller sources, causing a predictable and
easily explained confound. (A) Spatial maps showing regions of estimated activity in yellow and potential
ground truth regions in blue. Yellow overlays blue for infereior colliculus in the left-most panel. Estimates
are in inferior colliculus as well as hippocampal patches diametrically opposite to potential sources in medial
geniculate thalamus. (B) Hippocampal sources identified have current time courses similar to the time course
in inferior colliculus, and thus may correspond to true medial geniculate contributions.

Beyond the above specific points, accurate estimation of noise covariances is essential for good

performance of the algorithm. Further, selection of time points of interest can affect performance,

as the subspace pursuit refines X̂MNE based on its norm within specified time intervals. But these

points apply just as well to cortical source estimation algorithms as they do to our algorithm.
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3.7 Discussions

Subcortical sources are thought to be difficult to localize with M/EEG because they contribute

low amplitude (gain) signals to scalp fields. We have identified gain-insensitive information in

the M/EEG measurements that allows robust distinctions between (and among) subcortical and

cortical sources. Specifically, these distinctions are found in field patterns arising from spatially

sparse subcortical and cortical sources. We then translated these insights to the practical problem

of localizing subcortical sources. Specifically, we developed a subspace pursuit based procedure that

hierarchically narrows the space of possible sources to sparse subsets whose field patterns match

those in the measurement. Finally, we applied our approach and algorithm on challenging simulated

and experimental evoked response test cases to validate efficacy for localizing non-invasive M/EEG

measurements arising from activity in specific thalamic and brainstem nuclei. Taken together, these

results demonstrate feasibility of resolving electromagnetic activity within subcortical structures

using non-invasive M/EEG recordings.

3.7.1 Field Pattern Distinctions and Sparsity

It is widely believed that M/EEG measurements contain little information to resolve subcortical

activity. Our key novel finding is that there is distinct information in gain-insensitive M/EEG field

patterns arising from sparse subcortical and cortical source spaces. While simple physical laws

suggest that electromagnetic field patterns can be related to the depth of single current sources

[112–114], the degree to which this information allows disentangling/resolution of subcortical cur-

rents (by anatomic region) in a distributed source space across the brain has remained questionable.

For example, explorations of distinctions in subcortical and cortical field patterns have found mod-

erate to high correlations across structures [116]. However, these computations were limited to full

anatomic structures, such as the full caudate or the full thalamus, which are typically not entirely

activated at any given time. Our field comparison results, on the other hand, consider neurophysio-

logically relevant sparse subdivisions of brain structures, and reveal stark distinctions in their field

patterns, with similar trends across both cortical and subcortical sources. Thus, our work suggests

that information in field patterns can be utilized with sparse constraints to address the subcortical

source modeling problem.

3.7.2 Applicability for Solutions to Subcortical Inverse Problem

Our observations are relevant to the natural sparsity in brain dynamics, and thus translate readily to

practicable approaches for subcortical source estimation. Neurophysiologic processes often comprise

relatively focal activity - involving only a select few brain regions at any given time, and evolving

sparsely over space and time. For example, the somatotopic organization of the central nervous

system is well known for functions such as sensation, language, and motor function, and specific

regions of the brain are known to be involved in cognitive and emotional states such as memory,

fear, reward and arousal [107, 110, 111]. As such, physiological sparsity in brain dynamics has
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been increasingly recognized as a means to constrain the electromagnetic inverse problem. This

has led to the emergence of techniques employing a number of sparsity-based priors and search

approaches for cortical source estimation. These works use spatial sparsity priors, time-frequency

sparsity constraints, or combinations therein, within weighted or penalized least squares, convex

optimization, or pursuit-based search procedures [86, 190, 193–198] to solve the cortical inverse

problem. Our field map comparison results suggest that these existing methods can now be adapted

to offer a range of practical options for solving the subcortical inverse problem.

3.7.3 A Practical Algorithm for Subcortical Source Estimation

For a first exploration of feasibility, we adapted pursuit-based methods within a hierarchical search

for sparse sources whose field patterns best match the data. Our results demonstrate that this hier-

archical reduction approach affords the ability to track dynamics in specific thalamic and brainstem

regions with good spatial resolution. Previous attempts to localize subcortical sources have used

the naive minimum norm solution on the full source space and found poor spatial resolutions for

deeper sources [119, 175–177]. By contrast, our algorithm offers two novelties. First, we start

with the minimum norm solution and refine it using subspace pursuit concentrating estimates into

regions whose field patterns best match the measurement. Second, we iteratively refine this set of

possible sources across hierarchies of sources, allowing subcortical sources to enter the estimates.

These novelties enable superior resolution, accuracy and performance than the have been previously

reported [112–114, 117, 119, 121].

The resolution of our technique is determined by (a) the spatial separation required for high

principal angles and (b) the relative current densities of the region of interest. First, sources that

are physically close tend to have correlated field patterns. Thus, for mean principal angles > 30◦,

cortical sources need to be separated by ∼ 1.4 cm and subcortical sources by ∼ 2 cm. Second,

unlike the cortical mantle, subcortical volumes have non-homogenous current densities – and thus

resolutions too vary across regions. For example, striatal regions have an order of magnitude greater

current densities than thalamic sources [119], and thus can be resolved more finely, i.e., less volume

for same current strength. Thus, a resolution on the range of 1.5− 2.5 cm is achievable depending

on structure of interest, a similar order as resolution achievable for cortical sources [5, 13, 84–

86]. Further, our method is practical as the hierarchical reduction of source spaces makes for a

computationally efficient implementation, with typical runs for a 1 second data segment taking

< 5 minutes across all stages. To the best of our knowledge, this is the first report of subcortical

localization in a general distributed source model tailored to exploit differences in field patterns.

3.7.4 Implications for Neuroscience Studies

In summary, our results establish the feasibility of resolving neuronal currents within subcortical

structures using non-invasive M/EEG recordings. As direct measures of electromagnetic activ-

ity within the brain are inaccessible with present experimental techniques, this framework opens
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up unique opportunities to study regional dynamics across the brain at high temporal resolu-

tion. Example applications include studies of thalamocortical oscillations, which often exhibit high

synchrony and generate large measurements [108, 109, 119, 199], studies of millisecond timescale

functional connectivity or coherence across brain networks [40, 200–204], and dynamics underlying

processes, such as arousal, emotion and memory, that critically involve subcortical regions. Further,

our results suggest that using simultaneously recorded M/EEG may be better poised for subcortical

source modeling than MEG or EEG alone. While EEG can measure higher amplitude contributions

from deep sources than MEG can, the EEG field patterns are typically less distinguishable than

MEG fields. Thus the two have complementary advantages for a subcortical inverse solution.

3.7.5 Future Directions

Future investigations will study improved ways to combine MEG and EEG data for this problem.

Further enhancements in spatial resolution within the subcortical volume can also be anticipated

with the development of methods to exploit functional or diffusion MRI based priors for reduction

of source spaces. Expanded applications incorporating time frequency structure of the data and

alternate ways to constrain sparsity in non-spatial bases can also be envisioned.

3.8 Appendix

3.8.1 Source Space Characteristics

Structures

Type of

Source

Space

Total Size
Current

Density

Number of

Subdivisions

Neocortex Surface 750 cm2 0.25 nAm/mm2 642

Caudate Volume 3200 mm3 0.25 nAm/mm3 27

Hippocampus Surface 4.1 cm2 0.4 nAm/mm2 42

Inferior Colliculus Volume 390 mm3 0.25 nAm/mm3 1

Lateral Geniculate Volume 120 mm3 0.25 nAm/mm3 1

Medial Geniculate Volume 150 mm3 0.25 nAm/mm3 1

Putamen Volume 4750 mm3 0.25 nAm/mm3 36

Thalamus Volume 8960 mm3 0.025 nAm/mm3 8

Table 3.1: Anatomical and Electrophysiological Properties of Source Space. Structure dimensions,
based on the FreeSurfer template anatomy, are listed for left sided structures. Number of neocortical patches
is listed for C(3). Current densities, based on [119], were set symmetrically. When current densities were
unavailable in literature, they were set based on neighboring regions. For surface sources, the number of
patches is fixed by the icosahedron-based patch decomposition within the MNE software package [82, 181].
For volume sources, the number of subdivisions is derived as detailed in § 3.2.2.
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3.8.2 Mutual Coherence Calculations

Mutual coherence thresholds µ are used in the subspace pursuit algorithm to enforce incoherence

during search [86]. To estimate these thresholds, the maximum correlations between the modes

of forward solutions from pairs of neighboring cortical patches were computed. These were first

averaged within a neighborhood to obtain the average neighborhood maximum correlation, and

then across neighborhoods to obtain the threshold µ.

In essence, these thresholds ensure that at each iterative subspace pursuit stage, correlation

between the current support and new regions entering the solution is < µ, preventing new regions

from clustering around neighbors of the current support. Rather, it enforces that new regions

entering the solution explain substantially different field patterns than the current support and its

neighbors can. For a given subject, one threshold was set for each cortical patch decomposition

C(1), C(2), and C(3), and used for the successive hierarchies during cortical source space reduction.

The final joint cortical and subcortical estimation stage used the threshold from the last cortical

stage to allow any of the cortical sources in reduced source space Csp to enter the final solution.

Beyond this, the exact value of the threshold does not matter at the final stage because the sparse

subcortical and cortical field patterns are implicitly nearly orthogonal. The mutual coherence values

are summarized in Table 3.2.

Test Case
Measurements

Considered

Cortical Patch

Decomposition

Maximum

Mutual

Coherence

Minimum

Orthogonality

Requirement

(Degrees)

Somatosensory

Evoked

Response

MEG

C(1) 0.75 41.4

C(2) 0.83 33.9

C(3) 0.88 28.4

Auditory

Evoked

Response

MEG and EEG

C(1) 0.76 40.5

C(2) 0.86 30.7

C(3) 0.89 27.1

Table 3.2: Mutual Coherence Thresholds for Subspace Pursuit. The thresholds were computed
using whitened modes in each case, such that units were consistent across magnetometers, gradiometers and
EEG. When MEG and EEG were considered jointly, the columns of the whitened EEG forward matrix and
whitened MEG forward matrices were concatenated (across sensors) for each patch of interest. Forward
solutions from neighboring patches are less correlated for coarser patches than for finer patches, thus the
maximum coherence allowed increases with increasing fineness. This causes the search to enforce greater
orthogonality in coarser source spaces allowing the algorithm to search widely before settling in on relevant
regions. Finer source spaces allow more clustering, as the solutions are getting narrowed into the relevant
regions.

92



3. Subcortical Source Imaging with M/EEG and Anatomical MRI

3.8.3 Measurement Noise Covariance Estimates
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Figure 3-15: Example Estimates of Observation Noise Covariance. Regularized observation noise
covariance matrices Q estimated with 2 minutes of eyes open baseline data. Data segments used for estimation
were filtered to the frequency band under study, covariances were estimated within the MNE Software Package
[82, 181], and then regularized by applying the SSP operator and diagonal loading (details in § 3.5.2). As
reliable estimation of the EEG noise covariance matrix is difficult, the EEG noise covariance estimate was
loaded heavily to reflect a mean diagonal value. In each case, the plotted quantity is

√
|Qj,k| where j and

k denote sensor indices. (A-C) Covariances in the auditory middle latency response (MLR) frequency band
0 − 300 Hz for magnetometer, gradiometer and EEG channels with diagonal values ∼ 0.55 fT, ∼ 45 fT/m,
and ∼ 4 nV. (D-F) Covariances in the auditory brainstem respnose (ABR) frequency band 500−1625 Hz for
magnetometer, gradiometer and EEG channels with diagonal values ∼ 0.71 fT, ∼ 63 fT/m, and ∼ 9 nV. The
magnetometer covariance has the most off-diagonal components, many of which are significantly reduced at
the higher frequency range. For reference, these covariances were used for the auditory brainstem evoked
analysis in § 3.5.2.
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Chapter 4

Spatiotemporal Brain Dynamics

Under Propofol General Anesthesia

In this chapter, we illustrate applications to studies of spatiotemporal dynamics underlying brain

states of interest in cognitive and clinical neuroscience. Specifically, we study brain dynamics

underlying loss of consciousness induced by propofol general anesthesia. Anesthetic drugs like

propofol have established mechanisms of action at the molecular level. Further, reliable surface

EEG signatures demarcating propofol-induced loss of consciousness have been characterized. How-

ever, regional and systems-level brain dynamics associated with these molecular actions and EEG

signatures are poorly understood. Spatiotemporal imaging offers a means to empirically connect

regional and systems-level brain dynamics with EEG signatures and human behavior. Here, we

analyze simultaneous EEG-fMRI data acquired during induction of propofol anesthesia to relate

drug-induced oscillatory EEG signatures with auditory fMRI responses. We begin by applying the

algorithm developed in Chapter 2 to remove ballistocardiogram artifacts from EEG recorded in the

scanner. Next, we perform detailed time-frequency analyses on the cleaned EEG, to derive oscilla-

tory EEG signatures that characterize propofol-induced unconsciousness in the scanner. We then

proceed to associate these EEG signatures with auditory fMRI responses. We find that onset of

slow and frontal alpha oscillations at clinical loss of consciousness corresponds to suppression of the

auditory response pathway. Further, we observed that coupling between slow wave peaks and alpha

oscillation amplitude during profound unconsciousness, well after clinical loss of consciousness, is

associated with a state of intense cortical inhibition and subcortical reactivation. Our results en-

hance understanding of anesthesia-induced changes in brain function, and provide neurophysiologic

correlates to better interpret clinical EEG signatures demarcating states of consciousness under

anesthesia.

The propofol EEG-fMRI recordings studied in this work were acquired by Patrick Purdon, Eric Pierce,

Giorgio Bonmassar, John Walsh, Grace Harrell, Jean Kwo, Daniel Deschler, Margaret Barlow, Rebecca

Merhar, Camilo Lamus, Catherine Mullaly, Mary Sullivan, Sharon Maginnis, Debra Skoniecki, Helen-Anne

Higgins and Emery Brown at the Massachusetts General Hospital (MGH) [63]. The fMRI analyses were

performed by Patrick Purdon at the MGH Martinos Center for Biomedical Imaging.
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4.1 Introduction

General anesthetic drugs are used in millions of medical and surgical procedures to induce loss

of responsiveness, awareness and consciousness [24]. However, the mechanisms by which these

dramatic changes in brain function come about remain incompletely understood. Experimental

studies of these mechanisms have been limited by challenges in imaging spatiotemporal dynamics

across extensive brain regions (Chapter 1). Further, monitoring brain state under general anesthesia

remains to be adopted as routine clinical practice [150]. Clinically observable markers of depth of

anesthesia, on the EEG for instance, do not have established associations with underlying regional

and network dynamics, or with specific disruptions in cognitive processing pathways. Thus, there

is a need to characterize how anesthetic drugs reconfigure brain dynamics, and associate these

changes in brain dynamics with clinically observable EEG signatures.

Propofol (2,6-di-isopropylphenol) is one of the most commonly used general anesthetic drugs.

It is administered intravenously for induction and maintenance of general anesthesia – as it induces

hypnosis and amnesia [205]. It is also used for sedation in procedural and intensive care settings

as it has the desirable characteristics of rapid onset and recovery [24, 205]. At the molecular level,

propofol potentiates the brain’s primary inhibitory neurotransmitter, gamma-aminobutyric acid

(GABA) [24, 206], and is known to act on GABA-A receptors widely distributed in cerebral cortex,

thalamus, brainstem, hippocampus, hypothalamus, basal ganglia, and cerebellum [207–209]. The

expansive spread of receptors suggests a multitude of possible circuit mechanisms by which propofol

can alter brain dynamics and cognitive state.

Macro-level changes in brain dynamics induced by propofol have been characterized by a number

of EEG studies [191, 210–212]. Specifically, propofol-induced unconsciousness has been linked to a

widespread shift in EEG power toward lower frequencies [150, 213, 214]; increases in frontal EEG

power [213, 215–217] with particularly high spatial coherence (or synchrony) in the alpha frequency

range (8 − 12 Hz) [150, 213, 218]; emergence of a slow (< 1 Hz) oscillation that is asynchronous

across cortex [150, 214]; and onset of burst suppression at the deepest doses [219, 220]. Step-

wise variations in propofol dose alongside auditory response tasks have been employed to identify

EEG signatures that punctuate loss of responsiveness and awareness, as summarized in Fig. 4-1.

Specifically, the loss of behavioral responsiveness has been associated with increase in slow-band

and frontal alpha-band power [91, 150, 221]. Further, behaviorally non-apparent transitions in

consciousness have been associated with two distinct cross-frequency coupling signatures [91, 150,

214]. First, coupling between troughs of the slow oscillation and amplitude of the alpha oscillation

predicts transitions into unconsciousness. Second, coupling between peaks of the slow oscillation

and amplitude of the alpha oscillation marks profoundly unconscious states where awareness is

believed to be unlikely [150]. Overall, anteriorized hypersynchronous alpha oscillations, widespread

asynchronous slow oscillations, and phase-amplitude coupling between these oscillations constitute

known EEG signatures demarcating propofol-induced changes in conscious cognitive processing.
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Figure 4-1: Known EEG Signatures Marking Propofol-Induced Behavioral Changes. Summary
results from EEG studies on healthy volunteers during propofol anesthesia, adapted from [91, 150]. (A)
Propofol induction with gradual dosing in step-wise increments over time. (B) Probability of response to
a behavioral task. Loss of behavioral response is marked as clinical loss of consciousness (LOC). (C) EEG
spectrogram on representative frontal channel shows a rapid increase in oscillatory power in the slow and
alpha frequency ranges at LOC. The oscillations are sustained with increasing drug dose after LOC. (D) EEG
modulogram quantifying the phase-amplitude coupling between the slow and alpha oscillations (waxing and
waning of the power in the alpha frequency band at specific phases of the slow rhythm). Profound levels of
unconsciousness are marked by a peak-max modulation pattern.

The highly structured nature of EEG oscillations marking propofol-induced behavioral and cognitive

states suggests that these states are associated with large-scale systems-level dynamical changes, and

not sporadic molecular actions. But, how propofol reconfigures dynamics in specific brain regions

or networks in association with these known EEG and behavioral changes remains unresolved.
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Cortical dynamics associated with these oscillatory rhythms have been studied with electrocor-

ticography and single unit recordings in clinical patient populations [214, 222], as well as with EEG

source imaging in healthy volunteers [91, 221]. However, dynamics involving subcortical structures

(brainstem and thalamus) and their interactions with the cortex, known to play an important

role in propofol unconsciousness [206, 223], remain difficult to resolve. PET studies have been

performed to characterize changes in brainstem, thalamus and cortex during general anesthesia

[224–227]. Notably, these studies have demonstrated suppression of midbrain and thalamic activity

during unconsciousness, and revealed activation in anterior brain arousal networks during emer-

gence. However, the low spatiotemporal resolution of PET limits applicability for characterization

of regional dynamics tied to loss of consciousness [214]. As fMRI has better spatiotemporal resolu-

tion, it has been used to study propofol-induced connectivity changes in corticocortical (particularly

frontoparietal and default mode) networks, as well as in thalamocortical networks [53, 228–231].

While these studies have identified suppression of higher-order cortical networks and nonspecific

thalamic nuclei as correlates of unconsciousness, they do not systematically address questions re-

lating to changes in stimulus processing during and after loss of consciousness. Further, standalone

fMRI lacks temporal resolution for association with in vivo electrophysiologic correlates or clinically

observable EEG signatures.

As a consequence, while the EEG signatures are easily observed in the clinical setting, their

interpretation is limited to connections with observable behaviors. How these EEG signatures

relate to non-apparent functional brain states and associated dynamical changes within specific

brain pathways or networks remains to be characterized. Specifically, associations between propofol

EEG oscillations and suppression of specific stages in the hierarchy of sensory processing remain

unresolved. For example, how propofol affects thalamic relay of sensory information is a matter

of debate. Several reports have shown reduction in thalamic activity during propofol-induced

unconsciousness [206, 224–226, 232]. However, whether this reduction is a cause of suppressed

routing of sensory information to cortex, or an effect of propofol-induced changes in cortical activity

remains unclear [221, 233]. Similar questions prevail with regards to how propofol EEG oscillations

affect memory forming capacity and other innate cognitive functions. Thus, there is a need to

empirically characterize how clinical EEG signatures relate to changes in brain pathways for sensory

processing, memory formation and other cognitive functions under propofol anesthesia.

Spatiotemporal imaging offers a means to empirically connect brain dynamics with electro-

physiologic recordings and human behavior. Specifically, simultaneous EEG- fMRI can relate

fast timescale dynamics and clinically observable signatures on the EEG with their underlying

fMRI-based regional or network changes. While clinical and technical challenges in acquiring joint

EEG-fMRI data during induction of deep propofol anesthesia have been overcome [63], significant

technical challenges have persisted in analyzing and interpreting EEG acquired in the MRI scanner,

alongside fMRI-based regional dynamics.
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The advances in simultaneous EEG-fMRI artifact removal from Chapter 2 provide a means

to overcome these challenges. In this chapter, we analyze simultaneous EEG-fMRI data acquired

during propofol anesthesia [63] to relate drug-induced oscillatory EEG signatures with fMRI-based

regional dynamics. First, we apply the harmonic regression techniques from Chapter 2 to remove

ballistocardiogram artifacts from EEG recorded in the MRI scanner during propofol anesthesia.

Second, we perform spectral and cross-frequency coupling analyses on the cleaned EEG estimates

to derive oscillatory EEG signatures that characterize propofol-induced unconsciousness in the

MRI scanner. Third, we associate these EEG signatures with fMRI-based sensory responses at

progressive levels of propofol-induced unconsciousness. We conclude by outlining opportunities for

future EEG-fMRI studies aiming to characterize regional dynamics underlying propofol-induced

EEG oscillations.

4.2 Methods

4.2.1 EEG-fMRI Data Acquisition

The data used in this chapter were obtained on volunteer subjects undergoing interleaved EEG-

fMRI during the induction and maintenance of propofol general anesthesia [63]. This study was

approved by the Partners Human Research Committee at Massachusetts General Hospital (pro-

tocol 1999-P-010748), and all subjects provided written informed consent. The study enrolled 7

volunteers (50-60 y/o) who had preexisting tracheal stomas allowing awake intubation prior to po-

sitioning in the scanner. Subjects were recruited with support from the International Association

of Laryngectomies, and screened to ensure (a) an ASA score > II, (b) no neurological or psychiatric

abnormalities and (c) no MRI contraindications.

Fig. 4-2 illustrates the study paradigm. Propofol was administered intravenously with a com-

puter controlled infusion pump that progressively increased targeted effect-site concentration in

step-wise increments of 1 ug/mL. Each dose level was maintained for 15 minutes. During the infu-

sion and maintenance period, a 500 millisecond tone was presented once every minute. The tone was

randomized to low or high pitch (220 Hz vs. 440 Hz) and subjects were instructed to identify pitch

with a button press response. Reaction time and accuracy of the response were recorded. EEG was

continuously recorded at 950 Hz with bipolar electrodes at 24 locations across the head, configured

per the 10/20 layout. Functional MRI was acquired using a TrioTM 3 T scanner (Siemens, Erlangen,

Germany). To minimize interference between the auditory stimuli under study and acoustic scanner

noise, a sparse sampling paradigm was used. Each fMRI volume (4-mm slice thickness, 1-mm skip,

3.1Ö3.1-mm in-plane resolution, 64 Ö 64 matrix, TE = 30, 90-degree flip angle) was acquired in

1 second, followed by 8− 10 second silent periods. Throughout the study, end-tidal carbon dioxide

was maintained within 5% of baseline to ensure physiologic stability and image quality. Physiologic

variables were monitored as is standard during clinical administration of general anesthesia. All

anesthesia and monitoring equipment were MRI compatible. At the end of the study, subjects were

brought outside the MRI scanner to emerge from general anesthesia.
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Figure 4-2: Acquisition of EEG-fMRI Data During Propofol Anesthesia. Subjects lay in the
scanner with eyes closed as propofol anesthesia was induced and maintained with gradual step-wise dose
increments over a period of 2 hours. The study design is illustrated for a short segment of time (A). (B) A
12.5 millisecond auditory burst stimulus repeating at 40 Hz was presented every 30 seconds. When the burst
stimulus was off, a tone randomized to high or low pitch associated with a behavioral task was presented.
(C) EEG was recorded continuously during the induction-behavioral paradigm. (D) Each fMRI volume
covered coronal slices spanning brainstem, midbrain and auditory cortex, and was acquired in 1 second. The
accompanying gradient artifacts corrupting the EEG are seen in (C). Each volume acquisition was followed
by a 7.5 second delay. Then, cardiac gating was enabled to trigger the subsequent volume acquisition with
minimal motion artifacts. Effective TR was∼ 9 seconds. Figure is adapted from [63] which reports acquisition
of the data that we analyze in this chapter.

4.2.2 Behavioral Analysis

Clinical loss of consciousness (LOC) was defined as the time point at which the subject stopped

responding to the auditory tone stimuli. The subject’s behavioral state was defined relative to the

propofol dose level at which LOC occurs. The levels prior to LOC constitute the conscious baseline

state, where the subject had eyes closed, but was either awake or behaviorally responsive during

induction. For each subject, two dose levels prior to LOC was defined as LOC-2 and the dose

level just prior to LOC was defined as LOC-1. The levels following LOC constitute unconscious

states. The dose level just after LOC was defined as LOC+1, and constitutes the transition into

unconsciousness. Two dose levels after LOC was defined as LOC+2. LOC+2 and beyond constitute

the profoundly unconscious state.
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4.2.3 EEG Spectral Analysis

To relate propofol-induced oscillatory EEG signatures with fMRI-based regional dynamics, we

analyzed the EEG data recorded alongside fMRI at 3 T. All EEG analyses were performed with

the native bipolar reference used in the data collection. Each channel of EEG data was analyzed

independently of other channels. Two subjects were excluded from the EEG analysis: one of whom

had large gross motion artifacts corrupting the EEG data, while the other was not induced to levels

of unconsciousness where slow oscillations developed. In descriptions of EEG analyses and results,

we use the ‘slow’ band for 0.1− 1 Hz, and the ‘alpha’ band for 8− 14 Hz.

Spectrograms were computed using multitaper methods implemented within the Chronux tool-

box (http://chronux.org/) [234]. EEG spectrograms used 3 second long non-overlapping data seg-

ments between fMRI volume scans. Consecutive data windows were separated by the effective TR

of ∼ 9 seconds (as shown in Fig. 4-2). The number of tapers was set to 4 and the time-bandwidth

product was set to 2.5 for a spectral resolution of 1.6 Hz. Power in the slow (0.1-1 Hz) and alpha

(8-14 Hz) bands of interest were computed as total power spectral density, numerically integrated

across frequencies within the respective bands. For band power plots, time points when > 75% of

the power spectral densities at frequencies below 25 Hz had outlying values > 90th percentile of all

power spectral density values were considered artifactual and excluded. Then, visual inspection of

raw time series was used to exclude any other periods when gross motion artifacts were present.

4.2.4 Removal of Ballistocardiogram Artifacts

As static field ballistocardiogram artifacts pose challenges in discerning propofol-induced slow and

alpha band oscillatory dynamics in raw EEG collected at 3T, we applied the harmonic regression

techniques developed in Chapter 2 to remove artifacts, and recover true brain generated EEG

rhythms. Artifact removal was performed on 3 second long moving windows at all levels. Model se-

lection for the harmonic and autoregressive orders was performed on 5 representative data segments

across 2 channels for each of the 5 propofol dose-levels – totaling 50 data segments per subject.

For each subject, one set of model orders was chosen across all levels. Typical model orders for

our subjects were R = 20 harmonics and P = 4 − 8 autoregressive terms. Goodness of fit was

assessed alongside model selection (§ 2.4.2.2) to ensure the chosen model sufficiently explains the

data. For a chosen model order set [R, P ], sensitivity to model orders was assessed by comparing

(a) estimated fundamental frequencies and (b) goodness of fit results for harmonic orders ranging

[R − 3, R + 3], and autoregressive orders ranging [P − 3, P + 3]. Artifact removal results were

relatively insensitive to model choice within this ballpark range. To facilitate efficient analysis of

large volumes of data, EEG data were downsampled by 8X, dropping effective sampling rate of

119 Hz, for the 1-D optimization of likelihood across frequency (Eqn. 2.16). Fully sampled EEG

data were used to perform the other optimization steps. This made computations faster without

compromising convergence. Data segments analyzed and spectrogram settings were identical for

raw and cleaned EEG.
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4.2.5 Phase-Amplitude Coupling Analysis

To analyze the coupling between slow oscillation phase and alpha oscillation amplitude, standard

phase-amplitude coupling quantifications [91, 98, 235] were adapted to the short discontiguous EEG

segments available for our analysis, as detailed in the three steps below.

First, the slow oscillation phase and alpha oscillation amplitudes were computed. The cleaned

EEG data segments (each of length 3 seconds) were bandpass filtered to extract slow-band (0.1 −
1 Hz) and alpha-band (8 − 14 Hz) signals. Symmetric finite impulse response filters designed with

sharp transition bands to match the ideal response per a least squares criterion (MATLAB firls)

were used. Then, a Hilbert transform was applied on each segment to compute the instantaneous

slow oscillation phase φ(t) and the alpha oscillation amplitude A(t). At each instant, the phase

value φ(t) was assigned to one of N = 100 equally spaced phase bins dividing [−π, π]. The phase

bin corresponding to φ(t) is denoted as φb(t).

Second, a modulogram or a normalized distribution of amplitudes over phase bins was obtained

as detailed in [235]. For a given slow phase φ(t), the alpha amplitude A(t) has a probability density

specified by p(A; φ), and the phase-amplitude coupling relation is A(φ, t) = Ep(A(t)|φ) where Ep

denotes ensemble averaging with respect to the density p(A; φ). When there is a coupling between

the alpha amplitude A(t) and the periodic slow phase φ(t), A(φ, t) is periodic. Thus, assuming

local stationarity, the function A(φ, t) can be represented in the Fourier basis as:

A(φ, t) = µ+
∑
k

ak sin (kφ(t)) + bk cos (kφ(t)) .

A(φ, t) was estimated using a first order Fourier expansion k = 1, and a simple linear regression

fitting the amplitude time series A(t) to the phase-based regressors [sin (φ(t)) , cos (φ(t))]. For this

estimation, the amplitude and phase time series were pooled across 40 data segments, each of length

3 seconds, so as to consider 2 minutes of data around each time point t. Then, at each time point,

the modulogram for a given phase bin φb was computed as the average amplitude for all samples

A(φb) within that phase bin φb, normalized by the average amplitude across all phase bins. Thus,

modulogram M(t, φb) provides a normalized distribution of alpha amplitudes over slow phase bins.

Third, the strength of the phase modulation was assessed by computing a modulation index

MI(t), which quantifies (in bits) the Kullback-Liebler divergence of the phase amplitude modulo-

gram from the uniform distribution. Based on [98]:

MI(t) =
N∑
n=1

M(t, φb,n) log2
M(t, φb,n)

1/N
.

To assess statistical significance of the modulogram, a permutation test was employed. Amplitude

segments were randomly time-shifted with respect to the phase segment, and a permuted modu-
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lation index MIperm(t) was computed. 200 permuted modulation indices were computed for each

phase segment. The empirical modulation index MI(t) was deemed significant if it exceeded 95%

of the permuted modulation indices MIperm(t).

4.2.6 Functional MRI Analysis

The fMRI data were analyzed previously [Purdon, 2009, unpublished data]. The fMRI time series

were registered and motion corrected using standard procedures, and then statistically analyzed to

characterize brain responses to the auditory tone stimuli. A general linear model framework imple-

mented within the FSL software package (Analysis Group, FMRIB, Oxford, UK) was employed.

The regressors comprised a convolution of a binary stimulus indicator with the hemodynamic re-

sponse function. The contrasts of the regression parameters were characterized using a Markov-

chain Monte Carlo-based mixed effects analysis [236]. This approach accounts for the fixed effects

variance within an individual subject and the random effects variance for group analyses. For group

analyses, the fMRI data were registered across subjects relative to the LOC point. Group fMRI

analyses were conducted for each of the behaviorally-defined levels (LOC-2, LOC-1, LOC+1, and

LOC+2). The resulting group activation map comprises voxel-wise partial F-statistics corrected

for multiple comparisons, and is thresholded to ensure that group-level probability of false positives

< 0.05. The threshold is uniform across all dose levels. As propofol does not significantly affect

cerebrovascular coupling [237, 238], the fMRI results largely represent drug-induced changes.

4.3 Results

To relate EEG signatures and fMRI regional dynamics as a function of behavioral state, the propofol

dose, behavioral response, EEG results, and fMRI results were all aligned in time and plotted

through the course of the study. The time at which the subject stops responding is denoted as

clinical loss of consciousness (LOC). In all plots, the drug, dose, behavioral response and EEG

results are plotted for individual subjects. All EEG results are shown for a single representative

frontal or occipital channel, as indicated on plots. The fMRI responses to auditory stimuli are

presented as statistical maps obtained from the group analysis comprising 7 subjects.

Fig. 4-3 shows raw frontal and occipital EEG spectrograms alongside the behavioral and fMRI

results. Fig. 4-3A-B allow behavioral categorization of the state of consciousness as it evolves

through the study. Fig. 4-3C-D show the spectrograms computed using raw EEG recordings in the

scanner. As the subject loses consciousness, it is possible to see reduced gross motion artifacts in

these raw spectrograms, but it is hard to discern specific oscillatory EEG signatures that manifest

with changes in dose and behavior, and relate them to fMRI-based regional dynamics in Fig. 4-3E.

Thus, we removed ballistocardiogram artifacts from the raw EEG. Fig. 4-4 shows the revised plot.

Fig. 4-4C-D shows the frontal and occipital EEG spectrograms after BCG removal (same subject

and channels as in Fig. 4-3).
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Figure 4-3: Raw EEG Spectrograms Alongside fMRI-based Regional Dynamics During In-
duction of Propofol Anesthesia. (A) Propofol induction with gradual dosing in step-wise increments
over time. (B) Reaction time for response to the auditory tone stimulus plotted over time as the study
progresses, color-coded based on presence and accuracy of response. (C-D) Raw EEG spectrograms through
the study on a frontal channel (F4→Fp2) and occipital channel (O1→P7). Gaps between levels correspond
to equilibration period between dose increments. (E ) Group fMRI responses to the auditory stimuli. (D-E )
Spectral changes associated with LOC and fMRI-based regional dynamics are hard to discern due to static
field ballistocardiogram artifacts.
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Figure 4-4: Clean EEG Spectrograms Alongside fMRI-based Regional Dynamics During In-
duction of Propofol Anesthesia. (A-B) Progressive propofol dosing and associated loss of behavioral
response to auditory tone stimuli through the study. (C ) Frontal EEG spectrogram (F4 →Fp2) shows
motion artifacts in conscious baseline state. Slow and alpha oscillations set in at LOC and are sustained
through deeper levels. (D) Occipital EEG spectrogram (O1 →P7) shows alpha oscillation and some motion
artifacts in conscious baseline state. Alpha oscillations disappear upon LOC, while slow oscillations set in
at LOC and are sustained through deeper levels. (E ) Group fMRI responses to the auditory stimuli. (D-E)
Baseline occipital EEG alpha oscillation is associated with intact fMRI responses in the auditory pathway.
EEG spectral changes at LOC mark reduced fMRI responses in the auditory pathway.
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Now, the propofol-induced oscillatory signatures are evident, just as seen in studies outside

the scanner (Fig. 4-1), and can be associated with the fMRI-based regional dynamics (Fig. 4-4E )

as a function of drug dose and behavioral state (Fig. 4-4A-B). Our observations associating the

EEG and fMRI dynamics are grouped into (a) conscious baseline state (levels prior to LOC), (b)

transition into unconsciousness (LOC+1, i.e., the dose immediately following LOC), and (c) the

state of profound unconsciousness (LOC+2 and beyond).

4.3.1 EEG Spectral Changes Punctuate fMRI-based Regional Dynamics at Loss

of Consciousness

Fig. 4-4 presents the behavioral state (Fig. 4-4A-B), EEG spectral dynamics (Fig. 4-4C-D) and

fMRI-based regional dynamics (Fig. 4-4E ).

In the conscious baseline state, when subjects are behaviorally responsive to auditory stimuli,

the frontal EEG spectrogram does not contain significant oscillatory dynamics. Rather, gross

motion artifacts are visible. During this period, the occipital EEG spectrogram shows alpha-

range oscillations, which correspond to the eyes closed state. For these baseline levels, the fMRI

analysis reveals activation in the primary auditory pathway (inferior colliculus, medial geniculate

thalamus, and primary auditory cortex). Thus, the occipital alpha power is associated with active

responsiveness in non-visual primary sensory pathways.

During the transition into unconsciousness (marked by LOC), the occipital and frontal spec-

trograms show EEG oscillatory changes with respect to the baseline state. There is a decrease

in occipital alpha power and an increase in frontal alpha power. Further, in both frontal and

occipital channels, we see the onset of a high amplitude slow oscillation. During the transition

into unconsciousness (marked by LOC), the fMRI results show a suppression of activity in the

primary auditory pathway. Thus, the emergence of the frontal alpha oscillation and widespread

slow oscillations mark a suppression of responses in the primary sensory pathways.

During the unconscious states following LOC, the EEG spectrograms maintain the oscillatory

features that set in at LOC, while the fMRI responses evolve as the level of anesthesia deepens

from LOC+1 to LOC+2. Specifically, in the profoundly unconscious state (LOC+2), the EEG

spectrograms continue to show sustained frontal alpha oscillation and widespread slow oscillations.

However, as the level of anesthesia deepens to the profoundly unconscious state (LOC + 2), the

fMRI results show (a) increased suppression of cortical responses (negative BOLD, particularly

in secondary cortices) and, unexpectedly, (b) an increased activation of the subcortical regions

(thalamus, medial geniculate nucleus and inferior colliculus) in response to stimuli. To better

assess if any quantifiable EEG power changes occur between the LOC+1 and LOC+2 states, we

plotted the band powers across subjects.
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4.3.2 EEG Band Powers are Sustained even as fMRI Responses Change During

Unconsciousness

Fig. 4-5 and Fig. 4-6 show alpha and slow band powers respectively, in relation to the behavioral

states for each subject. Each panel of these plots shows the data for one subject. For example,

Panel 1 in both Fig. 4-5 and Fig. 4-6 shows band power plots for Subject 1. As Fig. 4-4E shows

that fMRI responses change during unconsciousness (from LOC+1 to LOC+2), we focus on EEG

power changes through these graded levels of unconsciousness.

Fig. 4-5 shows the frontal alpha-band power in relation to the behavioral state. We see that

frontal alpha-band power typically begins to rise at LOC (black dashed line), and sustains through

LOC+2 (to right of gray solid line). In subjects 1 and 3, we note that the alpha-band powers start

to level off or drop at LOC+2 (marked by gray solid line). However, this decrease in alpha-band

power does not consistently mark the transition to profound unconsciousness (from LOC+ 1 to

LOC+2, solid gray lines) across subjects.

Fig. 4-6 shows the occipital slow-band power in relation to the behavioral state. While channels

across the head show large slow oscillations, the power trends are presented for occipital channels

as frontal channels typically have low frequency eye movement artifacts in baseline states. In 3

out of 5 subjects, we see that slow-band power begins to rise at LOC (black dashed line), and

sustains through LOC+2 (to right of gray solid line). In subjects 4 and 5, the slow-band power

seems to rise only at LOC+2. Comparing these results to those outside the scanner under similar

conditions [150], we note that this may be a consequence of the behavioral task used to assess LOC.

Specifically, we note that if LOC were to be assessed with a more potent stimulus, such as a word

identification task, the start of large amplitude slow oscillations might have aligned with the LOC

point [150]. Further, it appears that the overall slow-band power does not rise significantly within

the LOC+2 state (or beyond). However, the slow-band power does continue to fluctuate every

few seconds through the LOC+2 state. In addition, a saturation of the slow-band power does not

consistently mark the transition to profound unconsciousness (from LOC+ 1 to LOC+2, solid gray

lines) across subjects. Thus, neither rise or saturation of slow-band power consistently marks the

onset of the profoundly unconscious state.

The consistent general trend across the band power plots, is similar to that seen in spectrograms

of Fig. 4-4 - namely that frontal alpha and widespread slow oscillations develop at LOC, and sustain

through more profound states of unconsciousness. While these band-powers remain to be collated

across subjects and channels for group summaries, we note that these trends are qualitatively

similar to those seen outside the scanner [150, 214]. Further, the power changes with increasingly

profound levels of unconsciousness (beyond LOC) are subtle and depend on the subject, the stimulus

paradigm under study, and the recording context. Therefore, to better understand the profoundly

unconscious state, we examined the coupling between slow and alpha oscillations for signatures

demarcating the fMRI changes occurring at deeper levels.
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Figure 4-5: Frontal Alpha-Band Power Across Behavioral States for 5 Subjects. Each panel
corresponds to one subject. Panel numbering corresponds to subject numbers used in text. In a given panel,
the red arrows denote time points corresponding to drug dose increments and top subplots show behavioral
responses. The dashed black lines mark LOC, defining transition into unconsciousness (LOC+1). The solid
gray lines mark transition into profound unconsciousness (LOC+2 and beyond). The bottom subplots show
evolution of the band powers (8 − 14 Hz) through behavioral states. We note that Fig. 4-3-Fig. 4-4 show
spectrograms from Subject 2.
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Figure 4-6: Slow-Band Power Across Behavioral States for 5 Subjects. Each panel corresponds to
one subject. Panel numbering corresponds to subject numbers used in text. In a given panel, the red arrows
denote time points corresponding to drug dose increments and top subplots show behavioral responses. The
dashed black lines mark LOC, defining transition into unconsciousness (LOC+1). The solid gray lines mark
transition into profound unconsciousness (LOC+2 and beyond). The bottom subplots show evolution of the
band powers (0.1− 1 Hz) through behavioral states. We note that Fig. 4-3-Fig. 4-4 show spectrograms from
Subject 2.
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4.3.3 EEG Phase-Amplitude Coupling Marks Transition in fMRI Responses

During Unconsciousness

EEG modulograms were computed to quantify coupling between the phase of the slow oscillation

and the amplitude of the alpha oscillation, and plotted alongside the fMRI results. Fig. 4-7 and

Fig. 4-8 present the behavioral state (Panels A-B), EEG modulograms (Panel C ), and fMRI-based

regional dynamics (Panel D) for two subjects respectively. In each case, the modulogram plots are

formatted consistently with those in Fig. 4-1. As the phase modulogram is best interpreted during

periods when significant slow and frontal alpha range oscillations are present in the EEG, it is most

meaningful to focus on the modulogram during the unconscious states.

In these 2 subjects, during profound levels of unconsciousness (LOC+2), we see a significant

peak-max modulation pattern, where the peak of the slow-band oscillation modulates the alpha-

band power. In this profoundly unconscious state, as previously noted, the fMRI-based auditory

responses evidence a transition in corticothalamic dynamics – from suppressed sensory transmission

into a state of intense cortical suppression and increased subcortical activation. Thus, the EEG-

fMRI association suggests that the peak-max pattern may be a marker for a state of profound

cortical inhibition and subcortical reactivation. As peak-max modulation marks a behaviorally non-

apparent profoundly unconscious state, these preliminary associations with specific brain network

dynamics offer a means to better interpret this EEG signature.

These results remain to be generalized across subjects and channels, however, we note that the

peak-max modulation pattern is not limited by channel location. Fig. 4-7 shows the modulogram

for an occipital channel on subject 2 while Fig. 4-8 shows the modulogram for a frontal channel on

subject 4, indicating that the peak-max pattern may correspond to a widespread brain state. These

modulation trends are similar to those seen outside the scanner [91, 150, 214] - with the exception

that these data do not reveal a significant trough-max signature precluding LOC. This may be due

to differences in behavioral paradigm employed and/or the subject demographic studied (see § 4.4)
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Figure 4-7: Occipital EEG Modulogram Alongside fMRI-based Regional Dynamics During
Induction of Propofol Anesthesia. (A-B) Progressive propofol dosing and associated loss of behavioral
response to auditory tone stimuli through the study. (C ) Occipital EEG modulogram (O1 →P3) showing
modulation of alpha power by slow wave peak (zero-phase). Gray bars represent significance (p < 0.05) by
permutation test. (A-C) Data are from same subject as in Fig. 4-4 (subject 2). (D) Group fMRI responses to
the auditory stimuli. (C-D) Peak-max EEG pattern during profound unconsciousness (LOC+2) is associated
with state of intensified cortical inhibition and increased activation in subcortical regions on fMRI.
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Figure 4-8: Frontal EEG Modulogram Alongside fMRI-based Regional Dynamics During In-
duction of Propofol Anesthesia. (A-B) Progressive propofol dosing and associated loss of behavioral
response to auditory tone stimuli through the study. (C ) Frontal EEG modulogram (F4 →Fp2) showing
modulation of alpha power by slow wave peak (zero-phase). Gray bars represent significance (p < 0.05) by
permutation test. (A-C) Data are from subject 4 of Fig. 4-5-Fig. 4-6. (D) Group fMRI responses to the
auditory stimuli. (C-D) Peak-max EEG pattern during profound unconsciousness (LOC+2) is associated
with state of intensified cortical inhibition and increased activation in subcortical regions on fMRI.
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4.4 Discussions

In summary, we have related time-frequency EEG signatures marking changes in consciousness

under propofol general anesthesia with simultaneous auditory fMRI responses across the brain. We

have presented three main findings. First, the occipital alpha oscillations are associated with intact

baseline processing of non-visual stimuli. Second, the onset of frontal alpha oscillations (alpha

anteriorization) and widespread slow oscillations corresponds to suppression in primary sensory

transmission at clinical LOC. Third, the onset of the peak-max phase-amplitude modulation pat-

tern marks a state of intense cortical inhibition and subcortical reactivation that develops during

profound unconsciousness well after clinical LOC. These findings associate ongoing EEG oscil-

latory dynamics with specific fMRI-based changes in sensory processing pathways and networks

under propofol anesthesia. As such, they enhance understanding of functional and cognitive states

underlying anesthesia EEG oscillations, and enable better interpretation of clinical EEG signatures

demarcating states of consciousness under anesthesia.

4.4.1 Alpha Oscillations and Sensory Processing Under General Anesthesia

Our results elucidate roles of alpha-range EEG dynamics in modulating primary sensory responses.

While occipital alpha oscillations are known to correspond to reduced visual processing, enhance-

ment of processes within attentional focus, and filtering out of irrelevant information [25, 28, 239],

their influence on activity in non-visual sensory pathways is sparsely studied. Our results provide

evidence of intact responsiveness in non-visual sensory pathways during the baseline occipital alpha

state, and thus are consistent with the belief that alpha oscillations have topographic specificity

associated with sensory modality. Further, our results enhance understanding of how anesthesia-

induced frontal alpha oscillations influence routing of sensory stimuli. A recent study used EEG

source modeling to link propofol-induced frontal alpha activity with maintenance of early corti-

cal sensory response and suppression of late cortical sensory response [221]. Our analysis extends

these observations by associating frontal EEG alpha activity with suppression of fMRI-based sen-

sory responses – to suggest suppressed routing of stimuli for both early and late stages of sensory

processing across subcortical and cortical structures. This evidence for suppression through the

auditory processing hierarchy suggests a possible effect on the ascending sensory pathway. These

findings are consistent with previous work showing that the related state of spindling in sleep

disrupts primary responses to auditory stimuli [77].

4.4.2 Slow Oscillations and Sensory Processing Under General Anesthesia

Furthermore, our results provide evidence linking EEG slow waves with altered stimulus response in

networks across the brain. Anesthesia-induced slow waves have been shown to reflect fragmentation

of cortico-cortical networks [214], but their association with network dynamics involving subcortical

structures has not been resolved. We find that (a) the onset of EEG slow oscillations corresponds

to loss of primary thalamocortical sensory response, and (b) the coupling of slow wave peaks
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and alpha-band power in deeply anesthetized states is associated with intense cortical inhibition

and subcortical reactivation. The intense cortical inhibition might be associated with a loss of

descending inhibition in pathways projecting down from cortex to subcortical structures causing

a reactivation in thalamus and brainstem [240]. Thus, the peak-max modulation pattern marking

profound unconsciousness may correspond to a loss of descending corticothalamic inhibition. A

recent propofol EEG-fMRI study associated EEG slow wave saturation in deep unconsciousness

with loss of primary thalamocortical sensory response on fMRI [232]. By contrast, our data suggest

(a) that thalamocortical isolation from sensory stimuli may be associated with onset of slow waves,

thus precluding slow wave saturation, and (b) that profound unconsciousness is associated with a

peak-max pattern corresponding to reactivation of the thalamus instead of reduction in thalamic

activity. Whether these distinctions are due to differences in stimuli analyzed (tones in our case

versus verbal stimuli in theirs) remains to be determined. Further, our EEG analyses in the scanner

provide a richer set of EEG dynamics to associate with fMRI responses, allowing more nuanced

categorization of brain states during profound unconsciousness.

Taken together, our results suggest that the onset of propofol alpha and slow oscillations at the

transition into LOC is associated with suppression of ascending sensory processing pathways. On

the other hand, the peak-max modulation pattern at more profoundly unconscious states is likely

to be associated with stimulus-induced changes in descending corticothalamic pathways, wherein

subcortical reactivation may be a readout of the degree of cortical inhibition.

4.4.3 Relevance for Brain State Monitoring Under General Anesthesia

As our results associate clinical EEG signatures with specific changes in pathways and networks

involved in sensory processing, they provide a means to better interpret these clinical signatures.

This has implications for brain state monitoring during general anesthesia. Common EEG monitors

for depth of anesthesia provide indices that are not clearly connected to behavioral states or brain

dynamics [150, 241]. As such, neurophysiologically based standards for brain state monitoring dur-

ing anesthesia are desired to prevent complications of intraoperative awareness or recall [242]. Our

results add to accumulating evidence on neurophysiologically based EEG signatures for monitoring

states of profound unconsciousness [91, 150, 214, 232]. Specifically, our findings allow interpretation

of the onset of slow and frontal alpha EEG oscillations as markers of decreased primary sensory

response. Further, our results suggest that onset of the peak-max modulation pattern in profound

unconsciousness marks the development of a distinct functional brain state - one that is charac-

terized by intense cortical inhibition in response to sensory stimuli and coincidental subcortical

reactivation. Recent reports have suggested that the EEG peak-max modulation pattern may cor-

respond to a state where perceptual awareness is unlikely [91, 150]. Our results add dimension to

these observations, by associating the peak-max modulation pattern with distinct fMRI-based brain

dynamics. Further, we anticipate that the association of specific brain state changes with clinical

EEG signatures may one day help anesthesiologists administer precise doses to target desired brain

states. This could help prevent postoperative complications due to excessive dosing [243].
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4.4.4 Future Directions

There remain limitations in the current study that can be addressed in the future. First, while

EEG signatures recovered in this study qualitatively match trends seen in studies outside the

scanner [91, 150, 213, 221], quantitative comparisons must be tempered by some nuances. The

subjects in this study were 50 − 60 y/o, an age range associated with lower alpha-band power

than that seen in younger subjects [244, 245], the latter comprising the demographic typically

studied outside the scanner. This also suggests a possible explanation for the lack of a significant

trough-max state in our phase amplitude coupling results (Fig. 4-7-Fig. 4-8). Future studies may

seek to recruit younger demographics with the required screening criteria for EEG-fMRI studies of

general anesthesia. Second, the fMRI analysis was segmented by behavioral state and performed

independently of the EEG data. Thus EEG-fMRI associations were purely based on alignment

in time. This may not significantly affect results as the EEG changes and behavioral states are

typically tightly linked. However, a future revision should reproduce these analyses by using EEG

signatures in lieu of behavioral levels to segment the fMRI analyses.

Although our analysis of time-frequency EEG signatures obtained in the MRI scanner (charac-

terizations spanning frequency bands and channels, and analyses of complex coupled oscillations)

has not been previously matched in detail and scope, difficulties remain to be overcome. Specifi-

cally, computing phase-amplitude modulograms remains challenging given the short discontiguous

format of EEG data acquired within the interleaved EEG-fMRI paradigm. Accurately computing

slow phase for 3−5 second segments of data using frequency domain methods like filtering or Hilbert

transforms is difficult, as these methods typically require data windows spanning a few minutes.

Thus, in many cases, although time series EEG estimates visually appear to have phase-amplitude

coupling, the modulograms and in turn statistical analyses of the modulograms do not adequately

represent strength of coupling. Future efforts should seek to record longer EEG windows between

fMRI volumes and ensure removal of gradient artifacts during fMRI scanning for long continuous

EEG data segments. Further, as the autoregressive model used in the ballistocardiogram artifact

removal does not encode any coupling between frequencies, the EEG estimates after removal may

not exhibit appropriate coupling. That we see significant phase-amplitude coupling regardless at-

tests to the strength of our analysis; however, future efforts could use a bispectral model in lieu

of the autoregressive model to explicitly test cross-frequency coupling. Finally, bootstrap meth-

ods for analyzing significance of phase amplitude coupling should be evolved to improve statistical

power over the current permutation testing approach. Despite these shortcomings, we note that

our results, constituting the first report of EEG cross-frequency oscillatory coupling in the MRI

scanner, follow general trends seen outside the scanner [91, 150]. Improvements with evolution of

cross-frequency analysis methods suited to EEG-fMRI studies can be anticipated.

Finally, while our results suggest interplay between ongoing EEG oscillations and auditory

fMRI responses (evoked by the tone stimuli), the extent to which they explain or relate to proposed

mechanisms underlying genesis of the EEG oscillations [36, 199, 246, 247] is unclear. Future analyses
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may distinguish fMRI responses to the EEG oscillatory powers from fMRI responses to the auditory

stimulus. One way to do this is to pose separate fMRI analyses wherein the oscillatory power series

forms the primary regressor and the stimulus sequence constitutes regressors of no interest, or vice

versa. These approaches can inform future empirical studies of brain dynamics associated with the

genesis of individual and coupled propofol EEG oscillations.
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Chapter 5

Conclusions and Outlook

5.1 Thesis Summary

In this thesis, we have developed approaches and algorithms to enhance spatiotemporal imaging

of human brain function. We have focused on challenges limiting two multimodal approaches for

spatiotemporal imaging: (a) simultaneous EEG-fMRI, and (b) source imaging using M/EEG and

anatomic MRI.

In Chapter 2, we developed an approach to remove EEG-fMRI ballistocardiogram artifacts.

First, we defined a mathematical harmonic basis for these artifacts. This allowed us to frame the

artifact removal problem as one of model-based parameter estimation without requiring templates

based on cardiac or motion reference signals. Next, we developed a real-time local likelihood

algorithm to estimate model parameters and separate MR-related artifact from brain-generated

EEG signals. Then, we demonstrated effective recovery of neurophysiologic oscillatory and evoked

EEG signatures in challenging SNR conditions within the MRI scanner. We further showed that

the model and algorithm afford significant improvements over existing reference-based techniques,

thus enabling improved sensitivity and specificity for resolving EEG dynamics in the MRI scanner.

In Chapter 3, we developed an approach to extend electromagnetic source imaging with M/EEG

and anatomic MRI to subcortical structures. To overcome challenges in resolving deep subcortical

sources that contribute low amplitude signals to surface M/EEG sensors, we focused on amplitude-

insensitive information in M/EEG field patterns. First, we identified robust distinctions in M/EEG

field patterns generated by sparse sets of subcortical and cortical sources. Next, we translated these

insights into a practical and efficient solution for subcortical source imaging. Specifically, we devel-

oped an efficient hierarchical subspace pursuit algorithm to estimate neural currents in subcortical

structures. Then, we demonstrated efficacy for localizing thalamic and brainstem contributions in

challenging evoked response test cases, thus extending the spatial span of source imaging studies

to include millisecond-scale dynamics involving subcortical structures.
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In Chapter 4, we illustrated the potential of these advances in spatiotemporal imaging for

enhanced studies of brain dynamics. Specifically, we focused on the study of systems-level brain

dynamics underlying loss of consciousness under general anesthesia. We performed time-frequency

analyses on EEG obtained in the MRI scanner during propofol anesthesia, and associated the

resulting oscillatory EEG dynamics with simultaneous auditory fMRI responses across brain regions.

Our findings provide novel insights into the roles of propofol-induced alpha and slow oscillations in

modulating sensory response under progressively deep stages of anesthesia. These results provide

neurophysiologic evidence to help better interpret functional brain states corresponding to clinical

EEG signatures observed during propofol anesthesia, even when no behavioral changes are apparent.

Overall, this work enables enhanced resolution of spatiotemporal brain dynamics with human mul-

timodal imaging, and opens opportunities for new lines of investigation in cognitive and clinical

neuroscience.

5.2 Future Directions

5.2.1 Approaches for Biomedical Signal Processing

We discuss perspectives uniting approaches used in this thesis to overcome fundamental biophysical

and signal processing challenges. For each of the core problems, we started with a systematic

consideration of the physiology, anatomy and physics underlying the data. This helped identify

natural structure and uncover non-apparent information present in the data. We then utilized this

prior information to develop statistically principled estimation algorithms and overcome limitations

in the field.

First, for the EEG-fMRI artifact removal problem (Chapter 2), much of the literature uses

reference signals within black-box approaches. By contrast, we analyzed the EEG data in context

of the physiology and physics underlying the artifacts, to identify a harmonic basis for the artifacts

(Fig. 2-2). This then motivated the choice for a statistical model and harmonic regression algorithm,

which, in turn, enables improved artifact removal and recovery of EEG dynamics in the MRI

scanner. Second, for the source imaging problem (Chapter 3), much of the literature has neglected

subcortical sources, as they generate low amplitude M/EEG signals. By contrast, we analyzed

the M/EEG field patterns in context of the anatomy underlying the source space and the physics

underlying the M/EEG recordings. Our analysis revealed robust distinctions between subcortical

and cortical field patterns (Fig. 3-2-Fig. 3-3). This then motivated the choice of a hierarchical

projection pursuit algorithm, which in turn, enables subcortical source estimation.

These case studies have implications for the analysis of biomedical data. Many biomedical signal

processing problems typically have three sources of prior information. First, the physiology contains

information regarding dynamics at play during the process being measured. Second, the anatomy
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contains prior information. Third, measurement physics translates the anatomy and physiology un-

derlying the process under study to the data being analyzed. While complete information about all

priors is often lacking in practice, we find that systematic exploratory data analysis contextualized

within this framework can often reveal surprisingly elegant information in the data. Further, start-

ing with the structure in the problem rather than a technique motivates customized algorithmic

choices, encourages explicit statement of models, assumptions or constraints, and is also amenable

to goodness of fit analyses. For example, characterization of the sparsity constraints required to

distinguish subcortical and cortical field maps motivated a hierarchical source space reduction pro-

cedure tailored to these constraints (§ 3.3). Finally, such approaches may offer exceptions to general

theoretical limits that do not account for the specific prior information at hand. For example, it

is known that short data segments cannot, in general, be used to obtain high spectral resolution.

However, for the specific case where prior harmonic structure is known, the limits that apply are

different from those for the general case; and a statistical procedure can be devised to obtain high

resolution with short data segments (§ 2.5.2). While we have demonstrated specific applications

for analysis of neural and imaging data, these general ideas are also relevant for analysis and inter-

pretation of the increasingly large, complex and multimodal biomedical datasets emerging beyond

neuroscience and imaging.

5.2.2 Techniques for Multimodal Neuroimaging

The algorithms developed in this thesis have implications for enhanced multimodal neuroimaging.

The framework in Chapter 2 has implications beyond ballistocardiogram artifact removal. First,

by defining a mathematical basis for ballistocardiogram artifacts (Fig. 2-2), our work helps frame

the analysis of EEG signals recorded in the MRI scanner within a model-based inference frame-

work. This can help make quantitative statistically principled statements about a wide variety of

EEG time-frequency features, beyond the oscillatory dynamics we have studied in this thesis. For

example, other EEG time-frequency features can be modeled in lieu of the autoregressive forms,

and estimated within a statistical framework similar to the one we have derived. Second, while

common gradient artifact removal methods subtracting time-locked pulses are known to perform

reliably, they sometimes leave residuals of the same order of magnitude as EEG features of interest

[97, 102]. Because our algorithm can remove periodic artifacts in EEG, applying our algorithm

during the fMRI acquisition periods, with a fundamental frequency corresponding to the gradient

artifacts, can improve these residuals. Third, a quantifiable form for MR-related artifacts can be

useful in the design of EEG electrodes or head restraint methods for reduced-artifact acquisition

[248, 249]. As our algorithm quantifies the artifacts in parametric form across channel locations

(§ 2.2.3-§ 2.3), it can enable better assessment and benchmarking of newer designs. Overall, these

observations suggest broader implications of our approach and algorithm for enhanced EEG-fMRI

acquisition and analysis.
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The approach for subcortical source imaging (Chapter 3) has general implications for paradigms

beyond the specific problem of resolving evoked subcortical activity. While we have demonstrated

that a framework employing field pattern differences can estimate subcortical sources when spatial

sparsity constraints are imposed, the general ideas apply to cases where activity may be spatially

distributed but sparse in another basis. Sparsity in time, in frequency, or in combinations of

time, frequency and spatial domains, are increasingly employed in source imaging approaches to

explore the dynamical nature of cortical function [86, 190, 193–198], and thus have relevance for

studies of subcortical function as well. We note that the class of projection pursuit algorithms and

hierarchical reduction procedures proposed (§ 3.3) are well-suited to exploit sparsity in these other

bases, thus suggesting feasibility of the approaches outlined for studies of widespread oscillatory

and network dynamics across a range of paradigms. Beyond estimating subcortical sources, we

have demonstrated that cortical solutions can be misled to explain subcortical components when

the latter are not appropriately accounted for (Fig. 3-10). Thus, interpretation of typical source

estimation results that use only cortical source spaces must account for this caveat. Overall, the

ideas we have put forth have implications for source imaging across experimental paradigms, and

for estimation of both subcortical and cortical contributions to M/EEG recordings. Future work

should validate localization accuracy with direct intracranial recordings in subcortical structures

like hippocampus or basal ganglia alongside surface M/EEG recordings. A behavioral paradigm

that elicits predictable changes in subcortical activity would be fruitful for such an endeavor.

Together, Chapter 2-Chapter 3 have implications for joint electromagnetic source imaging of

brain dynamics with combined electromagnetic and MRI information. Specifically, improved signal-

to-noise ratio for EEG in the MRI scanner can enhance fMRI-informed EEG source imaging.

fMRI-informed electromagnetic source imaging is commonly performed with separately acquired

EEG and fMRI owing to poor EEG signal quality [104, 165, 166]. Reduced EEG artifacts across

channels with varied SNRs can allow electrical source imaging to be performed in an integrated

framework with simultaneously acquired EEG-fMRI data. Further, our hierarchical source space

reduction procedure suggests a framework to enhance source imaging by incorporating two types

of MRI-based prior information. First, having concurrently obtained fMRI with clean EEG offers

spatial priors to better inform the hierarchical reduction of source spaces for our subcortical source

estimation approach. As we have shown that EEG field patterns from subcortical and cortical

sources exhibit relatively weak distinctions (Fig. 3-13), simultaneously acquired fMRI-priors can

inform and improve subcortical source estimation based on EEG data. Second, anatomic informa-

tion from diffusion tensor imaging (DTI) [250] can be incorporated to inform the subcortical source

estimation. Specifically, it may be possible to locate active cortical regions relevant to a given

M/EEG measurement, identify a set of structurally connected subcortical regions, form a reduced

source space of relevant and structurally connected cortical and subcortical regions, and then lo-

calize sources within this reduced space to explain the data. Overall, our work enables improved

EEG SNR in the MRI scanner and develops a source space reduction procedure where MRI priors

can be integrated, and thus has implications for enhanced joint electromagnetic source imaging.
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5.2.3 Studies of Brain Dynamics

The algorithms developed in this thesis enhance the ability to relate fast timescale electrophysiologic

measures of neuronal activity on M/EEG with their underlying regional dynamics.

Chapter 2 developed techniques to improve analysis of EEG recorded in the scanner, thus

allowing better association between EEG time-frequency signatures and spatially resolved, albeit

slower, measures of regional dynamics from fMRI. The analysis of EEG time-frequency signatures

in the scanner has been largely focused on evoked potentials and epileptic spikes (§ 2.7). We

extend the scope of these analyses to detailed time-frequency features relevant for the study of

oscillatory rhythms. Specifically, we showed the ability to recover oscillatory dynamics on EEG

across frequencies and channel locations that are typically associated with poor SNR (Fig. 2-

6). Further, in Chapter 4, we provided the first report of coupling between EEG oscillations

within the MRI scanner (Fig. 4-7-Fig. 4-8), and demonstrated applications for enhanced studies

of brain dynamics during anesthesia. Thus, this work opens opportunities for improved studies

of spatiotemporal dynamics underlying oscillatory rhythms that are relevant in a large number of

states including sleep, attention, memory and perception (§ 1.2).

Chapter 3 demonstrated feasibility to use M/EEG and anatomical MRI for estimation of fast

timescale regional dynamics involving subcortical structures. Existing source imaging techniques

have largely focused on cortical sources (§ 3.1), and neglected subcortical dynamics that may be

manifest in the M/EEG data. We include subcortical sources within the purview of M/EEG

source imaging, and thus expand the scope of brain dynamics that can be studied using these

techniques. Further, our field pattern analyses suggest that multimodal M/EEG recordings may

be more informative for subcortical source estimation than unimodal recordings (§ 3.6, Fig. 3-13),

and thus inform design of experimental paradigms to probe subcortical dynamics. Thus, this work

has the potential to impact studies of dynamics involving subcortical regions such as thalamus,

hippocampus, amygdala and basal ganglia, which are thought to have important roles in arousal,

memory, emotion and motor control respectively [107, 110, 111].

Taken together, the two techniques developed in this thesis have implications for studies of

regional brain dynamics spanning slow and fast timescales. One application area is in studies of

the neurophysiology associated with the BOLD-fMRI response [163, 164]. As our BCG removal

algorithm enables enhanced EEG time-frequency analyses across channels, it expands opportunities

to link fMRI-based functional connectivity (slow timescales) with neurophysiologic signatures like

EEG-based coherence (fast timescales) across brain networks. Further, the source estimation algo-

rithm can be used to better understand similarities and differences between BOLD-fMRI responses

(slow timescales) and M/EEG source current estimates (fast timescales) obtained from recordings

under the same conditions.

Another application area is in studies of oscillatory brain dynamics across spatial scales and

expanded brain networks. The study of brain dynamics during anesthesia (Chapter 4) provides a
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good example to illustrate this opportunity. First, there is growing interest in how propofol alters

functional connectivity across brain regions assessed by fMRI [53, 228–231]. With the technique

developed in Chapter 2, these analyses could be expanded to relate EEG coherence (fast timescales)

with fMRI-based connectivity (slow timescales). Second, while the simultaneous EEG-fMRI results

associate coupling of propofol EEG oscillations with possible dynamics in a descending corticothala-

mic network (§ 4.4), they do not explain how dynamical interactions between cortical and thalamic

regions may generate the coupling between multiple EEG oscillations. Such investigations need

faster timescales for regional dynamics than fMRI can provide, and thus can be performed with the

expanded subcortical source estimation framework. Thus, future work applying source estimation

on high-density EEG recordings obtained during propofol anesthesia could help uniquely address

these emergent thalamocortical oscillatory phenomena. One starting point may be to focus on

thalamocortical dynamics underlying the widely studied alpha oscillations, and assess how these

dynamics are modulated by propofol anesthesia. Such efforts would (a) add empirical confirmation

and anatomic correlates to predictive cellular-level biophysical models [36, 199], and (b) relate re-

sults from electrophysiologic recordings in animals [240, 246, 247, 251–254] with changes in human

behavioral states.

5.2.4 Clinical Neuroscience Studies

Beyond high spatiotemporal resolution for brain dynamics, our work has specific implications for

clinical neuroscience.

In Chapter 4, we demonstrated associations between time-frequency EEG signatures and the

underlying fMRI-based changes in sensory processing during general anesthesia. These EEG-fMRI

associations allow improved interpretation of functional brain states underlying EEG dynamics

during general anesthesia, even when no behavioral changes are apparent (§ 4.3), and thus illustrate

two specific opportunities for clinical neuroscience studies.

First, EEG signatures can be assessed in individual subjects, while fMRI maps are typically

presented as group averages (owing to low SNR and challenges in quantitative interpretation of

BOLD signals, § 1.1). Thus, enhanced correlations between EEG and fMRI offer a means to obtain

individually measurable markers of regional brain dynamics. This has implications for monitoring

brain state and function in a patient and condition specific manner. Second, the cognitive and

functional brain states associated with many M/EEG signatures cannot be completely categorized

using behavioral measures alone. Thus, there is a need to associate M/EEG signatures with regional

brain dynamics to better interpret the underlying functional brain state. Thus, spatiotemporal

brain imaging has the potential to advance objective measures with predictive or diagnostic utility

for behaviorally non-apparent changes in brain function – for e.g., changes in arousal, awareness,

perception, emotion and memory in states of coma, hallucination, pain, depression and dementia.

With improved rigor and robustness of EEG-fMRI and electromagnetic source imaging, we envision

enhanced opportunities for these goals in clinical neuroscience.
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Hämäläinen. Assessing and improving the spatial accuracy in MEG source localization by depth-

weighted minimum-norm estimates. NeuroImage, 31(1):160–71, May 2006.

[167] John C Mosher, P S Lewis, and Richard M Leahy. Multiple dipole modeling and localization from

spatio-temporal MEG data. IEEE Transactions on Biomedical Engineering, 39(6):541–57, June 1992.
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