Boundary degeneracy of topological order
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We introduce the concept of boundary degeneracy, as the ground state degeneracy of topologically ordered states on a compact orientable spatial manifold with gapped boundaries. We emphasize that the boundary degeneracy provides richer information than the bulk degeneracy. Beyond the bulk-edge correspondence, we find the ground state degeneracy of the fully gapped edge modes depends on boundary gapping conditions. By associating different types of boundary gapping conditions as different ways of particle or quasiparticle condensations on the boundary, we develop an analytic theory of gapped boundaries. By Chern-Simons theory, this allows us to derive the ground state degeneracy formula in terms of boundary gapping conditions, which encodes more than the fusion algebra of fractionalized quasiparticles. We apply our theory to Kitaev’s toric code and Levin-Wen string-net models. We predict that the $Z_2$ toric code and $Z_2$ double-semion model [more generally, the $Z_k$ gauge theory and the $U(1)_k \times U(1)_{-k}$ nonchiral fractional quantum Hall state at even integer $k$] can be numerically and experimentally distinguished, by measuring their boundary degeneracy on an annulus or a cylinder.
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\section{I. INTRODUCTION}

Quantum many-body systems exhibit surprising new phenomena where topological order and the resulting fractionalization are among the central themes \cite{1,2}. Thanks to the phenomena where topological order and the resulting fractionalization of fractionalized quasiparticles and the genus number \cite{3}, closed Riemann surface. This GSD encodes the fusion rules of fractionalized quasiparticles and the genus number \cite{3}. However, on a 2D compact manifold with boundaries (Fig. 1), there can be gapless boundary edge modes. For nonchiral topological orders, where the numbers of left and right moving modes are equal, there can be interaction terms among the edge modes opening up the energy gap. Thus, we can ask two questions. First, what kinds of nonchiral topological orders provide gapped boundary edge modes, for example by introducing interaction terms? We will show there are rules that edge modes can be fully gapped out. Second, when both the bulk topological order and the boundary edge modes have gapped energy spectra, we can ask: what is the GSD of such a system? It is the motivation of this work to understand the GSD for this system where all boundary edge excitations are gapped. In the following, we name this degeneracy as the \textit{boundary GSD}, to distinguish it from the \textit{bulk GSD} of a gapped phase on a closed manifold without boundary. To understand the property of boundary GSD is both of interest theoretically and for application purposes where lattice models of topological quantum computation such as toric code \cite{4} can be put on space with boundaries \cite{5–7}.

In this work, we focus on topological orders in two spatial and one temporal dimensions ($2+1D$) without symmetry or symmetry breaking. We study the topology-dependent GSD with its origin from fractionalization, not caused by symmetry breaking. We remark that the boundary GSD is still the GSD of the \textit{whole system including both bulk and boundaries}, not merely the GSD of the gapped boundary modes. We demonstrate the boundary GSD is not simply a multiplication of the degeneracies of all boundaries. In other words, the boundary GSD may not be factorizable into the degeneracy of each boundary. We show that not only the fusion rules of fractionalized quasiparticles (anyons) and the manifold topology, but also \textit{boundary gapping conditions} are the necessary data to determine the boundary GSD. For a given bulk topological order, there are many possible types of boundary gapping conditions. The boundary data is not in a one-to-one correspondence or not uniquely predetermined by the given bulk. Specifically, the choice of boundary gapping conditions is beyond the bulk-edge correspondence. Therefore, the boundary GSD reveals richer information than the bulk GSD. Moreover, gluing edge modes of a compact manifold with boundaries to form a closed manifold enables us to obtain the bulk GSD from the boundary GSD.

We first introduce physical concepts characterizing this boundary GSD in Sec. II and then rigorously derive its general formula by Chern-Simons theory \cite{1,8,9} in Sec. III. For a concrete lattice realization, we implement specific cases of our result by the $Z_2$ toric code and the string-net model in Sec. IV \cite{10}.

The boundary GSD has a remarkable application to distinguish subtle differences of seemingly similar topological orders. By measuring the boundary GSD on an annulus or a cylinder, in Sec. III, we predict the distinction between the $Z_k$ gauge theory ($Z_k$ toric code) and the $U(1)_k \times U(1)_{-k}$ nonchiral fractional quantum Hall state at even integer $k$, despite the fact that the two states have the same fusion algebra and the two states cannot be distinguished by the bulk GSD. For the specific $k = 2$ case, our result predicts the distinction between the $Z_2$ gauge theory ($Z_2$ toric code) and the twisted $Z_2$ gauge theory ($Z_2$ double-semion model) by measuring their boundary GSD. By using the boundary
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simulations and experimentally in the laboratory. When they have fully gapped edge modes, our prediction of boundary GSD can be tested numerically by computer. Since electrons or particles have discrete elementary manifold with five boundaries. (Blue arrows), on a manifold with five boundaries. (b) A higher genus to another (red arrows), or when they fuse into physical excitations, where anyons are transported from one boundary total neutrality: anyons are transported from one boundary to another (red arrows), or when they fuse into physical excitations (blue arrows), on a manifold with five boundaries. (Thus with punctures): a genus-3 manifold with five boundaries.

GSD as a physical observable, we can refine definitions of intrinsic topological order and trivial order, including symmetry-protected topological (SPT) order [11], for the case when they have fully gapped edge modes. Our prediction of the boundary GSD can be tested numerically by computer simulations and experimentally in the laboratory.

II. PHYSICAL CONCEPTS

We start by considering a topologically ordered system on a compact spatial manifold with boundaries, where each boundary has N branches of gapless edge modes [1]. Suppose the manifold has total \( \eta \) boundaries. We label each boundary as \( \partial_\alpha \), with \( 1 \leq \alpha \leq \eta \). Let us focus on the case that the manifold is homeomorphic to a sphere with \( \eta \) punctures [Fig. 1(a)]; we will comment on cases with genus or handles [Fig. 1(b)] later.

If particles condense on the boundary due to the interactions of edge modes, it can introduce mass gap to the edge modes. (Note that throughout our study, we regard particles as nonfractionalized particles such as electrons, and we regard quasiparticles as fractionalized particles such as anyons. From now on, we will use electron as the synonym of particle for the condensed matter systems.) A set of particles can condense on the same boundary if they do not have relative quantum fluctuation phases with each other, thus all condensed particles are stabilized in the classical sense. It requires that condensed particles have relative zero braiding statistical phase (such as Aharonov-Bohm charge-flux braiding phase and flux-flux braiding phase). We call these particles with trivial braiding statistics satisfying Haldane’s null and mutual null conditions [12,13]. Since electrons or particles have discrete elementary charge units, we label them as a dimension-N (dim-N) lattice \( \Gamma_e \) (here the subindex e implies nonfractionalized particles such as electrons), and label condensed particles as discrete lattice vectors \( \ell_{\alpha}^e \) (with \( \ell_{\alpha}^e \in \Gamma_e \)) assigned to the boundary \( \partial_\alpha \). We define a complete set of condensed particles, labeled as a lattice \( \Gamma_{qp}^e \), to include all particles which have null and mutual null statistics to each other: \( \Gamma_{qp}^e = \{ \ell_{\alpha}^e \} \).

Notably there are different complete sets of condensed particles. Assigning a complete set of condensed (nonfractionalized bosonic) particles to a boundary corresponds to assigning certain types of boundary gapping conditions. The number of types of complete sets of condensed particles constrains the number of types of boundary gapping conditions; however, the two numbers may differ from each other (we will explore this issue in Sec. III F).

In principle, each boundary can assign its own boundary condition independently; this assignment is not determined from the bulk information. This is why the boundary gapping condition is beyond the bulk-edge correspondence. Below we focus on the nonchiral orders, assuming all branches of edge modes can be fully gapped out. Later we will derive the criteria when the edge modes can be fully gapped out, at least for Abelian topological orders.

Remarkably there exists a set of compatible anyons having trivial braiding statistics with respect to the complete set of condensed particles. In other words, compatible anyons have mutually trivial braiding statistics to any elements in the complete set of condensed particles. For a boundary \( \partial_\alpha \), we label compatible anyons as discrete lattice vectors \( \ell_{\alpha}^b \) and find all such anyons to form a complete set labeled as \( \Gamma_{qp}^b \) with \( \Gamma_{qp}^b = \{ \ell_{\alpha}^b \} \). Here \( \Gamma_{qp}^b \) and \( \Gamma_{qp}^b \) both have the discrete Hilbert space structure as lattice [14]. Note that \( \Gamma_{qp}^b \subseteq \Gamma_{qp}^e \). And \( \Gamma_{qp}^b \) and \( \Gamma_{qp}^b \) have the same dimension of Hilbert space. If compatible anyons can transport between different boundaries of the compact manifold, they must follow total neutrality: the net transport of compatible anyons between boundaries must be balanced by the fusion of physical particles in the system [Fig. 1(a)], so \( \sum_\alpha \ell_{\alpha}^b \in \Gamma_e \). Transporting anyons from boundaries to boundaries in a fractionalized manner (i.e., not in integral electron or particle units), will result in switching the topological sectors (i.e., switching the ground states) of the system. Given data \( \Gamma_e, \Gamma_{qp}^e, \Gamma_{qp}^b \) we thus derive a generic GSD formula counting the number of elements in a quotient group:

\[
GSD = \left\{ \frac{(\ell_{\alpha}^e, \ldots, \ell_{\alpha}^b)}{\forall \ell_{\alpha}^b} \mid \forall \ell_{\alpha}^b \in \Gamma_{\alpha}^b \right\}. \tag{1}
\]

We derive the form of \( GSD = |L| \) with a group of discrete lattice L. Here \(|L|\) means the number of elements in L, namely, the order of L.

III. GROUND STATE DEGENERACY OF ABELIAN TOPOLOGICAL ORDER

To demonstrate our above physical concepts in a mathematically rigorous setting, let us take Abelian topological order as an example. It is believed that Abelian topological order can be fully classified by the K matrix Abelian Chern-Simons theory [15]. For a system living on a 2D compact manifold \( M \) with 1D boundaries \( \partial M \), edge modes of each closed boundary (homeomorphic to \( S^1 \)) are described by a multiplet-chiral boson theory [1], with the bulk action \( S_{\text{bulk}} \) and the boundary action \( S_0 \):

\[
S_{\text{bulk}} = \frac{K_{IJ}}{4\pi} \int_M dt d^2 x e^{\Phi_0} a_{I,\mu} \partial_\mu a_{J,\nu}, \tag{2}
\]

\[
S_0 = \frac{1}{4\pi} \int_{\partial M} dt dx K_{IJ} \partial_\mu \Phi_I \partial_\nu \Phi_J - V_{IJ} \partial_\mu \Phi_I \partial_\nu \Phi_J + \int_{\partial M} dt dx \sum_a g_a \cos(\ell_a[I] \Phi_I). \tag{3}
\]
Here $K_{IJ}$ and $V_{IJ}$ are symmetric integer $N \times N$ matrices and $a_{I,a}$ is the 1-form emergent gauge field’s $I$th component in the multiplet. In terms of edge modes $\Phi_I$ with $I = 1, 2, \ldots, N$, this means that there are $N$ branches of edge modes. The sine-Gordon term $\cos(\ell_a, \Phi_I)$ is derived from a local Hermitian Hamiltonian $H_{\text{g}}$, which satisfies the following:

\[ \cos(\ell_a, \Phi_I) = \exp[i\theta_{ab}] \]

The periodic boundary size is $L$. The conjugate momentum field of $\Phi_I(x)$ is $\Pi_I(x) = \frac{q_I}{\sqrt{2\pi N}} = \frac{2\pi}{N} K_{IJ} \delta_{\Phi_I, \Phi_J}$. This yields the conjugation relation for zero modes: $[\phi_{0I}, \Pi_{0J}] = i\delta_{IJ}$, and a generalized Kac-Moody algebra for nonzero modes: $[\alpha_{I,a}, \alpha_{J,m}] = n n^{'} K_{IJ} \delta_{\alpha_{I,a}, \alpha_{J,m}}$. We thus have canonically quantized fields: $[\Phi_I(x_1), \Pi_J(x_2)] = i\delta_{IJ} \delta(x_1 - x_2)$.

B. Braiding statistics and boundary fully gapping rules

Let us first intuitively argue the properties of $\ell_a$ as condensed particles on the edge from $\cos(\ell_a, \Phi_I)$ of Eq. (3). We will leave the more rigorous justification to Sec. III C. Let us also leave the more rigorous justification to Sec. III C. Let us also leave the more rigorous justification to Sec. III C. Let us also leave the more rigorous justification to Sec. III C.

(i) Bosonic self-statistics: $\forall \ell_a \in \Gamma_a, \; \ell_a K_{IJ}^{-1} \ell_a \in 2\mathbb{Z}$, even integers. This means that the self-statistics of $\ell_a$ is bosonic, with a multiple $2\pi$ phase.

(ii) Local: $\forall \ell_a, \ell_b \in \Gamma_a, \; \ell_a K_{IJ}^{-1} \ell_b \in \mathbb{Z}$ integers. When one $\ell_a$ around another $\ell_b$ yields a bosonic phase, namely, a multiple $2\pi$ statistical phase. The bosonic statistics can be viewed as the local condition.

(iii) Localizing condensate at the classical value without being eliminated by self or mutual quantum fluctuation: $\forall \ell_a, \ell_b \in \Gamma_a, \; \ell_a K_{IJ}^{-1} \ell_b \neq 0$, so that $\Gamma_a \simeq 1$; the condensation is stabilized and survives in the classical sense.

(iv) For the $\cos(\ell_a, \Phi_I)$ term, $\ell_a$ must be excitations of nonfractionalized particle degrees of freedom, since it lives on the “physical” boundary, so $\ell_a \in \Gamma_a$ lattice, where

\[ \ell_a \in \left\{ \sum_j c_J K_{IJ} \mid c_J \in \mathbb{Z} \right\} \]

This rule imposes an integer charge $q_I K_{IJ}^{-1} \ell_a$ in the bulk, and an integer charge $C_I = \int_0^L \frac{1}{2\pi} \partial_x \Phi_I dx = K_{IJ} \Pi_{0J}$ for each branch of edge mode $I$ on the boundary. Here $q_I$ is the charge vector coupling to an external field $A_{I\mu}$ of gauge or global symmetry, by adding $A_{I\mu} J^I$ to the $S_{bulk}$, which corresponds to $q_I A^\mu \partial_x \Phi_I$ in the $S_{bulk}$.

(v) Completeness: We define $\Gamma_a$ as a complete set, by including every possible term $\ell_a$, that has the self null braiding statistics and has the mutually null braiding statistics with respect to all the elements $\ell_b \in \Gamma_b$. Namely, mathematically we have $\forall \ell_a \in \Gamma_a; \; if \; K_{IJ}^{-1} \ell_a = 0$ and $K_{IJ}^{-1} \ell_a = 0$ for $\forall \ell_a \in \Gamma_a$, then $\ell_a \in \Gamma_a$ must be true. Otherwise $\Gamma_a$ is not complete.

(vi) The system is nonchiral. We require the same number of left moving modes and right moving modes to fully gap out the edge modes.

In Sec. III C we will use the bulk braiding statistics property of $\ell_a$ to determine the gapped edge stability caused by $\cos(\ell_a, \Phi_I)$ of Eq. (3). We leave a derivation that these properties above are sufficient conditions in Sec. III C.

Indeed the above rules (i)-(vi) can be simplified to a set of rules which we call boundary fully gapping rules.

1. Boundary fully gapping rules

For an Abelian topological order described by a bulk Chern-Simons theory of Eq. (2) and a boundary theory of Eq. (3), we can add a set of proper interaction terms $\cos(\ell_a, \Phi_I)$ on the boundary to gap out the edge modes. We will term that the boundary fully gapping rules, which summarize all the above rules (i)-(vi) to determine the gapping term $\ell_a \in \Gamma_a$. Here $\ell_a$ is some integer vector, namely, for every component $\ell_a, I \in \mathbb{Z}$.
linear independent vectors $\ell_a$. Mathematically, we write $\Gamma^0 = \{\sum_{a} \ell_a | \ell_a \in \mathbb{Z}\}$.

(3) The system is nonchiral. The signature of $K$ matrix (defined as the number of positive eigenvalues minus the number of negative eigenvalues, as $n_L - n_R$) must be zero. The nonchiral edge modes imply a measurable observable, the thermal Hall conductance [18], to be zero

$$\kappa_{xy} = \left(\frac{n_L - n_R}{\pi^2 k_B T}\right)^2 \lim_{N \to \infty} \kappa_{xy} = 0.$$

Again, $N = n_L + n_R$ is even.

There is an extra rule, which will be important later when we try to reproduce the bulk GSD from the boundary GSD:

(4) “Physical” excitation: $\ell_a \in \Gamma^0_\ell = \{\sum_{c} \ell_c \ell_{IJ} | \ell_c \in \mathbb{Z}\}$. Namely, $\ell_a$ is an excitation of nonfractionalized particle degrees of freedom, since it lives on the physical boundary.

Our justification of boundary fully gapping rules as the sufficient conditions to gap the edge is left to Sec. III C.

2. Comments

Here are some comments for the above rules. Since any linear combinations of $\ell_a \in \Gamma_\ell^0$ still satisfy (1)-(3), we can regard $\Gamma_\ell^0$ as an infinite discrete lattice group generated by some basis vectors $\ell_a$.

Physically, rule (3) excludes some violating examples such as odd rank (denoted as rk) $K$ matrix with the chiral central charge $c_c = c_l - c_R \neq 0$ or the thermal Hall conductance $\kappa_{xy} \neq 0$, which universally has gapless chiral edge modes. For instance, the dim-1 boundary gapping lattice $[n(A,B,C) | n \in \mathbb{Z}]$ of $K_{3,3} = \text{diag}(1,1,-1)$, with $A^2 + B^2 - C^2 = 0$, satisfies rules (1) and (2), but cannot fully gap out chiral edge modes.

Moreover, from the above rules we find $\sqrt{|\text{det} K|}$ belongs to a positive integer, namely,

$$\sqrt{|\text{det} K|} \in \mathbb{N}^+. \quad (8)$$

We will show an explicit calculation for the $K_{2\times2}$-matrix Chern-Simons theory in Appendix A. One can generalize our result to a higher rank $K$-matrix Chern-Simons theory.

C. Hamiltonian and energy gap

Here we will justify the boundary fully gapping rules in Sec. III B are sufficient to fully gap the edge modes. Our approach is to explicitly calculate the mass gap for the zero energy mode and its higher excitations. We will show that if the boundary fully gapping rules hold, there are stable mass gaps for all edge modes.

We consider the even-rank symmetric $K$ matrix, satisfying rule (3), so the nonchiral system with an even number of edge modes can potentially be gappable.

To determine the mass gap of the boundary modes, and to examine the gap in the large system size limit $L \to \infty$, we will take the large $g$ coupling limit of the Hamiltonian:

$$-g_a \int_0^L dx \cos(\ell_a, \phi_I) = \frac{1}{2} g_a (\ell_a, \phi_I)^2 L. \quad (9)$$

with a $\Phi$ mode expansion Eq. (4), we obtain the energy spectra from its eigenvalues. We realize the following:

**Remark 1.** If we include all the interaction terms allowed by boundary full gapping rules, we can turn on the energy gap of zero modes ($n = 0$) as well as the Fourier modes (nonzero modes $n \neq 0$). The energy spectrum is in the form of

$$E_n = \sqrt{\Delta^2 + \left(\frac{2\pi n}{L}\right)^2} + \cdots. \quad (10)$$

where $\Delta$ is the mass gap. Here $\#$ means some numerical factor. We emphasize how the energy of Fourier modes ($n \neq 0$) behaves towards zero modes at long wavelength low energy limit ($L \to \infty$). Such spectra become continuous at $L \to \infty$ limit, which is the expected energy behavior.

**Remark 2.** If we include the incompatible interaction term, e.g., $\ell_{a,I}^J K^{-1} \ell_{I'}^J \neq 0$, while the interaction terms contain $\sum_a g_a \cos(\ell_{a,\phi_I} + \ell_{a,J})$, we obtain the unstable energy spectrum:

$$E_n = \sqrt{\Delta^2_m + \left(\frac{2\pi n}{L}\right)^2} + \sum_a g_a \cos(\ell_{a,J}/L) + \cdots. \quad (11)$$

The energy spectra exhibits an instability of the system, because at low energy limit ($L \to \infty$), the spectra become discontinuous (from $n = 0$ to $n \neq 0$) and jump to infinity as long as there are incompatible cosine terms (i.e., $g_a g'_{a,J} \neq 0$). The dangerous behavior of $\Delta^2$ term implies the quadratic expansion analysis may not describe the full physics. In that case, the dangerous behavior invalidates localizing of the $\Phi_\ell$ field at a minimum. This invalidates the energy gap, and the unstable system potentially seeks to become gapless phases.

**Remark 3.** We provide an alternative way to study the energy gap stability. We include the full cosine interaction term for the lowest energy states, namely, the zero and winding modes:

$$\cos(\ell_{a,l}, \phi_I) \to \cos \left[ \ell_{a,l} (\phi_I + K^{-1}_J P_{\phi_J}) \frac{2\pi}{L} \right]. \quad (12)$$

The stability of the energy gap can be understood from under what criteria we can safely expand the cosine term to extract the leading quadratic terms by only keeping the zero modes, namely, $\cos(\ell_{a,l}, \phi_I) \simeq 1 - \frac{1}{2} (\ell_{a,l}, \phi_I)^2 + \cdots$. The naive reason is the following: If one does not decouple the winding mode $P_{\phi_J}$ term, there is a complicated $x$ dependence in $P_{\phi_J} \frac{2\pi}{L} x$ along the $x$ integration. The noncommuting algebra $[\phi_I, P_{\phi_J}] = i\delta_{IJ}$ results in the challenge for this cosine expansion. This challenge can be resolved by requiring $\ell_{a,l,\phi_I}$ and $\ell_{a,l,K^{-1}_J P_{\phi_J}}$, commute in Eq. (12):

$$[\ell_{a,l,\phi_I}, \ell_{a,l,K^{-1}_J P_{\phi_J}}] = \ell_{a,l,K^{-1}_J P_{\phi_J}}(i\delta_{IJ}) = \ell_{a,l}(i\delta_{IJ})(i) = 0. \quad (13)$$

In fact, this is the boundary fully gapping rule (1) for the self null statistics—the trivial self-statistics rule among the interaction gapping terms. We can interpret that there is no quantum fluctuation destabilizing the semiclassical particle condensation. With this commuting criterion, we can safely
expand Eq. (12) by the trigonometric identity as
\[
\cos(\ell_a,1)\cos(\ell_a,1) = \cos \left( \ell_a,1 K_{jj}^{-1} P_\theta,0 \frac{2\pi}{L} x \right),
\]
\[-\sin(\ell_a,1)\sin(\ell_a,1) = \sin \left( \ell_a,1 K_{jj}^{-1} P_\theta,0 \frac{2\pi}{L} x \right).
\] (14)

Then we integrate over the circumference \( L \). First, we notice that \( \ell_a,1 K_{jj}^{-1} P_\theta,0 \) takes integer values due to \( \ell_a,1 \in \Gamma_a \) and \( P_\theta,0 \in \mathbb{Z} \). Further we notice that due to the periodicity of both \( \cos(\ldots) \) and \( \sin(\ldots) \) in the region \([0,L] \), both \( x \) integrations over \([0,L] \) vanish. However, the exception is \( \ell_a,1 K_{jj}^{-1} P_\theta,0 = 0 \); then \( \cos(\ell_a,1 K_{jj}^{-1} P_\theta,0 \frac{2\pi}{L} x) = 1 \). We derive
\[
g_a \int_0^L dx \ [\text{Eq. (12)}] = g_a L \cos(\ell_a,1) \delta(\ell_a,1 K_{jj}^{-1} P_\theta,0,0).
\] (15)

The Kronecker-delta function \( \delta(\ell_a,1 K_{jj}^{-1} P_\theta,0,0) = 1 \) indicates that there is a nonzero contribution if and only if \( \ell_a,1 K_{jj}^{-1} P_\theta,0 = 0 \).

So far we have shown that when the self-null braiding statistics \( \ell^T K^{-1} \ell = 0 \) is true, we have the desired cosine potential expansion via the zero mode quadratic expansion at the large \( g_a \) coupling, \( g_a \int_0^L dx \cos(\ell_a) \Phi_1 \simeq -g_a L \frac{1}{2} (\ell_a,0)^2 + \ldots \). If we include not enough gapping terms (less than \( N/2 \) terms), we cannot fully gap all edge modes. On the other hand, if we include more than the boundary full gapping rules (more than \( N/2 \) terms with incompatible terms), there is a disastrous behavior in the spectrum (see Remark 2). We need to include the mutual-null braiding statistics \( \ell_a^T K^{-1} \ell_a = 0 \) so that the energy gap is stable.

The quadratic Hamiltonian includes both the kinetic and the leading order of the potential terms:
\[
\frac{(2\pi)^2}{4\pi L} V_{ij} K_{ii}^{-1} K_{jj}^{-1} P_{\phi,1} P_{\phi,0} + \sum_a g_a L \frac{1}{2} (\ell_a,0)^2.
\] (16)

By solving the quadratic simple harmonic oscillators, we can show the nonzero energy gaps of zero modes. The mass matrix can be properly diagonalized, since there are only conjugate variables \( \phi_0,1, P_{\phi,0} \) in the quadratic order. The energy gap is of the order of one finite gap, independent of the system size \( L \).

\[
\Delta \simeq O\left( \sqrt{2\pi g_a \ell_a,1 \ell_a,1 V_{ij} K_{ii}^{-1} K_{jj}^{-1}} \right).
\] (17)

In the diagonalized basis of the Hamiltonian equation (16), the energy gap \( \Delta_f \) has the component \( f \) dependence.

More precisely, we find the dimension of independent gapping terms \( \Gamma^0 = \{ \ell_a \} \) must be \( N/2 \), namely, satisfying boundary full gapping rule (2). The number of left and right moving modes must be the same, namely, satisfying the nonchiral condition in boundary full gapping rule (3). To summarize, by calculating the stability of the energy gap, we have thus demonstrated that the boundary full gapping rules (1)–(3) are sufficient to ensure that the energy gap is stable at large \( g \) coupling.

Due to the periodicity of \( \phi_0,1 \), its conjugate variable \( P_\phi,0 \) forms a discrete quantized lattice. This is consistent with the discrete Hilbert space of the ground states, forming the Chern-Simons quantized lattice detailed in Sec. III D. We will apply this idea to count the ground state degeneracy of the Chern-Simons theory on a closed manifold or a compact manifold with gapped boundaries in Sec. III F. The boundary full gapping rule (4) will be required for the boundary GSD and the bulk GSD in Sec. III F.

D. Hilbert space

Since \( \phi_0,1 \) is periodic, so \( P_\phi,0 \) forms a discrete lattice. We now impose rule (4), so \( \cos(\ell_a,0) \) are hopping terms along condensed particle vector \( \ell_a,1 \) in the sublattice of \( \Gamma^e \) in the \( P_\phi,0 \) lattice. We will show that rule (4) is essential to derive the bulk GSD by computing the boundary GSD under gluing the boundaries in Sec. III F.

Let \( P_\phi,0 \) represent some compatible anyon \( \ell_{qp} \) which is mutual null to condensed particles \( \ell \) by \( \ell^T K^{-1} P_\phi,0 = 0 \). Thus by rule (1), it means that the compatible anyon \( \ell_{qp} \) parallels along some \( \ell \) vector. However, \( \ell_{qp} \) lives on the quasiparticle lattice, i.e., the unit integer lattice of the \( P_\phi,0 \) lattice. So \( \ell_{qp} \) is parametrized by \( \frac{1}{\gcd(\ell,1)} \), with the greatest common divisor defined as \( \gcd(\ell,1) = \gcd(\ell_1,\ldots,\ell_N) \).

Now let us consider the Hilbert space of ground states in terms of \( P_\phi,0 \) lattice. For the Hilbert space of ground states, we will neglect the kinetic term \( H_{\text{kin}} = \frac{(2\pi)^2}{4\pi L} V_{ij} K_{ii}^{-1} K_{jj}^{-1} P_{\phi,1} P_{\phi,0} \) of the order \( O(1/L) \) as \( L \to \infty \). Recall we label the \( \alpha \)th boundary of a compact spatial manifold with \( \eta \) punctures as \( \alpha_q, \eta \), where \( \alpha = 1, \ldots, \eta \). Note that \( a \) is the index for the \( \eta \)th \( \ell \) vector: \( \ell^a \in \Gamma^\ell_{\eta} \). If we choose the proper basis \( \ell \) vector, based on rule (2), we have \( a = 1, \ldots, N/2 \). For the \( \alpha \)th boundary \( \alpha_q, \eta \), a complete set of condensed particles forms the boundary gapping lattice:

\[
\Gamma^\alpha_{\eta} = \left\{ \ell^{\alpha}_{\eta,0,1} \mid \ell^{\alpha}_{\eta,0,1} \in \mathbb{Z} \right\}.
\] (18)

Recall \( I \) is the \( I \)th branch of the \( K_{N \times N} \) matrix, \( I = 1, \ldots, N \).

A complete set of compatible anyon vectors \( \ell_{qp} \) forms the Hilbert space of the winding mode \( P_\phi,0 \) lattice:

\[
\Gamma^{\alpha}_{\eta,0, I} = \left\{ \ell^{\alpha}_{\eta,0, I} \mid \ell^{\alpha}_{\eta,0, I} \in \mathbb{Z} \right\}.
\] (19)

or simply the anyon hopping lattice. Note that \( \Gamma^\alpha_{\eta,0, I} \) is an infinite Abelian discrete lattice group. Anyon fusion rules and the total neutrality condition essentially means the bulk physical charge excitation can fuse from or split to multiple anyon charges. The rules constrain the set of \( \ell^{\alpha}_{\eta,0, I} \) values to be limited on the \( \Gamma^\alpha_{\eta,0} \) lattice. We define such a
constrained anyon hopping lattice as \( L_{qp} \cap e \):

\[
L_{qp} \cap e = \left\{ \sum_{a=1}^{N} \sum_{j=1}^{j_{hi}} \frac{\hat{\epsilon}_{a,l}}{\gcd(j_{hi})} \mid \forall j_{hi} \in \mathbb{Z}, \exists C_{j} \in \mathbb{Z}, \right\}
\]

**Hilbert space of ground states**

Now we focus on further understanding the ground state eigenvectors and their Hilbert space. At large constrained anyon hopping lattice as \( J_{U/V} \), we can view the interaction term \( g_{a} \cos(\ell_{a,J} \Phi_{1}) \) as a potential term pinning down the \( \Phi_{1} \) field at the minimum of the potential energy.

The periodicity of \( \phi_{0} \sim \phi_{0} + 2\pi \) gives the quantization of its conjugate variable \( P_{\phi} \in \mathbb{Z} \). In terms of operator forms, by the commutation relation \([\hat{P}_{\phi}, \hat{P}_{\phi}] = i, \)

\[
e^{-i\phi_{0}} \hat{P}_{\phi} e^{i\phi_{0}} = \hat{P}_{\phi} + n,
\]

\[
e^{iP_{\phi} \partial \phi_{0}} |\phi_{0} - s\rangle = |\phi_{0} - s\rangle,
\]

\[
e^{-i\phi_{0}} |\phi_{0}\rangle = |P_{\phi} + n\rangle,
\]

up to some scaling factors. For the ground state concerning the zero modes and winding modes, we can express its lowest energy Hamiltonian at the large limit containing Eq. (15) in terms of the well-defined operators \( e^{i\phi_{0}} \) and \( \hat{P}_{\phi} \):

\[
H_{0} = -g_{a} L \cos(\ell_{a,j} \hat{\phi}_{0j}) \delta_{(i, K, \ell_{a,J})} |P_{\phi_{0j}}, 0\rangle
\]

\[
= \frac{g_{a}}{2} L (e^{i\ell_{a,J} \hat{\phi}_{0j}} + e^{-i\ell_{a,J} \hat{\phi}_{0j}}) \delta_{(i, K, \ell_{a,J})} |P_{\phi_{0j}}, 0\rangle.
\]

There are two ways to think about the ground states. The first way is viewing the ground state from the Hilbert space of all possible zero modes \( |\phi_{0j}\rangle \). In this way, a typical ground state is **pinned down** at a minimum of the cosine potential:

\[
|\phi_{0j}\rangle.
\]

The second way to think about the ground state is viewing it from the Hilbert space of winding modes \( P_{\phi} \) only. The full Hilbert space is

\[
\mathcal{H} = \{|P_{\phi}\rangle\}, \text{where } P_{\phi} \in \mathbb{Z},
\]

up to some extra constraints due to the cosine potential (hopping terms), such as the delta function constraint in Eq. (15). In this dual description, the ground state will be hopping around on the \( P_{\phi} \) lattice. From Eq. (23), we learn that \( e^{i\ell_{a,J} \hat{\phi}_{0j}} \) will forward hop \( |P_{\phi_{0j}}\rangle \) along the \( \ell_{a,J} \) vector with a distance \( |\ell_{a,J}| \). Similarly, \( e^{-i\ell_{a,J} \hat{\phi}_{0j}} \) will backward hop \( |P_{\phi_{0j}}\rangle \) along the \(-\ell_{a,J} \) vector with a distance \( |\ell_{a,J}| \). So this ground state \( |\phi_{0j}\rangle \) can be also expressed in \( |P_{\phi_{0j}}\rangle \) basis:

\[
\sum_{a=1}^{a_{hi}} \sum_{j=1}^{j_{hi}} |P_{\phi_{0j}}\rangle \langle P_{\phi_{0j}} |\phi_{0j}\rangle,
\]

which is the Fourier transformation of Eq. (26). We find that using the \( P_{\phi} \) lattice Hilbert space has its convenience, better than the \( \Phi_{1} \) Hilbert space, when there are multiple boundaries assigned with multiple gapped boundary conditions. In Sec. III E, we describe a physical way to switch topological sectors, thus switching ground states, by transporting anyons. In Sec. III F, we will derive the GSD formula in the \( P_{\phi} \) lattice.

**E. Transport between ground state sectors: Flux insertion argument and experimental test on boundary types**

Let us consider the anyon transport in the simplest topology—an annulus or a cylinder. Consider an artificial-designed gauge field or an external gauge field (such as electromagnetic field) \( A \) coupled to topologically ordered states by a charge vector \( q_{1} \). An adiabatic flux insertion \( \Delta \Phi_{B} \) through the cylinder induces an electric field \( E_{c} \) through the Faraday effect. The electric field \( E_{c} \) causes a perpendicular current \( J_{c} \) to flow to the boundary through the Hall effect. We can precisely calculate the induced current \( J \) from the bulk term

\[
q_{1} \Delta \Phi_{B} = -q_{1} \int dt \int \mathbf{J} \cdot d\mathbf{l} = -2\pi e K_{1} h \int J_{c} dx = -2\pi e K_{1} h Q_{1}.
\]

Here \( Q_{1} \) is the charge condensed on the edge of the cylinder. On the other hand, the edge dynamics affects winding modes by

\[
Q_{1} = \int J_{c} dx = -\int \frac{e}{2\pi} \partial_{x} \Phi_{1} dx = -e K_{1} J_{1} P_{\phi_{1}}.
\]

By combining the above two effects, we obtain

\[
q_{1} \Delta \Phi_{B} \left( \frac{h}{e} \right) = \Delta P_{\phi_{1}}.
\]

An adiabatic flux change \( \Delta \Phi_{B} \) induces the anyon transport from one boundary to another, and switches the winding mode by \( \Delta P_{\phi} \). By applying Eq. (30) to Eq. (28), we learn that, as long as \( \Delta P_{\phi_{1}} \) is smaller than the hopping amplitude \( |\ell_{a,J}| \) of Eq. (28), we will shift the ground state to another sector. More explicitly, we will shift a ground state from \( \sum_{a=1}^{a_{hi}} \sum_{j=1}^{j_{hi}} \sum_{\alpha} |P_{\phi_{0j}}\rangle \langle P_{\phi_{0j}} |\phi_{0j}\rangle \) to another ground state

\[
\sum_{a=1}^{a_{hi}} \sum_{j=1}^{j_{hi}} + \Delta P_{\phi_{1}} |P_{\phi_{1}}\rangle \langle P_{\phi_{1}} |\phi_{1}\rangle.
\]

By counting the number of all distinct ground states (here within this \( P_{\phi_{1}} \)-hopping lattice), we can determine the GSD.

**F. Boundary gapping lattice, boundary gapping condition, and ground state degeneracy**

1. **Ground state degeneracy**

The GSD counts the number of topological sectors distinguished by the fractionalized anyons transport between boundaries (see the way of transport in Sec. III E). The direct sum of condensed particle lattice \( \bigoplus_{a=1}^{a_{hi}} \Gamma_{a}^{b} \) obviously satisfies the anyon fusion rules and the total neutrality condition, therefore the lattice \( L_{qp} \cap e \) contains the lattice \( \bigoplus_{a=1}^{a_{hi}} \Gamma_{a}^{b} \). More precisely, we know that \( \bigoplus_{a=1}^{a_{hi}} \Gamma_{a}^{b} \) is a normal subgroup of \( L_{qp} \cap e \). Therefore, given the input data \( K \) and \( \Gamma_{a}^{b} \) (which are sufficient to determine \( \Gamma_{a}^{b} \)), we derive that the GSD is the
number of elements in a quotient finite Abelian group:

\[
\text{GSD} = \left| \frac{L_{qp}}{\bigoplus_{\alpha=1} \Gamma^{\alpha}} \right|, \tag{31}
\]

analogous to Eq. (1). Interestingly the GSD formula, Eq. (31), works for both closed manifolds or compact manifolds with boundaries. By gluing the boundaries of a compact manifold, we can enlarge the original \(K_{N \times N} \) matrix to a \(K_{2N \times 2N} \) matrix of glued edge modes and create \(N \) scattering channels to fully gap out all edge modes. For a genus \(g \) Riemann surface with \( \eta' \) punctures [Fig. (1b)], we start with a number of \( g \) cylinders drilled with extra punctures [20], use Eq. (31) to account for the bulk GSD on a 2-torus for the drilled with extra punctures \([20]\), use Eq. (31) to account for the bulk GSD on a 2-torus for the two classes of topological orders: as an example (equivalently a sphere with two punctures); we can enlarge the original \(K_{N \times N} \) matrix to \(K_{2N \times 2N} \) matrix of glued edge modes and create \(N \) scattering channels to fully gap out all edge modes. For a genus \(g \) Riemann surface with \( \eta' \) punctures [Fig. (1b)], we start with a number of \( g \) cylinders drilled with extra punctures [20], use Eq. (31) to account for

\[
\text{GSD} \leq |\det K|^\frac{1}{2}, \tag{32}
\]

if the system has no symmetry breaking. For a genus \(g \) Riemann surface \((\eta' = 0)\), Eq. (32) becomes \(\text{GSD} \leq |\det K|^\frac{1}{2}\). The inequalities are due to different choices of gapping conditions for glued boundaries [21]. Further details can be found in Appendix B.

Below we apply our algorithm to the generic rank-2 \(K_{2 \times 2} \) matrix case. (The explicit calculation is saved to Appendix A.) From Eq. (8), to fully gap out the edge modes of \(K_{2 \times 2} \) Chern-Simons theory requires \(\det K = -k^2 \) with an integer \(k\). Take a cylinder with two gapped boundaries \(\delta_1 \) and \(\delta_2 \) as an example (equivalently a sphere with two punctures); Eq. (31) shows \(\text{GSD} = |\sqrt{\det K}| = k \) when boundary gapping conditions on two edges are the same; namely, we find that \(\text{GSD} = |\sqrt{\det K}| = k \) when the two boundary gapping lattices satisfy \(\Gamma^h = \Gamma^b \). However, the GSD on a cylinder yields \(\text{GSD} \leq |\sqrt{\det K}| = k \) when boundary gapping lattices on two edges are different: \(\Gamma^h \neq \Gamma^b \).

For specific examples, we take the \(Z_2 \) gauge theory (\(Z_2 \) toric code) formulated by a \(K_{Z_2} = \left( \begin{array}{cc} 0 & k \\ 0 & 0 \end{array} \right) \) Chern-Simons theory and take the \(U(1)_k \times U(1)_{-k} \) nonchiral fractional quantum Hall state formulated by a \(K_{\text{diag},k} = \left( \begin{array}{cc} 0 & k \\ 0 & 0 \end{array} \right) \) Chern-Simons theory. By computing the GSD on a cylinder with different boundary gapping lattices (i.e., \(\Gamma^h \neq \Gamma^b \)), we find \(K_{Z_2} \) has GSD = 1, while \(K_{\text{diag},k} \) has GSD = 1 for odd \(k \) but GSD = 2 for even \(k \) (see Table I).

Table I shows a new surprise. We predict a distinction between two classes of topological orders: \(Z_2 \) gauge theory (with \(K_{Z_2} \)) and \(U(1)_k \times U(1)_{-k} \) nonchiral fractional quantum Hall state (with \(K_{\text{diag},k} \)).

<table>
<thead>
<tr>
<th>GSD</th>
<th>(K_{Z_2} )</th>
<th>(K_{\text{diag},k} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary</td>
<td>(\Gamma^{h_1} \neq \Gamma^{b_2} )</td>
<td>1 ((k ) odd) or 2 ((k ) even)</td>
</tr>
<tr>
<td>GSD</td>
<td>(\Gamma^{h_1} = \Gamma^{b_2} )</td>
<td>(k )</td>
</tr>
<tr>
<td>Bulk GSD</td>
<td>(k^2 )</td>
<td>(k^2 )</td>
</tr>
</tbody>
</table>

Table II. Boundary GSD on a cylinder with two gapped edges and bulk GSD on a 2-torus for the \(Z_2 \) toric code with \(K_{Z_2} \) and the \(Z_2 \) double-semion model (twisted \(Z_2 \) gauge theory with \(K_{\text{diag},k} \)).

<table>
<thead>
<tr>
<th>GSD</th>
<th>(K_{Z_2} ) : toric code</th>
<th>(K_{\text{diag},k} ) : double-semion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary</td>
<td>(\Gamma^{h_1} \neq \Gamma^{b_2} )</td>
<td>1</td>
</tr>
<tr>
<td>GSD</td>
<td>(\Gamma^{h_1} = \Gamma^{b_2} )</td>
<td>2</td>
</tr>
<tr>
<td>Bulk GSD</td>
<td>(2^2 )</td>
<td>(2^2 )</td>
</tr>
</tbody>
</table>

Hall state (with \(K_{\text{diag},k} \)) at even integer \(k \) by simply measuring their boundary GSD on a cylinder. We can take the \(k = 2 \) case in Table I for the more familiar lattice model examples: the \(Z_2 \) toric code \((Z_2 \) gauge theory with \(K_{Z_2} \)) and the \(Z_2 \) double-semion model (twisted \(Z_2 \) gauge theory with \(K_{\text{diag},k} \)), shown in Table II. By computing the GSD on a cylinder with different gapped boundaries (i.e., \(\Gamma^{h_1} \neq \Gamma^{b_2} \)), we find the \(Z_2 \) toric code has GSD = 1, while the \(Z_2 \) double-semion model has GSD = 2.

2. Boundary gapping lattice vs boundary gapping condition

In Sec. II, we mention that the boundary gapping lattice \(\Gamma^a \) derived from the boundary fully gapping rules, is associated with certain boundary gapping conditions. However, their relation is not in a one-to-one correspondence. In this section, we will address the precise relation between the boundary gapping lattice \(\Gamma^a \) and the boundary gapping condition. See Table III for our explicit computations of the boundary gapping conditions and the number of types of boundary gapping conditions, \(N^a \).

On one hand, the boundary gapping lattice may overcount the number of boundary gapping conditions. For example, for the \(Z_2 \) double-semion model described by \(K_{\text{diag},k} = \left( \begin{array}{cc} 0 & 0 \\ 0 & -2 \end{array} \right) \), we find two boundary gapping lattices \(\Gamma^a \) and \(\Gamma^{b} \):

\[
(1) \quad \Gamma^a = \{ n \ell^a = n(2, 2) \mid n \in \mathbb{Z} \} \text{ with compatible anyons } \Gamma^{a,q} = \{ n \ell^{a,q} = n(1, 1) \mid n \in \mathbb{Z} \}.
\]

\[
(2) \quad \Gamma^{b} = \{ n \ell^{b} = n \ell^{b} = n(2, -2) \mid n \in \mathbb{Z} \} \text{ with compatible anyons } \Gamma^{b,q} = \{ n \ell^{b,q} = n(1, -1) \mid n \in \mathbb{Z} \}.
\]

Even though the boundary gapping lattices of \(\Gamma^a \) and \(\Gamma^{b} \) look different, their lattice structures are transformable to each other via identifying the bulk nonfractionalized particles. Namely, the lattice structures of both \(\Gamma^{a,q} \) and \(\Gamma^{b,q} \) are transformable to each other via the particle lattice vectors \(\Gamma^c \):

\[
\ell_{q,p,1}^a = \ell_{q,p,1}^b + \sum_j c_j K_{IJ} \tag{33}
\]

since we have \(\ell_{q,p,1}^a = n(1, 1) = n(1, -1) - n(0, -2) = \ell_{q,p,1}^b + \sum_j c_j K_{IJ} \). Thus, for \(Z_2 \) double semion, there is only one boundary gapping condition: \(N^a = 1 \) (see Table III). More generally, for two sets of boundary gapping lattices \(\Gamma^a \) and \(\Gamma^{b} \) with corresponding anyon hopping lattice \(\Gamma^{a,q} \) and \(\Gamma^{b,q} \), we know the two sets give rise to the identical boundary gapping condition if we can identify them via Eq. (33). We can label each boundary gapping condition by the distinct set of compatible anyons identified via Eq. (33).
TABLE III. In the first column, we list some bosonic and fermionic topological orders and their $K$ matrices in Chern-Simons theory. Nonfractionalized particles of bosonic topological orders can have only bosonic statistics, but nonfractionalized particles of fermionic topological orders can have fermionic statistics. In the second column, we list their number of types of boundary gapping conditions $N^g_\alpha$. In the third column, we list their boundary conditions in terms of a set of compatible and condensable anyons with trivial braiding statistics. In the fourth column, we list their bulk GSD $= |\det K|$ on a closed manifold 2-torus. In the fifth column, we list their boundary GSD on an annulus (or a cylinder) with all various types of boundary gapping conditions on two edges. The $U(1)_b \times U(1)_c$ FQH means the doubled layer chiral and antichiral fractional quantum hall (FQH) states combine to be a nonchiral topological order.

| Bosonic topological orders | $N^g_\alpha$ | Boundary gapping conditions | GSD on a torus $= |\det K|$ | GSD on an annulus |
|---------------------------|--------------|-----------------------------|-----------------|------------------|
| $K_{Z_2} = \begin{pmatrix} 0 & 2 \\ 2 & 0 \end{pmatrix}$ | 2 | $\{(1,0),(2,0),\ldots\}$, $\{(0,1),(0,2),\ldots\}$ | 4 | 1, 2 |
| $Z_2$ toric code | | | | |
| $K_{\text{diag,2}} = \begin{pmatrix} 2 & 0 \\ 0 & -2 \end{pmatrix}$ | 1 | $\{(1,1),(2,2),\ldots\}$ | 4 | 2 |
| $Z_2$ double semion | | | | |
| $K_{Z_3} = \begin{pmatrix} 0 & 3 \\ 3 & 0 \end{pmatrix}$ | 2 | $\{(1,0),(2,0),(3,0),\ldots\}$, $\{(0,1),(0,2),(0,3),\ldots\}$ | 9 | 1, 3 |
| $Z_3$ gauge theory | | | | |
| $K_{Z_4} = \begin{pmatrix} 0 & 4 \\ 4 & 0 \end{pmatrix}$ | 3 | $\{(1,0),(2,0),(3,0),\ldots\}$, $\{(0,1),(0,2),(0,3),\ldots\}$, $\{(2,0),(2,0),(2,0),\ldots\}$ | 16 | 1, 2, 4 |
| $Z_4$ gauge theory | | | | |
| $K_{\text{diag,4}} = \begin{pmatrix} 4 & 0 \\ 0 & -4 \end{pmatrix}$ | 2 | $\{(1,1),(2,2),(3,3),\ldots\}$, $\{(1,3),(2,2),(3,1),\ldots\}$ | 16 | 2, 4 |
| $U(1)_b \times U(1)_c$ FQH | | | | |

| Fermionic topological orders | $N^g_\alpha$ | Boundary gapping conditions | GSD on a torus $= |\det K|$ | GSD on an annulus |
|-----------------------------|--------------|-----------------------------|-----------------|------------------|
| $K_{\text{diag,3}} = \begin{pmatrix} 3 & 0 \\ 0 & -3 \end{pmatrix}$ | 2 | $\{(1,1),(2,2),(3,3),\ldots\}$, $\{(1,2),(2,1),(3,3),\ldots\}$ | 9 | 1, 3 |
| $U(1)_b \times U(1)_c$ FQH | | | | |

On the other hand, the boundary gapping lattice may undercount the number of boundary gapping conditions. In Sec. III.B, we use the null condition [12]: the braiding statistical phase to be zero, in order to demonstrate the gapped edge and the estimated mass gap in Sec. III.C. However, the null condition may be too strong: Boundary fully gapping rules are proven to be sufficient but may not be necessary. Indeed, if we loosen the mutual-braiding statistics to

$$\ell_{\alpha,I}K_{IJ}^{-1}\ell_{\beta,J} \in \mathbb{Z},$$

and loosen the self-braiding statistics to

$$\ell_{\alpha,I}K_{IJ}^{-1}\ell_{\alpha,J} \in \begin{cases} 2\mathbb{Z} & \text{for bosonic systems} \\ \mathbb{Z} & \text{for fermionic systems}, \end{cases}$$

we can still define the statistical phases of Eqs. (5) and (6) to be trivial: a bosonic system obtaining a $+1$ phase, and a fermionic system obtaining a $\pm 1$ phase.

An example that the boundary gapping lattice undercounts the number of boundary gapping conditions is the $Z_2$ gauge theory described by $K_{Z_2} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. We find two boundary gapping lattices $\Gamma^\alpha$ and $\Gamma^\beta$:

1. $\Gamma^\alpha = [n \epsilon^\alpha = n(4,0) \mid n \in \mathbb{Z}]$ with compatible anyons $\Gamma^\alpha_{qp} = [n \epsilon^\alpha_{qp} = n(0,1) \mid n \in \mathbb{Z}]$, $\Gamma^\beta = [n \epsilon^\beta = n(0,4) \mid n \in \mathbb{Z}]$ with compatible anyons $\Gamma^\beta_{qp} = [n \epsilon^\beta_{qp} = n(0,1) \mid n \in \mathbb{Z}]$.

However, there is another set of compatible anyons which satisfies the trivial statistical rules, Eqs. (34) and (35): $\{(2,0),(0,2),(2,2),\ldots\}$.

In this case, we may include an extra boundary gapping lattice outside of the boundary fully gapping rules:

3. $\Gamma^\gamma = [n(4,0) + m(0,4) \mid n,m \in \mathbb{Z}]$ and $\Gamma^\gamma_{qp} = [n(2,0) + m(0,2) \mid n,m \in \mathbb{Z}]$.

Thus, for $Z_4$ gauge theory, there are three boundary gapping conditions: $N^g_{\alpha} = 3$. We can still use Eq. (31) to calculate the boundary GSD on the cylinder with two edges assigned different boundary gapping conditions; the boundary GSD can be $1,2,4$ (see Table III). Here the boundary GSD as 1 and 4 are already captured by Table I. The GSD = 4 is due to the same boundary types on two sides of a cylinder. The GSD = 1 is due to the different boundary types $\Gamma^\alpha$ and $\Gamma^\gamma$ on two sides of a cylinder. The GSD = 2 occurs when the different boundary types contain $\Gamma^\alpha$ on one side, and contain $\Gamma^\gamma$ or $\Gamma^\beta$ on the other side of a cylinder.

More generally, the notion of the compatible anyons with trivial braiding statistics of Eqs. (34) and (35) is termed Lagrangian subgroup, studied independently by Refs. [13,22,23].

In summary, as we exactly solve the number of types of boundary gapping lattices, we find that for $\text{rk}(K) = 2$, we obtain two boundary gapping lattices. However, when we consider boundary gapping conditions, we apply the identification Eq. (33) and the trivial statistical rules Eqs. (34) and (35), we obtain a list of the number of types of boundary gapping conditions $N^g_{\alpha}$ in Table III, where $N^g_{\alpha} \neq 2$ in general.

For a $K$-matrix Chern-Simons theory with $\text{rk}(K) \geq 4$, we find there can be an infinite number of sets of boundary gapping lattices. For example, as $K_{4\times 4} = \text{diag}(1,1,-1,-1)$, one can find a dim-2 boundary gapping lattice, $\{n(A,B,C,D)m(0,C,B,A) \mid n,m \in \mathbb{Z}, A^2 + B^2 - C^2 = \}$.
Different sets of $A,B,C$ give different lattices. However, when we consider boundary gapping conditions, we need to apply the identification Eq. (33) and the trivial statistical rules Eqs. (34) and (35). We find that there are only two representative sets, labeled by

1. $|n(1,0,1,0) + m(1,0,1,0) | n,m \in \mathbb{Z}|$
2. $|n(1,0,1,0) + m(1,0,1,0) | n,m \in \mathbb{Z}|$

The boundary gapping lattices $|n(A,B,C,0),m(0,C,B,A) | n,m \in \mathbb{Z}, A^2 + B^2 - C^2 = 0 |$ can be always reduced to these two sets. However, these two sets can be identified via Eq. (33), since $K$ matrix has unit integers in each column. So there is only one boundary gapping condition $\chi_{\delta}^0 = 1$. See Appendix C for a discussion on the bosonic and fermionic trivial orders with $| det K | = 1$ having only one boundary gapping condition, $\chi_{\delta}^0 = 1$

For other Abelian topological orders described by $K$-matrix Chern-Simons theories, there can be finite numbers of boundary gapping conditions. The most important message for the types of boundary gapping conditions is that we should view the set of compatible anyons as the condensation of particles or anyons with trivial braiding statistics of Eqs. (34) and (35), which defines the boundary gapping conditions (the third column in Table III).

IV. EXAMPLES OF BOUNDARY GSD: MUTUAL CHERN-SIMONS THEORY, $Z_k$ TOPOLOGICAL ORDER, TORIC CODE, AND STRING-Net MODEL

We now take the $Z_k$ gauge theory example with a $K_{Z_k}$-matrix Chern-Simons theory to demonstrate our understanding of two types of GSD on a cylinder with gapped boundaries in physical pictures. By constructing all the fusion and braiding properties of quasiparticle excitations, we know that the $Z_k$ gauge theory and the $K_{Z_k} = (k \downarrow k \downarrow)$ Chern-Simons theory are indeed equivalent to the mutual Chern-Simons theory:

$$\frac{1}{2\pi} \int dt d^3x \frac{e^{i\mu \nu \rho a}}{\epsilon_{\mu \nu \rho}} a_{\mu, a} a_{\nu, a} a_{\rho, a}$$

All these describe the so-called $Z_k$ topological order.

When $k = 2$, it realizes $Z_2$ toric code with a Hamiltonian $H_0 = -\sum \epsilon_{a} A_a - \sum \epsilon_{B_p} B_p$ on a square lattice [4,24]. Here the convention is that the vertex operator $A_a = \prod \sigma^a$ goes around four neighbor links of a vertex and the plaquette operator $B_p = \prod \sigma^z$ goes around four neighbor links of a plaquette, with Pauli matrices $\sigma^a$ and $\sigma^z$. Since the Kitaev toric code is well known, the reader can consult other details defined in Ref. [4]. There are two types of gapped boundaries [5] on a cylinder [Fig. 2(a)]: First, the $x$ boundary (or the rough boundary, denoted as $R$ in Fig. 2) where $z$-string charge $e$ charge condenses. Second, the $z$ boundary (or the smooth boundary, denoted as $S$ in Fig. 2) where $x$-string “charge” $m$ flux condenses [4]. We can determine the GSD by counting the degree of freedom of the code subspace: the number of the qubits—the number of the independent stabilizers. For $GSD = 2$, we have the same number of qubits and stabilizers, with one extra constraint $\prod \text{all sites} B_p = 1$ for two $x$ boundaries (similarly, $\prod \text{all sites} A_a = 1$ for two $z$ boundaries). This leaves 1 free qubit, thus GSD = 2. For $GSD = 2$, there are still the same number of qubits and stabilizers, but no extra constraint. This leaves no free qubits, thus GSD = 2.

![FIG. 2. (Color online) (a) The same boundary conditions on two ends of a cylinder allow a pair of cycles $[c_z]_1, [c_z]_2$ of a qubit, thus GSD = 2. Different boundary conditions do not, thus GSD = 1. (b) The same boundary conditions allow $z$ or $x$ strings to connect two boundaries. Different boundary conditions do not.](image-url)

We can also count the number of independent logical operators [Fig. 2(a)] in the homology class, with the string-net picture [Fig. 2(b)] in mind. There are two cycles $[c_z]_1, [c_z]_2$ winding around the compact direction of a cylinder. If both gapped boundaries of a cylinder are $x$ boundaries, we only have $x$ string connecting two edges: the cycle $[c_x]_1$. If both gapped boundaries of a cylinder are $z$ boundaries, we only have $x$ string (dual string) connecting two edges: the cycle $[c_x]_2$. We can define the qubit algebra by using the generators of $[c_x]_1, [c_x]_2$ in the first case and by using the generators of $[c_z]_1, [c_z]_2$ in the second case. Cycles of either case can define the algebra $\sigma^x, \sigma^y, \sigma^z$ of a qubit, so GSD = 2. If gapped boundaries of a cylinder are different (one is $x$ boundary, the other is $z$ boundary), we have no string connecting two edges: there is no nontrivial cycle, which yields no nontrivial Lie algebra, and $GSD = 1$.

Let us use the string-net picture to view the ground state sectors and the GSD. For both $x$ boundaries ($z$ boundaries), one ground state has an even number of strings (dual strings); the other ground state has an odd number of strings (dual strings), connecting two edges; so again we obtain $GSD = 2$. On the other hand, if the boundaries are different on two sides of the cylinder, no cycle is allowed in the noncompact direction, no string and no dual string can connect two edges, so $GSD = 1$.

Generally, for a $Z_k$ gauge theory (as a level $k$ doubled model) on the compact orientable spatial manifold $M$ without boundaries or with gapped boundaries, without symmetry and without symmetry breaking, we obtain its GSD is bounded by the order of the first homology group $H_1(M, Z_k)$ of $M$ with $Z_k$ coefficient [25], or equivalently the $k$ to the power of the first Betti number $b_1(M)$, namely [21],

$$\text{GSD} \leq |H_1(M, Z_k)| = \left| \bigoplus_{k=1} b_1(M) \bigoplus Z_k \right| = k^{b_1(M)}.$$  (36)

V. TOPOLOGICAL ORDER AND TRIVIAL ORDER

Now let us ask a fundamental question: What is topological order? For a 2D bulk state with nonchiral fully gapped boundary modes, we realize the original definition of degenerated
ground states on a higher genus Riemann surface [1,3] can be transplanted to degenerated ground states on an annulus with two boundaries. We define: For a nonchiral fully gapped system on the boundary and in the bulk, without symmetry and without symmetry breaking, the state is an intrinsic topological order if it has degenerated ground states (at least for certain boundary gapping conditions) on an annulus. For Abelian topological orders described by Abelian Chern-Simons theory, the “at least” statement is due to GSD \( \leq \sqrt{|\det K|} \), only the same boundary condition on two sides of an annulus gives GSD = \( \sqrt{|\det K|} \).

Similarly, without symmetry and without symmetry breaking, the state is trivial order without topological order, if it has a unique ground state on an annulus with two gapped boundaries, for any boundary gapping condition.

On the other hand, with symmetry, for 2D SPT order, the edge modes cannot be gapped without breaking the symmetry. If the edge modes of SPT order are fully gapped by breaking the symmetry, then there can be GSD \( \geq 1 \) on an annulus due to the symmetry-breaking degenerate ground states.

### VI. CONCLUSION

We introduce the concept of the ground state degeneracy of topological order on a manifold with a gapped bulk and gapped boundaries for the energy spectrum—a finite number of ground states are isolated from the energetic excitations. This concept is termed as the boundary degeneracy. We compute the boundary GSD formula for 2D Abelian topologically ordered states by using a \( K_{g \times N} \) matrix Abelian Chern-Simon theory. We show that boundary fully gapped rules are sufficient to fully gap the edge modes, and we examine the low energy Hamiltonian and Hilbert space, boundary gapping lattices, and the number of types of boundary gapping conditions \( N^g \).

To have fully gapped boundaries for the Chern-Simons theory requires that the rank \( N \) is even and nonchiral. This reflects the gapped boundary properties of string-net models or quantum double models including toric codes [6,7]. We compute the number of boundary gapping conditions \( N^g \) for several topological orders in Table III. We confirm the two boundary gapping conditions of toric code [5,7,25].

We show that counting the boundary GSD can reproduce the bulk GSD by gluing the boundaries of a manifold and gapping edge modes on both boundaries. However, we find there are more types of boundary GSD instead of a unique bulk GSD, depending on the types of boundary gapping conditions. A remarkable example is the \( Z_2 \) toric code and \( Z_2 \) double-semion model [more generally, the \( Z_2 \) gauge theory and the \( U(1)_k \times U(1)_k \) nonchiral fractional quantum Hall state, described by \( Z_k \) and \( K_{\text{diag},k} \) Chern-Simons theory at even integer \( k \)]. Though the GSDs of both states on a closed genus \( g \) surface are indistinguishable (GSD = \( k^2 \)), their boundary GSDs on a cylinder are different. The example is especially surprising because both states have the same \( (Z_k)^2 \) fusion algebra. This means the fusion algebra alone cannot determine boundary GSD. In the category theory language [6], the model of the unitary fusion category \( C \) shows that (in Table IV) there can be many different \( C,D \) types realizing the same monoidal center \( Z(C) = Z(D) \). In other words, there are many gapped boundaries that correspond to the same gapped bulk.

Finally, our definitions of topological orders not only deepen the understanding of topological GSD, but also ease the experimental platform with only an annulus topology instead of higher genus surfaces. For future research directions, it will be interesting to realize the boundary GSD and the number of boundary gapping conditions \( N^g \) without using the \( K \)-matrix Chern-Simons theory, which is restricted only to Abelian topological order. Physical concepts which we introduced in Sec. II should still hold universally. Other than the braiding rules and the total neutrality condition, can the braiding rule explicitly enter into the GSD formula [26,27]?

These shall inspire generalizing Eq. (31) to the boundary GSD of non-Abelian topological orders. It will be illuminating to have more predictions based on our theory, as well as experimental realizations of boundary types. One approach is described in Sec. III E: the flux insertion through an annulus or a cylinder. An adiabatic flux change \( \Delta \Phi_R \) induces the anyon transport from one boundary to another by \( \Delta \Phi_R/(h/e) = \Delta P_\phi \). The change of winding mode \( \Delta P_\phi \) can switch the ground state sector. It will be interesting to see how the same type of boundary gapping conditions allow this effect (a unit flux insertion shifts the ground state to another topological sector, with the total number of sectors as GSD = \( \sqrt{|\det K|} \)), while different types of boundary gapping conditions restrain this effect dynamically (GSD \( \leq \sqrt{|\det K|} \)).

For the same type of gapped boundaries, there are \( \sqrt{|\det K|} \) sectors labeled by \( \Delta P_\phi (mod \sqrt{|\det K|}) \); the \( \sqrt{|\det K|} \) units of flux bring the state back to the original sector. For different types of gapped boundaries, we had shown GSD \( \leq \sqrt{|\det K|} \) (such as GSD = 1). This motivates an interesting question: If one inserts flux into the cylinder, what dynamical effect, which repulses anyons transporting from one gapped edge to the other, will be detected? The detection of this dynamical effect can guide experiments to distinguish boundary types, namely, the boundary gapping conditions.

In the Appendices, we demonstrate our algorithm and GSD formula, Eq. (31), for a generic rank-2 \( K \) matrix in Appendix A. We also give an example of why fusion algebra alone does not provide enough information to determine the boundary GSD from the bulk-edge correspondence viewpoint. In Appendix B, we outline the gluing technique to derive the GSD formula, Eq. (32), of a compact manifold with genus. In Appendix C, we comment more about the number of boundary types, \( N^g \).

Note added. Recently, we become aware that Refs. [22,23] have independently studied a similar criteria of gapped boundaries for Abelian topological orders. References [28,29] later
have independently derived a related result of the boundary GSD.
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APPENDIX A: ANALYSIS ON A K_{2x2} CHERN-SIMONS THEORY

Here we work through a rank-2 K-matrix Chern-Simons theory example, to demonstrate our generic algorithm in the main text. We will derive its low energy Hamiltonian, Hilbert space, boundary GSD formula, and the number of types of boundary gapping lattices. Generally we write a rank-2 K matrix as $K_{2 \times 2} = \left( \begin{smallmatrix} k_{11} & k_{12} \\ k_{21} & k_{22} \end{smallmatrix} \right)$. In order to fully gap out edge modes, we find that first, the edge modes need to be nonchiral ($K_{2 \times 2}$ with the equal number of positive and negative eigenvalues), so det $K < 0$. Second, the $|\det K|$ needs to be an integer $p$ square, det $K = -p^2$.

We find two independent sets of the allowed gapping lattices $\Gamma^0 = \{ n^{(a)} \}$ and $\Gamma^\alpha = \{ n^{(l)} \}$ satisfying gapping rules (1)–(4) at $k(k) = 2$, with

$$n_{a,l} = n(\ell_{a,1}, \ell_{a,2}), \quad n_p = \frac{n}{\gcd(k_1, k_3 + p)}(k_1, k_3 + p), \quad \text{(A1)}$$

$$n_p' = n'(\ell_{a,1}', \ell_{a,2}'), \quad n_p' = \frac{n}{\gcd(k_3 + p, k_2)}(k_3 + p, k_2). \quad \text{(A2)}$$

Here $|\gcd(k,l)|$ stands for finding the greatest common divisor in $|k|, |l|$ and taking its absolute value. If $k$ (or $l$) is zero, we define $|\gcd(k,l)|$ is the other value $|k| (|l|)$. Here $n, n' \in Z$ are allowed if no other symmetry constrains its values.

Now we will take two specific topologies, a disk (a sphere with one puncture) and a cylinder (a sphere with two punctures), as examples of manifolds with boundaries. For $K_{2 \times 2}$, the Hilbert space of edge modes on the disk is [16]

$$\mathcal{H}_{\text{disk}} = \mathcal{H}_{\text{km}}^{l,2} \otimes \mathcal{H}_{\phi_1} \otimes \mathcal{H}_{\phi_2}. \quad \text{(A3)}$$

(If $K_{2 \times 2}$ is diagonal, then $\mathcal{H}_{\text{km}}^{l,2} = \mathcal{H}_{\text{km}}^l \otimes \mathcal{H}_{\text{km}}^2$.) The Hilbert spaces of edge modes on the cylinder is

$$\mathcal{H}_{\text{cylinder}} = \bigoplus_{j} \left( \mathcal{H}_{\text{disks}}^{l,2} \otimes \mathcal{H}_{\text{disk}}^{l,2} \right)(j_1, j_2). \quad \text{(A4)}$$

$$= \mathcal{H}_{\text{disk}}^{l,2} \otimes \mathcal{H}_{\text{disk}}^{l,2} \otimes \mathcal{H}_{\ell} \quad \text{(A5)}$$

$\mathcal{H}_{\text{disks}}^{l,2}$ stands for the Hilbert space of the nonzero Fourier mode part with Kac-Moody algebra. We label the low energy Hilbert space by winding mode $P_{\phi}$, which can be regarded as a discrete lattice because of $\Phi(x)$ periodicity. The $1, 2, 3, 4$ indices stand for the component (branch index) of $\Phi(x)$. Because the bulk cylinder provides channels connecting edge modes of two boundaries, fractionalized quasiparticles (here Abelian anyons) can be transported from one edge to the other. $\mathcal{H}_{\ell}$ contains fractional sectors $|j_1, j_2\rangle$: the first branch $j_1$ runs between the top ($P_{\phi}^{\text{top}}$) and the bottom ($P_{\phi}^{\text{bottom}}$); the second branch $j_2$ runs between the top ($P_{\phi}^{\text{top}}$) and the bottom ($P_{\phi}^{\text{bottom}}$).

We explicitly show that edge modes with these gapping terms, Eqs. (A1) and (A2), have a finite energy gap above the ground states at a large system size $L$ and a large coupling $g$. Without losing generality, take $V = (v_2, v_1)$ and a gapping term $(\ell_{a,1}, \ell_{a,2}) = \frac{p}{\gcd(k_1, k_3 + p)}(k_1, k_3 + p) \in \Gamma^0$, and diagonalize the Hamiltonian,

$$H = \left( \int_0^L dx \mathcal{V}_{ij} \partial \Phi_i \partial \Phi_j \right) + \frac{1}{2} g(\ell_{a,1} \cdot \Phi)^2 L. \quad \text{(A6)}$$

We find energy eigenvalues

$$E_{1,2}(n) = \sqrt{\Delta^2 + \left( \frac{n \pi}{L} \right)^2} \delta_1 \pm \left( \frac{n \pi}{L} \right)^2 \delta_2, \quad \text{(A7)}$$

where the finite mass gap is independent of $L$:

$$\Delta = \sqrt{2 \pi g \left[ k_1(k_1 - k_2)v_1 + 2(k_1 + p)(k_3v_1 - k_2v_2) \right] / \gcd(k_1, k_3 + p)}, \quad \delta_1 = (k_1 - k_2)^2 v_1^2 + 4k_3v_1 - k_2v_2, \quad \delta_2 = v_1(k_1 + k_2) - v_2(2k_3).$$

To count the boundary GSD, for a generic $K_{2 \times 2}$ Abelian topological order on a disk, taking $\ell_{a,1} \in \Gamma^0$ in Eq. (A1) without losing generality (the same argument for $\Gamma^\alpha$) [31], we have

$$P_{\phi_1} = I_1 \ell_{a,1} + j_1 \frac{\ell_{a,1}}{|\gcd(\ell_{a,1})|}, \quad P_{\phi_2} = I_1 \ell_{a,2} + j_1 \frac{\ell_{a,2}}{|\gcd(\ell_{a,2})|}.$$

The total anyon charge for each branch needs to conserve, but a single boundary of a disk has no other boundaries to locate transported anyons. This implies: $j_1 = 0$, there is no different topological sector induced by transporting anyons, thus GSD = 1.

On the other hand, if the topology is replaced by a cylinder with the top $\delta_1$ and the bottom $\delta_2$ boundaries shown in Fig. 3, when the gapping terms from $\text{boundary gapping lattice} \Gamma^{\alpha,\phi}$ are chosen to be the same, the Hilbert space on the $P_{\phi}$ lattice is

$$P_{\phi_1} = I_1 \ell_{a,1} + j_2 \frac{\ell_{a,1}}{|\gcd(\ell_{a,1})|}, \quad P_{\phi_2} = I_1 \ell_{a,2} + j_2 \frac{\ell_{a,2}}{|\gcd(\ell_{a,2})|}.$$

$$P_{\phi_1} = I_2 \ell_{a,1} + j_2 \frac{\ell_{a,1}}{|\gcd(\ell_{a,1})|}, \quad P_{\phi_2} = I_2 \ell_{a,2} + j_2 \frac{\ell_{a,2}}{|\gcd(\ell_{a,2})|}.$$

$$P_{\phi_1} = I_2 \ell_{a,1} + j_2 \frac{\ell_{a,1}}{|\gcd(\ell_{a,1})|}, \quad P_{\phi_2} = I_2 \ell_{a,2} + j_2 \frac{\ell_{a,2}}{|\gcd(\ell_{a,2})|}.$$
Anyon fusion rules and charge conservation for each branch constrains \((P_{\phi_1} + P_{\phi_2} + P_{\phi_3} + P_{\phi_4})\) belongs to the \(\Gamma_\ell\) electron lattice: \((P_{\phi_1} + P_{\phi_2} + P_{\phi_3} + P_{\phi_4}) \in \Gamma_\ell\). With \(|\gcd(\ell_\alpha)| = p\), it implies \(j_A = -j_B (\text{mod } p)\), where \(p \leq \gcd(\ell_\alpha)\) has different topological sectors induced by different \(j_A\). When \(\Delta j_A/p \in \mathbb{Z}\), it transports nonfractionalized particles (e.g., electrons), so it returns to the same topological sector.

Counting the number of distinct sectors, i.e., ground states, we find \(\text{GSD} = p\).

If gapping terms on two boundaries of a cylinder are chosen to be different, \(\Gamma_\ell^3\) for \(\ell_1\), \(\Gamma_\ell^3\) for \(\ell_2\), we revise the second line of Eq. (A9) to

\[
P_{\phi_1} = I_{\ell_1}^2 e_{\ell_1,1} + j_B' \frac{\ell_\alpha_1}{\gcd(\ell_\alpha_1)} , \quad P_{\phi_2} = I_{\ell_1}^2 e_{\ell_2,1} + j_B' \frac{\ell_\alpha_2}{\gcd(\ell_\alpha_2)} .
\]

(A10)

Anyon fusion rules and anyon conservation imply \((\frac{\ell_\alpha_1}{\gcd(\ell_\alpha_1)} j_A + \frac{\ell_\alpha_2}{\gcd(\ell_\alpha_2)} j_B, \frac{\ell_\alpha_1}{\gcd(\ell_\alpha_1)} j_A + \frac{\ell_\alpha_2}{\gcd(\ell_\alpha_2)} j_B) \in \Gamma_\ell\). This constraint gives a surprise. For example, when \(\text{K}_{Z_p} = \begin{pmatrix} 0 & p \\ p & 0 \end{pmatrix}\), we obtain \(\text{GSD} = 1\). However, when \(\text{K}_{\text{diag}, p} = \begin{pmatrix} p & 0 \\ 0 & p \end{pmatrix}\) we obtain \(\text{GSD} = 1\) for \(p \in \text{odd}\), but \(\text{GSD} = 2\) for \(p \in \text{even}\). This provides a new approach that can distinguish two types of orders \(\text{K}_{Z_p}\) and \(\text{K}_{\text{diag}, p}\) when \(p\) is even by measuring their boundary GSD.

We illustrate this result in an intuitive way in Fig. 3. When boundary types and boundary gapping lattices \(\Gamma_\ell^3\) are the same on two sides of the cylinder, Fig. 3(a) is enough to explain \(\text{GSD} = p\), whereas fractionalized anyons transport from the bottom to the top. For the \(\text{K}_{Z_p}\) case, say \(\Gamma^h = \Gamma^{h_1} = \Gamma^g = \{n(p,0)\}\), there are quasiparticle \(\phi_1\) with \(\ell_\alpha = j_A(1,0)\) for \(0 \leq j_A \leq p - 1\). For the \(\text{K}_{\text{diag}, p}\) case, say \(\Gamma^h = \Gamma^{h_1} = \Gamma^g = \{n(p,p)\}\) with \(\ell_\alpha = j_A(1,1)\), for \(0 \leq j_A \leq p - 1\). This accounts for all \(p\) sectors.

Let us first do a preliminary analysis, when boundary gapping lattices \(\Gamma^g\) are different. Naively, Fig. 3(a) is not allowed for the fractionalized anyon transport. Figure 3(b) is crucial to account for the second ground state of \(\text{K}_{\text{diag}, p}\) at \(p \in \text{even}\). Let us take \(\Gamma^h = \Gamma^{h_1} = \{n(p,p)\}\) and \(\Gamma^g = \{n(p,0)\}\), where \(e_\ell\) represents a nonfractionalized particle \(\ell = (p,0)\), whereas \(\phi_1\) with \(\ell_\alpha = (p/2, p/2)\) and \(\phi_2\) with \(\ell_\alpha = (p/2, -p/2)\) at \(p \in \text{even}\) are allowed fractionalized anyons (with integer units of anyon charge). This process switches the ground state to a different sector, so \(\text{GSD} = 2\). However, fractionalized anyons transport in Fig. 3(b) is not allowed for \(\text{K}_{Z_p}\) with different boundary types on two sides of the cylinder, which results in \(\text{GSD} = 1\).

Next let us do a more careful analysis, taking into account the boundary gapping conditions defined through the set of condensed anyons (namely, the third column of Table III in Sec. III F 2). In this case, we learn that the two boundary gapping lattices for \(\text{K}_{\text{diag}, 2}\) give rise to the same boundary gapping condition: \([(1,1),(2,2), \ldots]\). The anyon transport picture of Figs. 3(a) and 3(b) represent the same kind of transport, since \(\ell_\alpha = (1 \text{ mod } 2), 1 \text{ mod } 2) = (1 \text{ mod } 2), -1 \text{ mod } 2)\). However, for \(\text{K}_{\text{diag}, 4}\), the two boundary gapping lattices \(\Gamma^h = \Gamma^g = \{n(4,4)\}\) on a cylinder represent different boundary gapping conditions: \([(1,1),(2,2),(3,3), \ldots]\) and \([(1,3),(2,2),(3,1), \ldots]\), respectively. The anyon transport picture of Figs. 3(a) and 3(b) for \(\text{K}_{\text{diag}, 4}\) still represent the same kind of transport, since \(\ell_\alpha = (2 \text{ mod } 4), 2 \text{ mod } 4) = (2 \text{ mod } 4), -2 \text{ mod } 4)\). More generally, we have \(\ell_\alpha = (p/2 \text{ mod } p), p/2 \text{ mod } p) = (p/2 \text{ mod } p), -p/2 \text{ mod } p)\). To summarize, for \(\text{K}_{\text{diag}, p}\) with \(p\) is an even integer, the boundary gapping conditions \([(1,1),(2,2), \ldots,p/2,p/2), \ldots]\) and \([(1, p - 1),(2, p - 2), \ldots,p/2,p/2), \ldots]\] on two sides of a cylinder give rise to \(\text{GSD} = 2\). The second ground state is obtained through transporting the \((p/2,p/2)\) anyon from one side to the other side of the cylinder.

The result remarks that only the fusion algebra [both \(\text{K}_Z\) and \(\text{K}_{\text{diag}, p}\) have the doubled fusion algebra \(\{(Z_p)^2\}\) is not sufficient enough to determine the boundary GSD.

**APPENDIX B: SURGERY TO GLUE CYLINDERS TO FORM A GENUS G RIEMANN SURFACE WITH PUNCTURES**

Here we show how to glue the boundaries of punctured cylinders to form a genus \(g\) Riemann surface with punctures, and determine its GSD of the topological order on the surface.

For a genus \(g\) Riemann surface with \(\eta\) punctures [Figs. 1(b) and 4(c)], we start from Fig. 4(a), a number of \(g\) cylinders drilled with a total puncture number \(\eta = \eta' + 2g + 2(g - 1)\), while \(2g\) counts two punctures on top and bottom for each cylinder (\(h_{i,T}\) and \(h_{i,B}\), \(1 \leq i \leq g\)), drill an extra puncture on both the first (\(h_{1,L}\)) and the last \(gth\) cylinder (\(h_{g-1,R}\)), and drill two extra punctures (\(h_{j-1,R}\) and \(h_{j,L}\)) for the \(jth\) cylinder for \(2 \leq j \leq g - 1\). There are thus \(2(g - 1)\) extra punctures. Glue the boundaries of \(h_{i,L}\) and \(h_{j,R}\) together for \(1 \leq j \leq g - 1\), and glue \(h_{1,T}\) and \(h_{g-1,B}\) together for \(1 \leq i \leq g\) [results in Fig. 4(c)].

Use Eq. (31) to account for the part with glued boundaries \([1 \leq \alpha \leq 2g + 2(g - 1)]\) which contributes a factor of \(|\det K|^{\eta'}\), and redefine particle hopping lattices \(Q_{\eta'}\) and \(\bigoplus_{Q_{\eta'}\in\text{GSD}}\). For a closed manifold case is relaxed to any natural number \(\mathbb{N}\), since we still can create
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2N modes by gluing two boundaries each with an odd number N of edge modes. This works for both odd and even numbers of branches. The inequalities here are due to different choices of boundary gapping conditions for glued boundaries.

APPENDIX C: NUMBER OF TYPES OF BOUNDARY GAPPING CONDITIONS

For the number of types of boundary gapping conditions \( N^0_e \) for a \( K \)-matrix Chern Simons theory, we have discussed the subtle difference between the boundary gapping lattice and the boundary gapping conditions in Sec. III F 2. For \( \text{rk}(K) = 2 \), we showed that there are two types of boundary gapping lattices, but the \( N^0_e \) in Table III can be 1, 2, 3, etc. For \( \text{rk}(K) \geq 4 \), even though there can be infinite types of boundary gapping lattices, the \( N^0_e \) can be finite.

Let us consider a specific case with \( |\det K| = 1 \), where the canonical form of this unimodular indefinite symmetric integral \( K_{N,N} \) matrix exists [32]. For the odd matrix (where the quadratic form has some odd integer coefficient, so the system is fermionic with fermionic statistics), the canonical form is composed by \( N/2 \) blocks of

\[
\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \oplus \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \oplus \ldots
\]

(C1)

along the diagonal blocks of \( K_{N,N} \). For the even matrix (where the quadratic form has only even integer coefficients, so the system is bosonic with only bosonic statistics), the canonical form is composed by blocks of

\[
\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \oplus \ldots
\]

(C2)

and a set of all positive (or negative) coefficients \( K_{E_i} \), \( K_{E_i} = \) \[
\begin{pmatrix} 2 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & -2 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 2 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 2 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 2 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}
\]

(C3)

along the diagonal blocks of \( K_{N,N} \). A positive definite \( K_{E_i} \) with eight chiral bosons cannot be gapped out. Thus, in order to have nonchiral states, the even matrix canonical form must be composed by \( N/2 \) blocks of \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \).

Now let us revisit the number of boundary gapping conditions \( N^0_e \) in this canonical form when \( |\det K| = 1 \). We had claimed under the boundary fully gapping rules (1)–(4) when \( \text{rk}(K) \geq 4 \), the number of types of boundary gapping lattices can be infinite. Now for the boundary gapping conditions, we should identify the boundary gapping lattices via the particle lattice by Eq. (33) of Sec. III F 2. This identification modifies our result for the fermionic system of the \( K \) matrix in Eq. (C1) and for the bosonic system of the \( K \) matrix in Eq. (C2) to

\[ N^0_e = 1. \]

Due to the integer lattice identification of Eq. (33), we cannot distinguish 0 and 1 due to the module 1 identification by the column vector of \( K \) matrices in Eqs. (C1) and (C2). All trivial particles, bosons for bosonic system or fermions for fermionic systems of \( |\det K| = 1 \), are identified. Without symmetry or symmetry breaking, all the boundary types with the condensation of trivial particles are thus identified.

Later we will show that for the Abelian topological orders, \( \Gamma_\alpha \) and \( \Gamma_\alpha^{\prime} \) are the charge lattice Hilbert spaces of the quantized Chern-Simons theory. 


For an Abelian group, a finite direct product is a finite direct sum, so \( \bigoplus \alpha \Gamma_\alpha = \prod \alpha \Gamma_\alpha \), with \( \alpha \) as the finite number of boundaries. The direct sum is indeed the coproduct in the category of Abelian groups. 

Explicit results in the Appendices of this paper. 

Juven Wang et al. (unpublished). 


Peculiarly, simply applying Eq. (31) to surfaces without genus [Fig. 1(a)] and with genus [Fig. 1(b)] cases gives the same GSD, if both have the same boundary number and boundary conditions. However, by gluing techniques, we learn from Eq. (32) there can be a factor contribution \( (|\det K|) \) from the genus topology. So the nontrivial winding in genus may modify Eq. (31), where braiding rules may get involved. On the other hand, braiding rules are implicitly involved when we define gapped boundaries through the particle condensation with the trivial braiding statistics among the condensed particle and condensed quasiparticles. 


Notice if we take \( |n| \geq 2 \) or \( |n'| \geq 2 \) larger-size hopping term for \( n \ell_k,I \in \Gamma^{\ell}, n' \ell'_k,I \in \Gamma'^{\ell'} \), the lattice can break into more sublattices of different sectors: the calculation on a disk is altered to GSD = \( |n| \). However, generically no symmetry forbids the \( n = n' = 1 \) case (the least-size hopping terms), whose dominant cosine potential can minimize the energy. 