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Abstract

We present Prophet, a novel patch generation system that learns a probabilistic model over candidate patches from a database of past successful patches. Prophet defines the probabilistic model as the combination of a distribution over program points based on defect localization algorithms and a parameterized log-linear distribution over modification operations. It then learns the model parameters via maximum log-likelihood, which identifies important characteristics of the previous successful patches in the database. For a new defect, Prophet generates a search space that contains many candidate patches, applies the learned model to prioritize those potentially correct patches that are consistent with the identified successful patch characteristics, and then validates the candidate patches with a user supplied test suite. The experimental results indicate that these techniques enable Prophet to generate correct patches for 15 out of 69 real-world defects in eight open source projects. The previous state of the art generate and validate system, which uses a set of hand-code heuristics to prioritize the search, generates correct patches for 11 of these same 69 defects.

1. Introduction

We present Prophet, a new generate-and-validate patch generation system that automatically learns features of patches that successfully correct defects in existing programs. Prophet leverages the availability of large publicly available open-source software repositories that contain many successful patches. Given a database of such successful patches, Prophet learns a probabilistic model that characterizes the features that these patches exhibit. It then applies this model to recognize and prioritize correct patches within its larger set of candidate patches.

Generate-and-validate systems start with a program and a test suite of test cases, at least one of which exposes an defect in the program. They then generate a space of candidate patches and search this space to find plausible patches that produce correct outputs for all test cases in the test suite. Unfortunately, the presence of plausible but incorrect patches (which produce correct outputs for all of the test cases in the test suite but incorrect outputs for other inputs) has complicated the ability of previous generate-and-validate systems to find correct patches [8, 11–13, 18–20, 25].

Prophet uses its learned probabilistic patch correctness model to rank the plausible patches in its search space. The hypothesis is that successful patches share common characteristics which, if appropriately extracted and integrated into the patch generation system, will enable Prophet to automatically recognize and rank correct patches above the other plausible patches that it generates.
names) may be application-specific and therefore may not generalize to other applications.

The Prophet program value features address this challenge as follows. Prophet uses a static analysis to obtain a set of application-independent atomic characteristics for each program value (i.e., variable or constant) that the patch manipulates. Each atomic characteristic captures a role that the value plays in the original or patched program (for example, a value may occur in the condition of an if statement or be returned as the value of an enclosing function).

Prophet then defines program value features that capture relationships between different roles that the same value plays in the original and patched programs. Because the program value features are derived from application-independent roles, they generalize across different applications.

To the best of our knowledge, Prophet is the first program repair system to use an automatically learned probabilistic model to identify and exploit important patch characteristics to automatically generate correct patches.

1.2 Experimental Results

We evaluate Prophet on 69 real world defects drawn from eight large open source applications. Our results show that, on the same benchmark set, Prophet automatically generates correct patches for significantly more defects than previous generate-and-validate patch generation systems, specifically SPR [12, 13], GenProg [11], and AE [25]. The Prophet search space contains correct patches for 19 defects. Prophet generates correct patches for 15 of these 19 defects. SPR, which uses a set of hand-coded heuristics to prioritize its search of the space of candidate patches, generates correct patches for 11 defects while GenProg and AE generate correct patches for 1 and 2 defects, respectively.

Our results also show that the learned model significantly improves the capability of Prophet to identify correct patches among the candidate patches in the search space. On average, Prophet prioritizes the first correct patch as one of top 11.7% in the patch prioritization order. In comparison, SPR prioritizes the first correct patch as one of the top 17.5% on average. A baseline algorithm without learning generates correct patches for only 8 defects and prioritizes the first correct patch as one of the top 20.8% on average.

Our results also highlight how program value features are critical for the success of Prophet. A variant of Prophet that disables program value features generates correct patches for only 10 defects. A common scenario is that the search space contains multiple plausible patches that manipulate different program variables. The extracted program value features often enable Prophet to identify the correct patch (which manipulates the right set of program variables) among these multiple plausible patches.

1.3 Contributions

This paper makes the following contributions:

- **Probabilistic Model**: It presents a novel parameterized probabilistic model for correct patches. This model assigns a probability to each candidate patch. This probability indicates the likelihood that the patch is correct. It also presents an algorithm that learns the model parameters via a training set of successful patches collected from open-source project repositories.

- **Feature Extraction**: It presents a novel framework for encoding program value features. Because these features successfully abstract away application-specific surface syntactic elements (such as variable names) while preserving important structural patch characteristics, they significantly improve the ability of Prophet to learn application-independent characteristics of successful patches.

- **Patch Generation with Learning**: It presents the implementation of the above techniques in the Prophet automatic patch generation system. Prophet is, to the best of our knowledge, the first automatic patch generation system that uses a machine learning algorithm to automatically learn and exploit characteristics of successful patches.

- **Experimental Results**: It presents experimental results that evaluate Prophet on 69 real world defects in eight large open source applications. Prophet generates correct patches for 15 of the 69 defects. The previous state of the art system (SPR) generates correct patches for 11 defects.

The results show that the learned model significantly improves the ability of Prophet to identify correct patches among the candidate plausible patches and highlight how the program value features are critical for the success of Prophet — with these features disabled, Prophet generates correct patches for only 10 of the 69 defects.

The rest of this paper is organized as follows. Section 2 presents an example that illustrates how Prophet generates a patch that corrects an defect in the PHP interpreter. Section 3 presents the technical design of Prophet. Section 4 presents the experimental results. We discuss related work in Section 5 and conclude in Section 6.

2. Example

We next present an example that illustrates how Prophet corrects a defect in the PHP interpreter. The PHP interpreter (before version 5.3.5 or svn version 308315) contains a defect (PHP bug #53971) in the Zend execution engine. If a PHP program accesses a string with an out-of-bounds offset, the PHP interpreter may produce spurious runtime errors even in situations where it should suppress such errors.

Figure 1 presents (simplified) code (from the source code file Zend/zend_execute.c) that contains the defect. The C function at line 1 in Figure 1 implements the read operation that fetches values from a container at a given offset. The function writes these values into the data structure referenced by the first argument (result).

When a PHP program accesses a string with an offset, the second argument (container_ptr) of this function references the accessed string. The third argument (dim) identifies the specified offset values. The code at lines 17-18 checks whether the specified offset is within the length of the string. If not, the PHP interpreter generates a runtime error indicating an offset into an uninitialized part of a string (lines 27-29).

In some situations PHP should suppress these out-of-bounds runtime errors. Consider, for example, a PHP program that calls isset(str[1000]). According to the PHP specification, this call should not trigger an uninitialized data error even if the length of the PHP string str is less than 1000. The purpose of isset() is to check if a value is properly set or not. Generating an error message when isset() calls the procedure in Figure 1 is invalid because it interferes with the proper operation of isset().

In such situations the last argument (type) at line 3 in Figure 1 is set to 3. But the implementation in Figure 1 does not properly check the value of this argument before generating an error. The result is spurious runtime errors and, depending on the PHP configuration, potential denial of service.
// developer patch.
// This Prophet patch is identical to the (correct)
// before the following error generation statement.
// The guard that the correct Prophet patch inserts
// if (!(type == 3)) return;

// A plausible but incorrect patch that validates
// the generated patches according to the computed correctness
// probability that the corresponding patch is correct. It then ranks
// the learned model to the computed feature vector to obtain a
// probability of observing the collected training database in the
// probabilistic model.

Apply Prophet: We then apply Prophet to automatically generate a
patch for this defect. Specifically, we provide Prophet with the PHP
source code that contains the defect and a test suite that contains
6957 test cases. One of the test cases exposes the defect (i.e.,
the unpatched version of PHP produces incorrect output for this
test case). The remaining 6956 test cases are to prevent regression
(the unpatched version of PHP produces correct outputs for these test
cases). Prophet generates a patch with the following steps:

- Defect Localization: Prophet first performs a dynamic analy-
  sis of the execution traces of the PHP interpreter on the supplied
  test suite to identify a set of candidate program points for the
  patch to modify. In our example, the Prophet defect localiza-
  tion algorithm observes that the negative test case executes the
  statement at lines 27-29 in Figure 1 while the positive test cases
  rarely execute this statement. Prophet therefore generates can-
  didate patches that modify this statement (as well as candidate
  patches that modify other statements).

- Search Space Generation: Prophet works with the SPR search
  space [12, 13], which uses transformation schemas and staged
  condition synthesis to generate candidate patches. Some (but
  by no means all) of these candidate patches add an if statement
to guard (conditionally execute) the statement at lines 27-29 in
  Figure 1.

- Rank Candidate Patches: Prophet computes a feature vector
  for each candidate patch in the search space. It then applies
  the learned model to the computed feature vector to obtain a
  probability that the corresponding patch is correct. It then ranks
  the generated patches according to the computed correctness
  probabilities.

In our example, the model assigns a relatively high correctness
probability to the candidate patch (line 26 in Figure 1) that adds
an if statement guard with condition (type != 3) (this condi-
tion was synthesized by the Prophet condition synthesis al-
gorithm [12, 13]) before the statement that generates the error
message (lines 27-29 in Figure 1). This patch has several fea-
tures that correspond in the learned model to correct patches.
For example, 1) it adds an if condition to guard a call statement
and 2) the guard condition checks a supplied argument of the
function.

- Validate Candidate Patches: Prophet then uses the test suite
  to attempt to validate the patches in order of highest patch
  correctness probability. The patch shown at line 26 in Figure 1
  is the first patch to validate (i.e., it is the first generated patch
  that produces correct outputs for all of the test cases in the test
  suite).

The generated Prophet patch is correct and identical to the
developer patch for this defect. Note that the Prophet search space
may contain incorrect patches that nevertheless validate (because
they produce correct outputs for all test cases in the test suite).
In our example, line 20 in Figure 1 presents one such patch. This
patch directly returns from the function if type != 3. This patch is
incorrect because it does not properly set the result data structure
(referenced by the result argument) before it returns from the
function. Because the negative test case does not check this result
data structure, this incorrect patch nevertheless validates. In our
example the Prophet learning algorithm successfully ranks such
plausible but incorrect patches lower than the correct patch.
3. Design
Prophet first performs an offline training phase to learn a probabilistic model which summarizes important features of successful patches drawn from a large revision database. Given a new defective program \( p \), Prophet generates a space of candidate patches for \( p \) and uses the learned model to recognize and prioritize correct patches. In this way the learned knowledge guides the exploration of the patch search space.

3.1 Probabilistic Model
Given a defective program \( p \) and a search space of candidate patches, the Prophet probabilistic model is a parameterized likelihood function which assigns each candidate patch \( \delta \) a probability \( P(\delta \mid p, \theta) \), which indicates how likely \( \delta \) is a correct patch for \( p \). \( \theta \) is the model parameter vector which Prophet learns during its offline training phase (see Section 3.2). Once \( \theta \) is determined, the probability can be interpreted as a normalized score (i.e., \( \sum_\delta P(\delta \mid p) = 1 \)) which prioritizes potentially correct patches among all possible candidate patches.

The Prophet probabilistic model assumes that each candidate patch \( \delta \) in the search space can be derived from the given defective program \( p \) in two steps: 1) Prophet selects a program point \( \ell \in L(p) \), where \( L(p) \) denotes the set of program points in \( p \) that Prophet may attempt to modify; 2) Prophet selects an AST modification operation \( m \in M(p, \ell) \) and applies \( m \) to \( \ell \) to obtain \( \delta \), where \( M(p, \ell) \) denotes the set of all possible modification operations that Prophet may attempt to apply at \( \ell \). Therefore the patch \( \delta \) is a pair \((m, \ell)\).

Based on this assumption, Prophet factors the probability \( P(\delta \mid p, \theta) \) as follows:

\[
P(\delta \mid p, \theta) = P(m \mid \ell, p, \theta) \cdot P(\ell \mid p, \theta) \cdot P(m \mid \ell, \theta)
\]

\[
P(m \mid \ell, p, \theta) = \frac{\exp(\phi(p, m, \ell, \theta))}{\sum_{m' \in M(p, \ell)} \exp(\phi(p, m', \ell, \theta))}
\]

where \( \phi(p, \ell, m) \) is the feature vector that Prophet extracts from the triple of \( p, \ell, m \) (see Section 3.3).

\[
P(\ell \mid p, \theta) = \frac{1}{Z} \cdot A \cdot B
\]

\[
A = (1 - \beta)^{(p, \ell)}
\]

\[
B = \frac{\sum_{m' \in M(p, \ell)} \exp(\phi(p, m', \ell, \theta))}{\sum_{\ell' \in L(p)} \sum_{m' \in M(p, \ell')} \exp(\phi(p, m', \ell', \theta))}
\]

The part \( A \) is a geometric distribution that encodes the information Prophet obtains from its defect localization algorithm (which identifies target program points to patch). The algorithm performs a dynamic analysis on the execution traces of the program \( p \) on the supplied test suite to obtain a ranked list of potential program points to modify (see Section 3.5). \( r(p, \ell) \) denotes the rank of \( \ell \) assigned by the defect localization algorithm. If \( \ell \) is not in the Prophet search space (i.e., \( \ell \notin L(p) \)), then \( r(p, \ell) = \infty \). \( \beta \) is the probability of each coin flip trial of the geometric distribution (which Prophet empirically sets to 0.02). The part \( B \) is a parameterized log-linear distribution determined by the extracted feature vectors \( \phi \) and the learned parameter vector \( \theta \).

\[
P(\delta \mid p, \theta) \text{ is the product of } P(\ell \mid p, \theta) \text{ and } P(m \mid \ell, p, \theta):
\]

\[
\frac{1}{Z} \cdot (1 - \beta)^{r(p, \ell)} \cdot \exp(\phi(p, m, \ell, \theta)) \cdot \sum_{\ell' \in L(p)} \sum_{m' \in M(p, \ell')} \exp(\phi(p, m', \ell', \theta))
\]

Intuitively, this formula assigns the weight \( e^{\phi(p, m, \ell, \theta)} \cdot \delta \) to each candidate patch \((m, \ell)\) based on the extracted feature vector \( \phi(p, m, \ell) \) and the learned parameter vector \( \theta \). The formula then computes the weight proportion of each patch over the total weight of the entire search space derived from the functions \( L \) and \( M \).

The formula obtains the final patch probability by multiplying the weight proportion of each patch with a geometric distribution probability, which encodes the defect localization ranking of the patch.

Note that \( L(p) \), \( r(p, \ell) \), and \( M(p, \ell) \) are inputs to the probabilistic model. \( M(p, \ell) \) defines the patch search space while \( L(p) \) and \( r(p, \ell) \) define the defect localization algorithm. The model can work with arbitrary \( L(p) \), \( r(p, \ell) \), and \( M(p, \ell) \), i.e., it is independent of the underlying search space and the defect localization algorithm. It is straightforward to extend the Prophet model to work with patches that modify multiple program points.

3.2 Learning Algorithm
The input to the Prophet training phase is a large revision change database \( D = \{(p_1, \delta_1), \ldots, (p_n, \delta_n)\} \), where each element of \( D \) is a pair of a defective program \( p_i \) and the corresponding successful human patch \( \delta_i \). Prophet learns a model parameter \( \theta \) such that the result probabilistic model assigns a high conditional probability score to \( \delta_i \) among all possible candidate patches in the search space. Specifically, Prophet learns \( \theta \) via maximizing the log likelihood of observing the training database \( D \):

\[
\theta = \arg \max_{\theta} \left( \sum_i \log P(\delta_i \mid p_i, \theta) + \lambda_1 \sum_i |\theta_i| + \lambda_2 \sum_i \theta_i^2 \right)
\]

where \( \lambda_1 \) and \( \lambda_2 \) are L1 and L2 regularization factors which Prophet uses to avoid overfitting. Prophet empirically sets both factors to 10\(^{-3}\).

Note that the training database may not contain test suites for each defective program \( p_i \) in \( D \). Prophet therefore cannot use its defect localization algorithm (which requires test cases to drive the dynamic analysis) to compute \( L(p_i) \) (i.e., the set of candidate program points to modify) or \( r(p, \ell) \) (i.e., the rank of each program point \( \ell \)).

The Prophet learning algorithm therefore uses an oracle-like defect localization algorithm to drive the training. For each training pair \((p_i, \delta_i)\), the algorithm computes the structural AST difference that the patch \( \delta_i \) induces to 1) locate the modified program location \( \ell_i \), and 2) identify a set of program points \( S_i \) near \( \ell_i \) (i.e., in the same basic block as \( \ell_i \) and within three statements of \( \ell_i \) in this basic block). It then sets \( L(p_i) = S_i \) with \( r(p_i, \ell_i) = 1 \) for all \( \ell_i \in L(p_i) \). We therefore simplify our objective formula by removing the geometric distribution part, which is constant during the training phase:

\[
\theta = \arg \max_{\theta} \left( \sum_i \log g(p, \ell, m, \theta) + \lambda_1 \sum_i |\theta_i| + \lambda_2 \sum_i \theta_i^2 \right)
\]

\[
g(p, \ell, m, \theta) = \frac{\exp(\phi(p, m, \ell, \theta))}{\sum_{\ell' \in L(p)} \sum_{m' \in M(p, \ell')} \exp(\phi(p, m', \ell', \theta))}
\]

Figure 2 presents the Prophet learning algorithm. Combining standard machine learning techniques, Prophet computes \( \theta \) via gradient descent as follows:
Input: the training database \( D = \{ \langle p_1, \delta_1 \rangle, \ldots, \langle p_n, \delta_n \rangle \} \), where \( p_i \) is the original program and \( \delta_i \) is the successful human patch for \( p_i \).

Output: the feature weight parameter vector \( \theta \).

1. for \( i = 1 \) to \( n \) do
   2. \( \langle m_i, \ell_i \rangle \rightarrow \delta_i \)
   3. \( L_i \rightarrow \text{NearLocations}(p_i, \ell_i) \)
   4. \( n_0 \rightarrow 0.85 \cdot n \)
   5. Initialize all elements in \( \theta \) to 0
   6. \( \theta^* \rightarrow \theta \)
   7. \( \alpha \rightarrow 1 \)
   8. \( \gamma^* \rightarrow 1 \)
   9. \( \text{cnt} \rightarrow 0 \)

10. while \( \text{cnt} < 200 \) do
11.    \( \Phi(p, \ell, m, L, \theta) = e^\theta(p, m, \ell) \cdot \theta / (\Sigma_{l' \in L} \Sigma_{m' \in M(p, l')} e^\theta(p, m', l')) \)
12.    Assume \( f(\theta) = \frac{1}{n_0} - \sum_{i=1}^n \log g(p_i, \ell_i, m_i, L_i, \theta) + \lambda_1 \cdot \Sigma_{i=1}^n |\theta_i| + \lambda_2 |\theta|^2 \)
13.    \( \theta \rightarrow \theta + \alpha \cdot \frac{\partial f}{\partial \theta} \)
14.    \( \gamma \rightarrow 0 \)
15.    for \( i = n_0 + 1 \) to \( n \) do
16.      \( \text{tot} \rightarrow |\{ m \mid m \in M(p_i, \ell), \ell \in L_i \}| \)
17.      \( \text{rank} \rightarrow |\{ m \mid m \in M(p_i, \ell), \ell \in L_i \}, g(p_i, \ell_i, m_i, L_i, \theta) \geq g(p_i, \ell_i, m_i, L_i, \theta')| \)
18.      \( \gamma \rightarrow \gamma + (\text{rank/tot})/(n - n_0) \)
      if \( \gamma < \gamma^* \) then
19.        \( \theta^* \rightarrow \theta \)
20.        \( \gamma^* \rightarrow \gamma \)
21.        \( \text{cnt} \rightarrow 0 \)
      else
22.        \( \text{cnt} \rightarrow \text{cnt} + 1 \)
      if \( \alpha > 0.01 \) then
23.          \( \alpha \rightarrow 0.9 \cdot \alpha \)
26. return \( \theta^* \)

Figure 2. Learning Algorithm

- AST Structural Difference: For each pair \( \langle p_i, \delta_i \rangle \) in \( D \), Prophet computes the AST structural difference of \( \delta_i \) to obtain the corresponding modification operation \( m_i \), and the modified program point \( \ell_i \) (lines 1-3). The function \text{NearLocations}(p_i, \ell_i) \) at line 3 returns a set of program points that are close to the known correct modification point \( \ell_i \). Prophet uses the returned set as \( L(p_i) \) to drive the learning.

- Initialization: Prophet initializes \( \theta \) with all zeros. Prophet also initializes the learning rate of the gradient descent (\( \alpha \) at line 7) to one. At line 4, Prophet splits the training set and reserves 15% of the training pairs as a validation set. Prophet uses this validation set to measure the performance of the learning process and avoid overfitting. Prophet uses the remaining 85% of the training pairs to perform the gradient descent computation.

- Update Current \( \theta \): Prophet runs an iterative gradient descent algorithm. Prophet updates \( \theta \) at lines 11-13 at the start of each iteration.

- Measure Performance: For each pair of \( \langle p_i, \delta_i \rangle \) in the validation set, Prophet computes the percentage of candidate programs in the search space that have a higher probability score than \( \delta_i \) (lines 15-18). Prophet uses the average percentage (\( \gamma \)) over all of the validation pairs to measure the performance of the current \( \theta \). Lower percentage is better because it indicates that the learned model ranks correct patches higher among all candidate patches.

- Update Best \( \theta \) and Termination: \( \theta^* \) in Figure 2 corresponds to the best observed \( \theta \). At each iteration, Prophet updates \( \theta^* \) at lines 19-22 if the performance (\( \gamma \)) of the current \( \theta \) on the validation set is better than the best previously observed performance (\( \gamma^* \)). Prophet decreases the learning rate \( \alpha \) at lines 25-26 if \( \theta^* \) is not updated. If it does not update \( \theta^* \) for 200 iterations, the Prophet learning algorithm terminates and returns \( \theta^* \) as the result.

3.3 Feature Selection

Figure 3 presents the syntax of a simple programming language which we use to illustrate the Prophet feature extraction algorithm. See Section 3.5 for the implementation details of extending this algorithm to C programs. Each of the statements (except compound statements) is associated with a unique label \( \ell \). A program \( p \) in the language corresponds to a compound statement. The semantics of the language in Figure 3 is similar to C. We omit the operational semantics details for brevity.

Figure 4 presents the notation we use to present our feature extraction algorithm. Figure 5 presents our feature extraction algorithm. Given a program \( p \), a program point \( \ell \), and a modification operation \( m \) that is applied at \( \ell \), Prophet extracts features by analyzing both \( m \) and the original code near \( \ell \).

Prophet first partitions the statements near \( \ell \) in the original program \( p \) into three sets \( S_c, S_o, \) and \( S_t \) based on the relative positions of the statements (lines 1-3). \( S_c \) contains only the statement associated with the modification point \( \ell \) (returned by the utility function \text{Stmt}). \( S_o \) contains the statements that appear at most three state-
\textbf{Input}: the input program $p$, the modified program point $\ell$, and the modification operation $m$

\textbf{Output}: the extracted feature vector $\phi(p, \ell, m)$

1. Initialize all elements in $\phi$ to 0
2. $S_i \leftarrow \{\text{Stmt}(p, \ell)\}$
3. $S_o \leftarrow \text{PrevStmts}(p, \ell)$
4. $S_o' \leftarrow \text{NextStmts}(p, \ell)$
5. $idx \leftarrow \text{FIdx}(\text{ModKind}(m))$
6. $\phi_{idx} \leftarrow 1$

for $i$ in $\{c, p, n\}$ do
  for $s$ in $S_i$ do
    $idx \leftarrow \text{FIdx}[i, \text{ StmtKind}(s), \text{ ModKind}(m))$
    $\phi_{idx} \leftarrow 1$
  end for
end for

for $i$ in $\{c, p, n\}$ do
  for $a$ in $\text{Atoms}(n)$ do
    for $s$ in $S_i$ do
      for $ac'$ in $\psi(p', a, n)$ do
        for $ac$ in $\psi(p, a, s)$ do
          $idx \leftarrow \text{FIdx}[i, ac, ac']$
          $\phi_{idx} \leftarrow 1$
        end for
      end for
    end for
  end for
end for

return $\phi$

\begin{figure}[h]
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\includegraphics[width=\textwidth]{feature_extraction_algorithm}
\caption{Feature Extraction Algorithm}
\end{figure}

ments before $\ell$ in the enclosing compound statement (returned by the utility function \text{PrevStmts}). $S_i$ contains the statements that appear at most three statements after $\ell$ in the enclosing compound statement (returned by the utility function \text{NextStmts}).

Prophet then extracts two types of features, modification features (lines 5-10) and program value features (lines 11-18). Modification features capture relationships between the modification $m$ and the surrounding statements, while program value features characterize how the modification works with program values (i.e., variables and constants) in the original and patched code. For each extracted feature, Prophet sets the corresponding bit in $\theta$ whose index is identified by the utility function \text{FIdx} (lines 5-6, lines 9-10, and lines 17-18). \text{FIdx} maps each individual feature to a unique integer value.

\textbf{Modification Features}: There are two possible forms of modification features. The first is simply the kind of modification that $m$ applies. The second are designed to capture relationships between the kinds of statements that appear near the patched statement in the original program and the modification kind of $m$. So, for example, if successful patches often insert a guard condition before a call statement, a modification feature will enable Prophet to recognize and exploit this fact.

At lines 5-6 in Figure 5, Prophet extracts the modification kind of $m$ as the modification feature. At lines 7-10, Prophet also extracts the triple of the position of an original statement, the kind of the original statement, and the modification kind of $m$ as the modification feature. At line 9, the utility function \text{StmtKind}($s$) returns the statement kind of $s$ and the utility function \text{ModKind}($m$) returns the modification kind of $m$.

Prophet currently classifies modification operations into five kinds: \text{InsertControl} (inserting a potentially guarded control statement before a program point), \text{AddGuardCond} (adding a guard condition to an existing statement), \text{ReplaceCond} (replacing a branch condition), \text{InsertStmt} (inserting a non-control statement before a program point), and \text{ReplaceStmt} (replacing an existing statement). See Figure 4 for the definition of modification features, statement kinds, and modification kinds.

\textbf{Program Value Features}: Program value features are designed to capture relationships between how variables and constants are used in the original program and how they are used in the patch. For example, if successful patches often insert a check involving a variable that is subsequently passed as a parameter to a subsequent call statement, a program value feature will enable Prophet to recognize and exploit this fact. Program value features relate occurrences of the same variable or constant in the original and patched programs.

To avoid polluting the feature space with surface-level application-specific information, program value features abstract away the specific names of variables and values of constants involved in the relationships that these features model. This abstraction enables Prophet to learn program value features from one application and then apply the learned knowledge to another application.

To extract the features, Prophet first applies the patch to the original program at line 11 in Figure 5. \text{ApplyPatch}$(p, (m, \ell))$ denotes the results of the patch application, which produces a pair $\langle p', n \rangle$, where $p'$ is the new patched program and $n$ is the AST node for the new statement or condition that the patch introduces. Prophet then performs a static analysis on both the repaired program and the original program to extract a set of atomic characteristics for each program atom $a$ (i.e., a variable or an integer). In Figure 5, $\psi(p, a, n)$ denotes the set of atomic characteristics extracted for $a$ in $n$.

At lines 12-18, Prophet extracts each program value feature, which is a triple $\langle i, ac, ac' \rangle$ of the position $i$ of a statement in the original program, an atomic characteristic $ac$ of a program atom in the original statement, and an atomic characteristic $ac'$ of the same program atom in the AST node that the patch introduces. Intuitively, the program value features track co-occurrences of each pair of the atomic characteristic $ac$ in the original code and the atomic characteristic $ac'$ in the modification $m$. The utility function \text{Atoms}($n$) at line 12 returns a set that contains all program atoms (i.e., program variables and constants) in $n$.

Figure 6 presents the static analysis rules that Prophet uses to extract atomic characteristics $\psi(p, v, n)$. These rules track the roles that $v$ plays in the enclosing statements or conditions and record the operations in which $v$ participates. Note that Prophet can work with any static analysis to extract arbitrary atomic characteristics.

It is therefore possible, for example, to combine Prophet with more sophisticated analysis algorithms to obtain a richer set of atomic characteristics.

\subsection{3.4 Repair Algorithm}

Given a program $p$ that contains a defect, the goal of Prophet is to find a correct patch $\delta$ that eliminates the defect and correctly preserves the other functionality of $p$. We use an oracle function \text{Oracle} to define patch correctness, specifically $\text{Oracle}(p, \delta) = \text{true}$ if and only if $\delta$ correctly patches the defect in $p$.

Note that \text{Oracle} is hidden. Instead, Prophet assumes that the user provides a test suite which exposes the defect in the original program $p$. We use the test suite to obtain an approximate oracle $T$ such that $\text{Oracle}(p, \delta)$ implies $T(p, \delta)$. Specifically, $T(p, \delta) = \text{true}$ if and only if the patched program passes the test suite, i.e., produces correct outputs for all test cases in the test suite.

\textbf{Repair Algorithm}: Figure 7 presents the Prophet repair algorithm. Prophet generates a search space of candidate patches and uses the learned probabilistic model to prioritize potentially correct patches. Specifically, Prophet performs the following steps:
\( \psi : \text{Prog} \times \text{Atom} \times (\text{Cond} \cup \text{Stmt}) \to \text{AC} \)

\[
\psi(p, a, \text{node}) = \psi_0(a, \text{node}) \cup \psi_1(a, \text{node})
\]

\( \text{AC} = \{\text{false}, \text{true}\} \)

\( \psi(p, a, \text{node}) = \psi_0(a, \text{node}) \cup \psi_1(a, \text{node}) \)

\( \psi_0(\text{const}, \text{node}) = \{\text{const} = 0\} \)

\( \psi_1(\text{const}, \text{node}) = \{\text{const} \neq 0\} \)

\( \psi_1(a, \text{node}) = \emptyset \)

\( \psi(p, a, \text{node}) = \psi_0(a, \text{node}) \cup \psi_1(a, \text{node}) \)

\( \psi_0(\text{node}) = \{\text{var}\} \)

\( \psi_1(\text{node}) = \{\text{const} = 0\} \)

\( \psi_1(\text{node}) = \{\text{const} \neq 0\} \)

\( \psi_1(\text{node}) = \emptyset \)

\( \psi_0(v, \text{node}) = \{\text{var}\} \)

\( \psi_1(v, \text{node}) = \{\text{const} = 0\} \)

\( \psi_1(v, \text{node}) = \{\text{const} \neq 0\} \)

\( \psi_1(v, \text{node}) = \emptyset \)

\( c = \text{"v=}\text{const"} \)

\( \psi_0(\text{node}, \text{const}) = \{\text{const} = 0\} \)

\( \psi_1(\text{node}, \text{const}) = \{\text{const} \neq 0\} \)

\( \psi_0(\text{node}) = \emptyset \)

\( \psi_1(\text{node}) = \emptyset \)

\( \psi_0(\text{node}, \text{const}) = \{\text{const} = 0\} \)

\( \psi_1(\text{node}, \text{const}) = \{\text{const} \neq 0\} \)

\( \psi_0(v, \text{node}) = \{\text{var}\} \)

\( \psi_1(v, \text{node}) = \{\text{const} = 0\} \)

\( \psi_1(v, \text{node}) = \{\text{const} \neq 0\} \)

\( \psi_1(v, \text{node}) = \emptyset \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)

\( \psi_0(v, \text{const}) = \{\text{false}\} \)

\( \psi_1(v, \text{const}) = \{\text{false}\} \)

\( \psi_0(v, \text{true}) = \{\text{true}\} \)

\( \psi_1(v, \text{true}) = \{\text{false}\} \)
Commutative Operators | Is an operand of $+$, $\times$, $=$, or $\neq$
---|---
Binary Operators | Is a left/right operand of $\neg$, $/$, $\leq$, $\geq$, $\ll$, $\gg$, $\&$, $\mid$, $\pm$ (member access), or $\|$ (index)
Unary Operators | Is an operand of $\neg$, $\mp$ (increment), $\pm$ (decrement), $*$ (dereference), or $\&$ (address-taken)
Enclosing Statements | Occurs in an assign/loop/return/it statement
Value Traits | Is a local variable, global variable, argument, struct field, constant, non-zero constant, zero, or constant string literal
Patch Related | Is inside an abstract expression

<table>
<thead>
<tr>
<th>Project</th>
<th>Revisions Used for Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>apr</td>
<td>12</td>
</tr>
<tr>
<td>curl</td>
<td>53</td>
</tr>
<tr>
<td>httpd</td>
<td>75</td>
</tr>
<tr>
<td>libtiff</td>
<td>11</td>
</tr>
<tr>
<td>php</td>
<td>187</td>
</tr>
<tr>
<td>python</td>
<td>114</td>
</tr>
<tr>
<td>subversion</td>
<td>240</td>
</tr>
<tr>
<td>wireshark</td>
<td>85</td>
</tr>
<tr>
<td>Total</td>
<td>777</td>
</tr>
</tbody>
</table>

Figure 8. Atomic Characteristics of Program Values for C

SPR uses a set of hand-coded heuristics to prioritize its search of the generated patch space. These heuristics prioritize patches in the following order: Tighten, Loosen, Insert Guarded Control Flow before the first statement in a compound statement (i.e., a C code block), Add Guard, Initialization, Insert Guarded Control Flow before a statement that is not the first statement in a compound statement, Replace or Copy and Replace before the first statement in a compound statement, and finally all other patches. For each kind of patch, it prioritizes statements to patch in the defect localization order. So SPR first tests all Tighten patches on all target statements that the defect locator identifies, then all Loosen patches on all identified target statements, and so on. Instead of these heuristics, Prophet uses its learned probabilistic patch correctness model to prioritize its search of the generated patch space.

**Feature Extraction for C**: Prophet extends the feature extraction algorithm described in Section 3.3 to C programs as follows. Prophet treats call expressions in C as a special statement kind for feature extraction. Prophet extracts atomic characteristics for binary and unary operations in C. For each variable $v$, Prophet also extracts atomic characteristics that capture the scope of the variable (e.g., global or local) and the type of the variable (e.g., integer, pointer, pointer to structure). The current Prophet implementation tracks over 30 atomic characteristics (see Figure 8 for a list of these atomic characteristics) and works with a total of 3515 features, including 455 modification features and 3060 program value features.

**Features for Abstract Expressions**: For certain kinds of candidate patches, the SPR staged program repair algorithm generates candidate patch templates with abstract expressions. SPR first validates each patch template. It generates concrete patches from the template only if the patch template validation determines that there may be a concrete patch that passes the supplied test case. This optimization significantly reduces the number of concrete patches the system attempts to validate.

To integrate with the staged program repair technique, Prophet extends its probabilistic model and the learning algorithm to operate on candidate patch templates which may contain an abstract expression. The templates only specify the variables in these abstract expressions but do not determine the concrete forms of these expressions. Prophet treats abstract expressions as a special type of AST node for feature extraction. Prophet also extracts atomic characteristics to indicate whether program variables are inside an abstract expression in a patch template (see Figure 8).

### 4. Experimental Results

We evaluate Prophet on 69 real-world defects in eight large open source applications: libtiff, lighttpd, the PHP interpreter, gmp, gzip, python, wireshark, and fbc. These defects are from the same benchmark set used to evaluate GenProg, AE, and SPR [11–13, 25]. For each defect, the benchmark set contains a test suite with positive test cases (for which the unpatched program produces correct outputs) and at least one negative test case that exposes the defect (the unpatched program produces incorrect outputs for the negative test cases).

Note that this benchmark set is reported to contain 105 defects [11]. An examination of the revision changes and corresponding check in entries indicates that 36 of these reported defects are not, in fact, defects. They are instead deliberate functionality changes [12, 13]. Because there is no defect to correct, they are therefore outside the scope of Prophet. We nevertheless also report results for Prophet on these functionality changes.

#### 4.1 Methodology

**Collect Successful Human Patches**: We first collect 777 successful human patches from eight open source project repositories. Figure 9 presents statistics for the collected patch database. These 777 patches include all patches in these eight project repositories that 1) compile in our environment (this is a requirement for applying the Prophet learning algorithm, which operates on abstract syntax trees), 2) are within the Prophet search space, and 3) (as indicated by an automated analysis of the check-in entries) repair defects (as opposed, for example, to adding new functionality).

**Train Prophet with Collected Database**: We train Prophet with the collected database of successful human patches. Note that our collected code database and our benchmark set share four common applications, specifically libtiff, php, python, and wireshark. For
We use the trained Prophet to generate 32-bit environments, so we use a virtual machine with Intel Core fbc on Amazon EC2 Intel Xeon 2.6GHz machines running Ubuntu-tal environment. We perform all of our experiments except those of fbc on Amazon EC2 Intel Xeon 2.6GHz machines running Ubuntu-64bit server 14.04. The benchmark application fbc runs only in 32-bit environments, so we use a virtual machine with Intel Core 2.7GHz running Ubuntu-32bit 14.04 for the fbc experiments.

**Apply Prophet to Defects:** We use the trained Prophet to generate patches for each defect. For comparison, we also run SPR on each defect and obtain the results of GenProg [11] and AE [25] on this benchmark set from previous work [20]. For each defect and each patch generation system, we terminate execution after 12 hours.

To better understand how the probabilistic model, the learning algorithm, and the features affect the result, we also run four variants of Prophet, specifically Random (a naive random search algorithm that prioritizes the generated patches in a random order), Baseline (a baseline algorithm that prioritizes patches in the error localization order, with patches that modify the same statement prioritized in an arbitrary order), MF (a variant of Prophet with only modification features; program value features are disabled), and PF (a variant of Prophet with only program value features; modification features are disabled). All of these variants, Prophet, and SPR differ only in the patch validation order, i.e., they operate with the same patch search space and the same set of optimizations for validating candidate patches.

Note that GenProg and AE require the user to specify the source file name to modify when the user applies GenProg and AE to an application that contains multiple source files (all applications in our benchmark set contain multiple source files) [20]. Prophet and SPR do not have this limitation.

**Evaluate Generated Patches:** We manually analyze each generated patch to determine whether the generated patch is a correct patch or just a plausible but incorrect patch that produces correct outputs for all of the inputs in the test suite.

We acknowledge that, in general, determining whether a specific patch corrects a specific defect can be difficult (or in some cases not even well defined). We emphasize that this is not the case for the patches and defects that we consider here. The correct behavior for all of the evaluated defects is clear, as is patch correctness and incorrectness. Furthermore, subsequent developer patches are available for all of the defects in our benchmark set. Our manual code analysis indicates that each of the generated correct patches in our experiments is semantically equivalent to the subsequent developer patch for that defect.

### 4.2 Patch Generation Result Summary

Figure 10 summarizes the patch generation results for Prophet, SPR, GenProg, and AE. There is a row in the table for each benchmark application. The first column (App) presents the name of the benchmark application, the second column (LoC) presents the number of lines of code in each application, the third column (Tests) presents the number of test cases in the test suite for that application. The fourth column (Defects/Changes) contains entries of the form X/Y, where X is the number of exposed defects in each application and Y is the number of exposed functionality changes. The benchmark set contains a total of 69 exposed defects and 36 exposed functionality changes.

The fifth through twelfth columns (Plausible) summarize the plausible patches that each system generates. Each entry is of the form X/Y, where X is the number of the 69 defects for which the corresponding system generates at least one plausible patch (that passes the supplied test suite) and Y is the number of the 36 functionality changes for which each system generates at least one plausible patch (that passes the supplied test suite).

The ninth through twelfth columns (Correct) summarize the correct patches that each system generates. Each entry is of the form X/Y, where X is the number of the 69 defects for which the corresponding system generates a correct patch (as the first generated plausible patch) and Y is the number of the 36 functionality changes for which each system generates a correct patch (as the first generated plausible patch).

The results show that Prophet generates correct patches for more defects than SPR, GenProg, and AE (four more defects than SPR, 14 more than GenProg, and 13 more than AE). One potential explanation for the underperformance of GenProg and AE is that the correct Prophet and SPR patches are outside the search spaces of these systems [12, 13, 20].

We attribute the overall success of Prophet to the ability of its learned model to recognize and prioritize correct patches. Our analysis indicates that the Prophet search space contains correct patches for 19 defects in our benchmark applications. With its learned model, Prophet automatically generates correct patches for 15 out of the 19 defects (79%), while SPR, with its hand-coded heuristics, generates correct patches for 11 out of the 19 defects (59%).

### 4.3 Comparison of Different Systems

Figure 11 presents results from different patch generation systems. The first column (System) presents the name of each system (Ran-
Figure 11. Comparative Results for Different Systems. For the results of “Mean Rank in Search Space”, the lower ones are better.

<table>
<thead>
<tr>
<th>System</th>
<th>Corrected Defects</th>
<th>Mean Rank in Search Space</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prophet</td>
<td>15</td>
<td>Top 11.7%</td>
<td>138.5m</td>
</tr>
<tr>
<td>Random</td>
<td>7</td>
<td>Top 41.8%</td>
<td>318.1m</td>
</tr>
<tr>
<td>Baseline</td>
<td>8</td>
<td>Top 20.8%</td>
<td>206.6m</td>
</tr>
<tr>
<td>MF</td>
<td>10</td>
<td>Top 12.2%</td>
<td>144.9m</td>
</tr>
<tr>
<td>PF</td>
<td>13</td>
<td>Top 12.4%</td>
<td>125.3m</td>
</tr>
<tr>
<td>SPR</td>
<td>11</td>
<td>Top 17.5%</td>
<td>89.0m</td>
</tr>
<tr>
<td>GenProg</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>AE</td>
<td>2</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Our results show that Prophet delivers the highest average rank (11.7%) for the first correct patch in the search space. The results also highlight the importance of the probabilistic model in enabling Prophet to generate correct patches — the Random and the Baseline systems, which operate without a probabilistic model or heuristics, generate only 7 and 8 correct patches, respectively.

The third column (Mean Rank in Search Space) presents a percentage number, which corresponds to the mean rank, normalized to the size of the search space per defect, of the first correct patch in the patch prioritization order of each system. This number is an average over the 19 defects for which the search space of these systems contains at least one correct patch.

Our results also indicate that the learned model is especially important for Prophet to identify correct patches among the potentially multiple plausible patches that pass a supplied test suite. The Baseline system has a significantly better rank percentage than the Random system, but generates a correct patch for only one more defect than the Random system. Without the learned model, the Baseline algorithm has difficulty recognizing and prioritizing correct patches over plausible but incorrect patches.

The results also highlight how program value features are more important than modification features for distinguishing correct from plausible but incorrect patches. We observed a common scenario that the search space contains multiple plausible patches with different program variables. In these scenarios, the learned model with program value features enables PF (and Prophet) to identify the correct patch among these multiple plausible patches.

The fourth column (Time) in Figure 11 presents the average running time of each system over all defects for which the system generates a correct patch. Our results show that Prophet requires, on average, less than two and half hours to generate each correct patch. Note that it is not possible to directly compare the running times of different systems because each system generates correct patches for a different set of defects.

During our experiments, we observed that for all of the tested systems the patch validation (i.e., update the source code with each candidate patch, recompile the updated application, and run all of the supplied test cases) is by far the most time consuming step — it takes more than 95% of the running time.

4.4 Per-Defect Results

Figure 12 presents detailed results for each of the 19 defects for which the Prophet search space contains correct patches. The figure contains a row for each defect. Each entry in the first column (Defect) is of the form X-Y-Z, where X is the name of the application that contains the defect, Y is the defective revision in the repository, and Z is the revision in which the developer repaired the defect. Each entry of the second column (Search Space) is of the form X(Y), where X is the total number of candidate patches and candidate patch templates (see Section 3.5) that Prophet and SPR consider in the patch search space and Y is the number of correct patches in the search space.

The third through seventh columns (First Correct Patch Rank) present the correct patch generation results for each system. The number in each entry is the rank of the first correct patch in the patch validation order for each system. “✓” in an entry indicates that the corresponding system successfully generates this correct patch as its first plausible patch. “X” in an entry indicates that the algorithm generates a plausible but incorrect patch before it reaches its first correct patch. “✓” indicates that the algorithm fails to generate any plausible patch in 12 hours.

The eighth through twelfth columns (Correct/Plausible Patches in Space) present the statistics of plausible patches in the search space. Each entry is of the form X/Y. X is the total number of plausible patches the corresponding system generates if we run the system on the corresponding defect exhaustively for 12 hours. Y is the rank of the first correct patch among these generated plausible patches. “✓” indicates that there is no correct patch among these generated plausible patches.

Our results show that for 5 out of the 19 cases (php-307562-307561, php-307846-307853, php-309516-309535, php-310991-310999, and php-307914-307915), all generated plausible patches are correct. The results indicate that for these five cases, the supplied test suite is strong enough to identify correct patches. Therefore any patch generation order is sufficient as long as it allows the patch generation system to find a correct patch within 12 hours. In fact, all five algorithms in Figure 12 generate correct patches for these 5 cases.

Prophet generates correct patches for 10 out of the remaining 14 defects, while SPR only generates correct patches for 6 of these 14 defects. Note that SPR empirically prioritizes candidate patches that change existing branch conditions above all other candidate patches in the search space [12, 13]. This rule conveniently allows SPR to generate correct patches for php-309579-309580, php-309892-309910, and php-311346-311348.

Prophet outperforms SPR on four cases, php-308262-308315, libtiff-d13be-ccadf, gzip-a1d3d4-f17cbd, and fbc-5458-5459. For php-308262-308315, the correct patch inserts an if statement guard for an existing statement. Prophet successfully prioritizes the correct patch as one of top 2% in the patch prioritization order, while the SPR hand-coded heuristics prioritize patches that add a guard statement below patches that change a branch condition. Because of this lower priority, SPR is unable to find the correct patch within 12 hours.

For gzip-a1d3d4-f17cbd, an initialization statement can be inserted at multiple candidate locations to pass the supplied test case.
but not all of the resulting patches are correct. Prophet successfully identifies the correct patch among multiple plausible patches, while the SPR heuristics prioritize an incorrect patch that inserts the initialization at the start of a basic block.

For libtiff-d13be-ccadf and fbc-5458-5459, there are multiple candidate program variables that can be used to tighten a branch condition to enable the resulting patched program to pass the supplied test suite. The learned program value features enable Prophet (and PF) to successfully identify and prioritize correct patches that manipulate the right variables. The SPR heuristics (and MF), which operates without program features incorrectly prioritize patches that manipulate the wrong variables.

### 5. Related Work

We next survey related work in automatic patch generation. In general, one of the key features that distinguishes Prophet from many of other systems is its ability to generate correct patches for large software projects containing hundreds of thousands of lines of code. Previous patch generation systems that are evaluated on applications in similar scale include SPR [12, 13], CodePhage [24], ClearView [18], GenProg [11], RSRepair [19], AE [25], Kali [20], PAR [8], and NOPOL [3, 6].

**SPR:** SPR is the current state-of-the-art generate-and-validate (search-based) patch generation system [12] for large applications. SPR applies a set of transformation schemas to generate a search space of candidate patches. It then uses its staged program repair technique to validate the generated patches using a test suite of test cases, at least one of which exposes a defect in the original program. A patch validates if it produces correct outputs for all test cases in the test suite. SPR uses a set of hand-coded heuristics to guide the exploration of the search space.

Prophet works with the same patch search space as SPR but differs in that it learns characteristics of successful patches developed by human experts, then uses these characteristics to guide the exploration of the search space. Our experimental results show that this learned information enables Prophet to more effectively recognize and prioritize correct patches than the hand-coded SPR heuristics.

**CodePhage:** CodePhage automatically locates correct code in one application, then transfers that code to eliminate defects in another application [24]. CodePhage has been applied to eliminate other-wise fatal integer overflow, buffer overflow, and divide by zero errors. CodePhage relies on the existence of donor applications that already contain the exact program logic required to eliminate the defect. Prophet, in contrast, learns characteristics of successful patches to guide the exploration of an automatically generated search space of newly synthesized candidate patches.

**JSNICE:** JSNICE [21] is a JavaScript beautification tool that automatically predicts variable names and generates comments to annotate variable types for JavaScript programs. JSNICE first learns, from a “big code” database, a probabilistic model that captures common relationships between the syntactic elements (e.g., the variable names) and the semantic properties (e.g., variable types and operations) of JavaScript programs. Then for a new JavaScript program, it produces a prediction that maximizes the probability in the learned model.

Unlike JSNICE, the goal of Prophet is to produce correct patches for defective programs. Prophet therefore aspires to solve deep semantic problems associated with automatically generating correct program logic. To this end, Prophet works with a probabilistic model that combines defect localization information with learned characteristics of successful patches. Prophet extracts a set of powerful features (especially program value features) that abstract away application-specific syntactic elements of the program to summarize useful application-independent characteristics of successful patches.

**GenProg, RSRepair, AE, and Kali:** GenProg [11, 26] uses a genetic programming algorithm to search a space of patches, with the goal of enabling the application to pass all considered test cases. RSRepair [19] replaces the GenProg genetic search algorithm to instead use random search. AE [25] uses a deterministic patch search algorithm and uses program equivalence relations to prune equivalent patches during testing.

An analysis of the generated patches shows that the overwhelming majority of the patches that these three systems generate are incorrect [20]. Because of errors in the patch validation infrastructure, the majority of the generated patches do not produce correct results even for the test cases in the test suite used to validate the patches [20]. Further analysis of the patches that do produce correct outputs for the test suite reveals that despite the surface complexity of these patches, an overwhelming majority of these patches sim-
ply remove functionality [20]. The Kali patch generation system, which only eliminates functionality, can do as well [20]. Prophet differs in that it works with a richer space of candidate patches, uses learned features of successful patches to guide its search, and generates substantially more correct patches.

**Repair with Formal Specifications:** Deductive Program Repair formalizes the program repair problem as a program synthesis problem, using the original defective program as a hint [10]. It replaces the expression to repair with a synthesis hole and uses a counterexample-driven synthesis algorithm to find a patch that satisfies the specified pre- and post-conditions. AutoFixE [17] is a program repair tool for Eiffel programming language. AutoFixE leverages the developer-provided formal specifications (e.g., post-conditions, pre-conditions, and invariants) to automatically find and generate repairs for defects. Cost-aware Program Repair [23] abstracts a C program as a boolean constraint, repairs the constraint based on a cost model, and then concretizes the constraint back to a repaired C program. The goal is to find a repaired program that satisfies all assertions in the program with minimal modification cost. The technique was evaluated on small C programs (less than 50 lines of code) and requires human intervention to define the cost model and to help with the concretization.

Prophet differs from these techniques in that it works with large real world applications where formal specifications are typically not available. Note that the Prophet probabilistic model and the Prophet learning algorithm can apply to these specification-based techniques as well, i.e., if there are multiple patches that satisfy the supplied specifications, the learned model can be used to determine which patch is more likely to be correct.

**PAR:** PAR [8] is another automatic patch generation system. Unlike Prophet, which uses a probabilistic model and machine learning techniques to automatically learn useful characteristics of past successful patches, PAR is based on a set of predefined patch templates that the authors manually summarize from past human patches. We are unable to directly compare PAR with Prophet because, despite repeated requests to the authors of the PAR paper over the course of 11 months, the authors never provided us with the patches that PAR was reported to have generated [8]. A manual analysis indicates that the PAR search space (with the eight hand-coded templates in the PAR paper [8]) is in fact a subset of the Prophet/SPR search space [12, 13].

**Angefic Debugging:** Angelic Debugging [2] relaxes the program semantics to support angelic expressions that may take arbitrary values and identities, in a program, those expressions which, if converted into angelic expressions, enable the program to pass the supplied test cases. Prophet could use the methodology of Angelic Debugging to improve its error localization component.

**NOPOL and SemFix:** NOPOL [3, 6] applies the angelic debugging technique to locate conditions that, if changed, may enable defective JAVA program to pass the supplied test suite. It then uses an SMT solver to synthesize repairs for such conditions. SemFix [16] replaces a potentially faulty expression in a program with a symbolic value, performs symbolic executions on the supplied test cases to generate symbolic constraints, and uses SMT solvers to find concrete expressions that enable the program to pass the test cases.

Prophet differs from NOPOL and SemFix [16] in that these techniques rely only on the information from the supplied test cases with the goal of finding plausible (but not necessarily correct) patches. Prophet learns features of past successful patches to recognize and prioritize correct patches among multiple plausible patches.

**ClearView:** ClearView is a generate-and-validate system that observes normal executions to learn invariants that characterize safe behavior [18]. It deploys monitors that detect crashes, illegal control transfers and out of bounds write defects. In response, it selects a nearby invariant that the input that triggered the defect violates, and generates patches that take a repair action to enforce the invariant.

**Repair Model:** Martinez and Monperrus manually analyze previous human patches and suggest that if a patch generation system works with a non-uniform probabilistic model, the system would find plausible patches in its search space faster [15]. In contrast, Prophet automatically learns a probabilistic model from past successful patches. Prophet is the first patch generation system to operate with such a learned model. The goal is to automatically identify correct patches among the plausible patches in the search space.

**Data Structure Repair:** Data structure repair enables applications to recover from data structure corruption errors [5]. Data structure repair enforces a data structure consistency specification. This specification can be provided by a human developer or automatically inferred from correct program executions [4].

**Targeted Recovery Techniques:** Failure-oblivious computing [22] checks for out of bounds reads and writes. It discards out of bounds writes and manufactures values for out of bounds reads. This eliminates data corruption from out of bounds writes, eliminates crashes from out of bounds accesses, and enables the program to continue execution along its normal execution path.

RCV [14] enables applications to survive null dereference and divide by zero errors. It discards writes via null references, returns zero for reads via null references, and returns zero as the result of divides by zero. Execution continues along the normal execution path.

Bolt [9] attaches to a running application, determines if the application is in an infinite loop, and, if so, exits the loop. A user can also use Bolt to exit a long-running loop. In both cases the goal is to enable the application to continue useful execution.

DieHard [1] provides probabilistic memory safety in the presence of memory errors. In stand-alone mode, DieHard replaces the default memory manager with a memory manager that places objects randomly across a heap to reduce the possibility of memory overwrites due to buffer overflows. In replicated mode, DieHard obtains the final output of the application based on the votes of multiple replications.

### 6. Conclusion

Prophet automatically learns and exploits features of previous successful patches to automatically generate correct patches for defects in different applications. The experimental results show that, in comparison with previous patch generation systems, the learned information significantly improves the ability of Prophet to generate correct patches. Key contributions include a novel parameterized probabilistic model that enables Prophet to learn relevant characteristics of successful patches, application-independent features that generalize across multiple applications, and experimental results that characterize the effectiveness of the different techniques that Prophet implements.
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