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Abstract

Shrinking sensors to the nanoscale introduces novel selectivity mechanisms and enables the ultimate sensitivity limit, single-molecule detection. Single-walled carbon nanotubes, with a bright fluorescence signal and no photobleaching, are a platform for implantable near-IR sensors capable of selectively detecting a range of small-molecules including the radical signalling molecule nitric oxide, the hormone estradiol, and sugars such as glucose. Selectivity is achieved by engineering an adsorbed phase of polymers, DNA, or surfactants at the nanotube/solution interface. Understanding these sensors requires a range of modeling and simulation tools and presents a unique opportunity to learn how these phases interact with small molecules. This thesis work discusses methods and limits to integrating data from many noisy stochastic sensors, show how these sensors can be used to monitor nitric oxide inside cells with unprecedented spatiotemporal resolution, and describes what is needed to engineer a selective adsorbed phase.

In addition, another method of stochastic detection is described based on the stochastic ionic pore-blocking of transport inside individual single-walled carbon nanotubes. We discuss the current state-of-the-art for making and analysing devices with a single nanometer-scale pore, which necessarily leads to stochastic transport fluctuations. We also present work on the analysis on many devices with single characterized SWCNT pores. A maximum in transport rates inside SWCNTs with diameters of approximately 1.6 nm is shown and discussed, with implications for how we model transport at this scale and the design of new SWCNT membranes.

Finally, we discuss how complex surfaces of interconnected nanoscale structures could lead to new materials with interesting mechanical properties. One example of such a structure is an interlocking sheet of graphene rings, analogous to macroscopic chainmail. Such a sheet would have interesting properties, as entropic out-of-plane fluctuations would lead to a negative Poisson’s ratio, known as an auxetic material. We present simulations for what the properties of a sheet might look like. In addition, we present simulations for how these properties change as a membrane is strained and showing the conditions over which these surfaces have desirable properties. These results offer a path towards materials with tunable auxetic properties.
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1-1 Low-dimensional carbon materials, modified from [77]. SP²-bonded carbon can form structures with zero periodic dimensions (C₆₀, Buckyballs), one periodic dimension (carbon nanotubes), or two periodic dimensions (graphene sheets).

1-2 Electronic structure of Single-Walled Carbon Nanotubes. (left) Cartoon of the electronic density of states (DOS) for a semiconducting SWCNT showing the characteristic Van Hove singularities. The near-IR fluorescence used for sensors in this thesis is primarily due to the generation of excitons (electron/hole pairs) at the E₂² transition. After relaxing to the first valence/conduction band, excitons can recombine radiatively to yield photons at the E₁₁ level. (right) Map of the fluorescence emission for a solution with a collection of SWCNT at various excitation/emission combinations [12]. This is effectively a map of the E₁₁ and E₂² positions for each SWCNT species in the solution.

1-3 Adjusting the radiative decay of excitons through SWCNT surface modification. (left) A cartoon of a typical excitation/decay process for an exciton on a pristine SWCNT. Excitons are created with incident radiation, diffuse along the SWCNT and can undergo exciton-exciton annihilation or radiative decay (among others). (right) Some adsorbates will preferentially allow for exciton recombination. Alternatively, some defects such as singlet-oxygen functionalization trap excitons preventing them from interacting with quenching defects and allowing them to recombine with fluorescence emission.
1-4 Selective detection of small molecules with various sequences of single-stranded DNA adsorbed to a SWCNT surface. (top) Cartoon of a d(AT)$_{15}$ sequence of single-stranded DNA wrapped helically around a SWCNT. (bottom) Selectivity profile for the change in intensity of a (6,5) SWCNT wrapped with three different DNA sequences upon exposure to a screen of a number of small-molecules [269]. d(AT)$_{15}$ has the highest selectivity to nitric oxide (NO) of the three sequences.

1-5 A selection of the applications of SWCNT currently under investigation, including the development of SWCNT-based transistors [226], electrically-conductive SWCNT yarns [188], selective SWCNT membranes with high flow rates, SWCNT-based solar cells for near-infrared photovoltaics, and sensors based on functionalized SWCNT [45, 269].

1-6 Modeling and simulation from SWCNT devices, from the electronic to the device scale. At the largest length scales, continuum or stochastic models are necessary to describe sensor collections. Selectivity is mostly determined by classical interactions near the SWCNT surface. The actual quenching process is a fundamentally electronic effect.

2-1 A microfluidic platform that uses evaporation to induce nucleation in micro-liter droplets [125, 126]. The evaporation rate in each droplet is specified by the partial pressure of water at the droplet surface, the area and length of each channel that connects the droplet to external air, and the humidity of the external air.

2-2 Cumulative induction time distributions for droplets containing lysozyme and sodium chloride in aqueous solution: experimental data (×), and model (line) in Eq. 3 fit to the data [125, 126]. The measured induction times range from about 9 to 14 hr for the same experimental conditions.

2-3 Schematic of adsorption and desorption on a DNA-wrapped single-walled carbon nanotube (Ulissi et al., 2011). The arrow points to an open adsorption site.

3-1 Model of the SWCNT sensor, with rates of chemical adsorption and desorption.
3-2 Plot of the probability distribution over time for the binomial solution (solid lines) as well as for representative experimental data (open shapes) from a previous study for a SWCNT sensor exposed to 19.4 μM Nitric Oxide [269]. The parameters used in the model are fits with the exact numerical MLE, with values $k'_A = (5.5 \pm 0.5) \times 10^{-3}$ [1/s], $k_D = (3.9 \pm 2.1) \times 10^{-4}$ [1/s].

3-3 Comparison of the birth-death model with experimental data for five arrays of SWCNT sensors exposed to solutions of varying NO concentration from a previous study [269]. Model results were obtained by plotting the variance, $N_T \bar{N}_A \theta (1 - \bar{N}_A \theta)$ versus the mean, $N_T \bar{N}_A \theta$, with two values of $N_T$.

3-4 Comparison of four different methods for fitting rate coefficients to data from a previous study for a SWCNT sensor array exposed to a 0.78 μM nitric oxide solution. Methods include: (filled circles) applying the analytic MLE to individual sensors, (open triangle) averaging the results of the analytic MLE applied to each trace, (open square) applying the analytic MLE to all traces, and (open circle) using the exact MLE based on the full solution. When no desorption events are observed, the MLE estimate yields $k_D = 0$, and these points are included at the bottom.

4-1 Experimental setup for the detection of intracellular NO. Experimental setup for the detection of intracellular NO. (A) The fluorescence setup, with an A375 melanoma cell of interest located on a petri dish, a 632 nm excitation source, and a NIR sensor array. (B) Co-localization of the SWCNT sensors (yellow) with the cell endosomes (red) as indicated using LysoTracker Red. (C) A cartoon of a DNA(15)-wrapped SWCNT capable of detecting NO. (D) Chemical pathway for the penetration and decomposition of JS-K, resulting in increased NO concentrations in the endosome. (E) Absorbance spectra for three SWCNT chiralities. (F) Chemical pathway for the binding of VEGF-A to VEGF receptors on HUVEC cells, causing a release of NO from eNOS bound to the cell membrane.
4-2 Confirmation of Intracellular NO Detection. (A) NIR intensity profiles of the endosome region over three minutes after exposure to JS-K, showing gradual intensity quenching. (B) Intensity of a single point over time showing rapid quenching followed by a settling to a new steady state intensity. (C) Quenching profiles for several JS-K concentrations, and confirmation of the included literature JS-K pathway by promoting the intermediate reagent GSH with Cisplatin or reducing GSH with buthionine sulfoximine (BSO). (D) Calibration curves showing the final quenching response to various JS-K concentrations after incubation with Cisplatin, BSO, or sodium azide. (E) A similar calibration curve for a HUVEC cell exposed to vascular endothelial growth factor (VEGF).

4-3 Calculation of intracellular nitric oxide concentration through observations of SWCNT fluorescence. A) Fluorescence intensity of SWCNT in A375 melanoma cell. B) Experimental intensity profile. C) Reconstructed intensity profile after fitting a small number of point illumination sources with point spread functions indicated in the inset. D) Demonstration that point-source process retains the same total intensity information from Figure 4-2E) Intensity for each point source, before and after removal of high frequency noise with a smoothing spline. F) Calculated nitric oxide concentration for each point source using a kinetic model for the adsorption/desorption of nitric oxide on SWCNT.
Observed intracellular NO gradients and a numerical model for the release of NO by JS-K addition. A) Typical observed NO concentration gradients between sensor regions before and after the introduction of 28 µM JS-K. Baseline concentration differences are approximately 0.1 µM/µm. A second peak in the histogram at approximately 1 µM/µm occurs at the beginning of the experiment, before the SWCNT settle to a new equilibrium. B) Diffusion-reaction model simulation of intracellular NO formation with 16µM JS-K addition. Zero to four sources of intracellular GSH is places in various locations. The system is optimized such that NO concentration is approximately 4 µM, and the gradient is studied. C-D) For each scenario in B, gradient is calculated as the concentration difference collected at random pairs of locations within 3 µm of the nucleus normalized by distance. A probability density distribution is then plotted. Results show that at least 1 source is required to reproduce the concentrations and gradients.

Confirmation of intracellular NO release in an A375 Melanoma cell upon addition of extracellular JS-K. (A) Visible image of the cell before incubation with DAF-FM. (B) Visible image of the same cell after incubation with DAF-FM. (C-H) Fluorescence signal at 515nm, in response to stimulation at 495nm (the excitation/emission peaks of DAF-FM), collected every minute after addition of JS-K. The fluorescence signal saturated after approximately 5 min.

Stability of intracellular nitric oxide in an A375 melanoma cell without JS-K measured using DAF-FM. (A-B) Visible images of the cell before and after incubation with DAF-FM. (C-H) Fluorescence emission at 515nm with 495 excitation collected over 5 min, showing stable baseline DAF-FM fluorescence.

Calibration of the CHEMICON GSH assay against five solutions of known GSH concentration. Results were repeated in triplicated, and error bars shown. The fluorescence intensity was approximately linear with the known GSH concentration.
Illustration of a Corona Phase Molecular Recognition (CoPhMoRe) sensor using a single-walled carbon nanotube (SWCNT) and an amphiphilic polymer (hydrophobic and hydrophilic regions). (A) An example studied here of rhodamine isothiocyanate (RITC) segments connected with a polyethylene glycol (PEG) chain, referred to as RITC-PEG-RITC. (B) Cartoon of the same RITC-PEG-RITC polymer, illustrating the hydrophobic corona phase anchors and the hydrophilic chain connection. (C) Schematic of a RITC-PEG-RITC configuration on the SWCNT surface, with the hydrophobic corona phase anchors preferentially adsorbed to the hydrophobic SWCNT surface and the hydrophilic chain extending out into solution.

Structure and analyte-response profile of two CoPhMoRe sensors using polymer – SWCNT complexes. (a, b) Polymer structure, schematics of polymer-SWCNT complex, and front and side views calculated from coarse-grained MD simulation for (a) rhodamine isothiocyanate segments connected with polyethylene glycol (RITC-PEG-RITC), and (b) fluorescein isothiocyanate segments connected with polyethylene glycol (FITC-PEG-FITC). The schematics are deduced from a combination of polymer molecular structure and fingerprinted response profile, supported by MD results. (c, d) Bar charts that show intensity changes of RITC-PEG-RITC (c) and FITC-PEG-FITC (d) against a panel of 35 biological molecules. RITC-PEG-RITC shows selective quenching response upon addition of 100 μM estradiol, but FITC-PEG-FITC shows a non-selective response profile.

Equilibrium of polymer “anchors” (1) and the analyte molecules (2) adsorbing on the SWCNT surface. Each species on the surface is in thermodynamic equilibrium with the same species in the bulk solution.

Molecular simulation of the molecules of interest. (a) Simulation cell of a salicylic acid molecule surrounded by water in between two graphene sheets. (b) The chemical structure of salicylic acid. (c) Two examples of a Δμi calculation: Δμi calculated from the simulation as a function of distance from the graphene surface for salicylic acid, and PVA.
Comparison of the free energy of adsorption calculated from molecular dynamics simulations, $\Delta \mu^0$, with the effective partition free energy between solution and a commercial activated carbon filter, $\Delta \mu^{eff}$, as listed in Table 5.5. A linear correlation is included as a guide. The indicated $r^2$ value is similar to that observed during the fitting of the QSAR model and the experimental data [53]. ................................................................. 105

Calculated intensity of fluorescent response, $\beta\theta_{cal}$, as a function of experimental intensity modulation, $\Delta I/I_0$, for 11 distinct CoPhMoRe phases responding to a library of 34 analyte molecules. The purple region indicates that modeled responses are within 20% error of the actual responses, which accounts for 83% of the total number of polymer-analyte trials. Orange indicates the “false positive” region (13.1%), where the model overpredicts over 20%. Gray indicates the “false negative” region (3.7%), where the model underpredicts the response more than 20%. .............................. 109

Comparison between calculated and experimental CoPhMoRe adsorption isotherms (a) Fluorescence quenching of (7,5) chirality of RITC-PEG-RITC – SWCNT as a function of estradiol concentration (red). The dashed black lines are fits of the data to the 2D EOS model with $\beta=1$ and $B_{12}$ of -400 Å². (b) Fluorescence quenching of (7,5) chirality of Fmoc-Phe-PPEG8 – SWCNT as a function of thyroxine concentration (red). The dashed black lines are fits of the data to the surface-adsorption model with $\beta=3.2$ and $B_{12}$ of -1150 Å². Data were taken with three replicates, and error bars are 2 standard deviations. ......................................................... 110

Molecular adsorption energies on SWCNTs of various diameters for five selected molecules. $p$-values in the legend indicate the significance of the correlation between adsorption energy and diameter ($p>0.95$ is significant). Linear fits, their corresponding $r^2$ values, and corresponding shaded 95% confidence intervals are included as visual guides. Two molecules, RITC and riboflavin, have adsorption energies that depend significantly on diameter. ................................. 120

Structures of the polymers that were used to suspend SWCNT. .................. 121

(continued) Structures of the polymers that were used to suspend SWCNT. .. 122
6-1

Illustration of a single-SWCNT device [43, 145], with a blocking sodium ion. . 131

6-2

Demonstration of Coulter States, which are characteristic of nanopores with
diameters similar to analyte molecules in solution.

A) Stages of a blocking

event, B) characteristic current profile, and C) current profile for a SWCNT
device with a 3M KCl solution [1451. . . . . . . . . . . . . . . . . . . . . . . . 131

6-3

Demonstration of water and NaCl transport along the outside of uncovered
SWCNTs.

A) Device design, with a voltage applied between across the two

droplets.

B) Typical current trace after droplet deposition, showing a sharp

increase in current upon water translocation.

C) SEM image of device after

water/NaCl translocation and water evaporation, with bright areas indicating

6-4

NaCl deposited external to the SWCNTs.

D) SEM image of a device with a

barrier. Reproduced with permission [1441

. . . . . . . . . . . . . . . . . . . . 133

The conductance of devices with water in both reservoirs is plotted as a function of SU-8 epoxy barrier width. These devices all did not show stochastic
pore-blocking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7-1

Experimental method for manufacturing characterized single-SWCNT devices.

(a), Aligned single-walled carbon nanotubes (SWCNTs) are grown

on a silicon wafer, identified with a marker, diameter-characterized with Raman spectroscopy, all but one or a few SWCNT removed with a razor blade,
a two-reservoir epoxy structure bonded to the wafer, SWCNT ends opened
with oxygen plasma etching, and finally devices are tested with Ag,/AgCl electrodes with various electrolyte solutions.

(b), Example of scanning electron

microscope (SEM) identification of all aligned SWCNT grown on a device
with the chosen SWCNT for study marked.
cates 100 um.

Scale bar for the SEM indi-

(c), SEM microscope images of two representative 1.569 im,

1.37 im SWCNTs (left), scale bar for the SEM indicates 100 um.

Raman

characterization of the diameter of the chosen SWCNT based on the radial
breathing mode, and metallic/semiconductor nature based on G-peak (right). 139
18


7-2 Plots of Raman spectra showing the radial breathing mode (RBM) feature for all carbon nanotubes from devices used in the diameter study, sorted in order of increasing diameter. The position of the RBM and corresponding tube diameter are listed above each plot. The sample at 1.85 nm actually has 2 RBMs observed, indicating the presence of DWNT; the corresponding diameter was calculated using the inner tube RBM.

7-3 Plots of Raman spectra showing G peak features for all carbon nanotubes from devices used in the diameter study, sorted in order of increasing diameter. The diameter and metallicity of each tube are listed above each plot.

7-4 G' peak positions are plotted against inverse tube diameter. The lines are plotted according to the empirical fit found by Jorio et al. [121] The lines indicate the position of the G- peaks for metallic and semiconducting tubes. For reference, the constant G+ peak position is also shown. Each red point corresponds with a single nanotube used in the diameter study. Vertical red lines connecting two points are for samples which had two possible G- peaks.

7-5 Comparison of current traces before and after adding electrolyte solutions and baseline current with and without SWCNTs in devices. a) Comparison between pure water (without electrolyte) and KCl 3M ionic solutions (with electrolyte). b) Comparison of the absolute magnitude of the current level in the devices without (top) SWCNTs and (bottom) with SWCNTs constructed by the epoxy structure in same batch.

7-6 Additional examples of two SWCNTs undergoing coherence resonance simultaneously (top) and The conductance change with blocking, $\Delta G$ and ion mobilities of two SWCNTs constructing coherence resonance (#1 and #2) (bottom).

7-7 Schematic illustration of ion transport and pore-blocking in SWCNTs. (a), Proton flux, (b), ion insertion (blocked by cations), and (c), recovery of proton flux.
The effect of cation type on pore-blocking phenomena.  (a), Example of pore-blocking phenomena tested with 3M KCl at two applied voltages.  (b), Voltage-scanning experiment for a single SWCNT with two cation types at several voltages.  (c/d), Tabulated data for the effect of voltage on dwell time and pore-blocking current for potassium and cesium ions.  (e/f), Effect of voltage on dwell time and pore-blocking current for a divalent cation, calcium.  (g), Qualitative demonstration of the impact of four cation types on pore-blocking phenomena (left), as well as current histograms clearly demonstrating two-state oscillations. The expanded raw data (right) shows distinctive pore blocking current and dwell time behavior as cation types are changed.  (h/i), Tabulated data for the effect of cation type on observed dwell time and pore-blocking current.

Pore-blocking for two single-SWCNT devices with different SWCNT diameters.  (a), 1.74 nm, (b) 1.67 nm, tested at the same applied voltage (1V) and electrolyte solution (3M KCl).

Scatter plots of pore-blocking currents versus dwell times for nanotubes used in the diameter study (0.9 nm-1.49 nm).

Scatter plots of pore-blocking currents versus dwell times for nanotubes used in the diameter study (1.5 nm-1.74 nm).

Scatter plots of pore-blocking currents versus dwell times for nanotubes used in the diameter study (1.766 nm-2.01 nm).

Diameter dependence of ion transport phenomena.  (a) Pore-blocking current for each device separated by observed dwell time, with diameter and metallic/semiconductor nature marked. x-axis is displayed on a log scale ($10^0$-$10^3$ (milliseconds)), all tested with 3M KCl and 1V applied voltage.  (b,c), Observed pore-blocking current and dwell time as a function of SWCNT diameter, along with the results from the electrochemical model.  Error bars represent the range of measurements over the many stochastic events for each SWCNT.  (d), Illustration of the physical effects accounted for in the electrochemical model.
7-14 Temperature dependence of ion transport for three single-SWCNT devices. 
(a), Illustration of the modified setup for temperature-dependent measurements. 
(b), Arrhenius plot of the pore-blocking current for the three devices. 
(c/d), Pore-blocking current and dwell time for each device over the range of tested temperatures. Error bars represent the range of transport measurements for each SWCNT at each temperature.

7-15 Diameter dependent flow enhancement factor $\varepsilon$. Closed circles are taken from literature\textsuperscript{31}, and the smooth line is a fit of the form $\varepsilon(D) = \alpha e^{BD} + \gamma e^{\sigma D}$.

7-16 Temperature (Celsius) vs time (sec) plot during the heating by torch and subsequent cooling.

7-17 Picture of temperature scaling experimental setup.

7-18 Temperature dependence of (a) water dissociation constant and (b) proton concentration.

7-19 Comparison of the blockade current of experimental dataset from SWCNTs and calculated proton concentration.

7-20 Analysis of baseline current of water and ionic solutions. Comparison among water baseline current, KCl baseline current (opened channel) and pore-blocking current (closed channel) for 23 devices. All devices were tested using 3M KCl, except #14 and #3, which used 1M KCl.

7-21 $\Delta G$ values from 3M KCl at different pH. The value is smaller in D$_2$O than in H$_2$O. Larger $\Delta G$ at acidic pH verifies that protons are the major charge carriers.
Example geometry for a 6x6 mesh. (left) Forces were added to edge beads in the longer (longitudinal) direction. Actual mesh sizes were much larger (minimum 28x28, up to 150x150). Example improper dihedrals, used to increase the bending rigidity of the sheet, are also indicated for a single central atom, as shown with the red/green/blue connections. The direction of the applied forces were updated periodically based on the orientation of the membrane. (right) Cartoon of the effect of applying longitudinal strain for a sheet without explicit rigidity. At $u_{xx} = 0$, there is a non-zero mean curvature in both directions. At small extensions, the curvature in the longitudinal direction is quickly suppressed, but the transverse curvature increases slightly. For large extensions, curvature in both directions is suppressed and the surface becomes more flat.

RMS out-of-plane height of the membrane under longitudinal strain. Straining the membrane initially decreases the out-of-plane fluctuations, until approximately 10% strain. Theory for each membrane size is a fit to Eq. 10. The mean-square roughness decreases faster than the theory suggests because of a reduction in the non-zero mean curvature of the unstressed membrane with free boundary conditions, which is not accounted for in the developed theory.
Suppression of transverse contraction with explicitly added membrane rigidity. (left) Adding an explicit bending rigidity to the surface through the application of an improper dihedral with force constant $k_{imp}$ leads to a reduction in the maximum in the transverse extension and reduction in the maximum with respect to the applied longitudinal strain. Increasing $k_{imp}$ above $100\varepsilon$ suppresses the initial contraction by reducing the mean curvature of the unstrained membrane with behavior more similar to those of previous studies (i.e. a negative Poisson ratio at zero strain). (right) As system size increases or the membrane becomes more stiff, the maximal transverse extension, a desirable property, decreases. This effect can be attributed to the RMS out-of-plane fluctuations at zero-strain, which determine far the membrane can be extended by removing these fluctuations, relative to the membrane extent represented by the radius of gyration. An empirical exponent of 0.88 for $R_g$ collapses the results obtained by changing the membrane size or adding explicit bending rigidity to the system.

Mean curvature of surfaces during longitudinal extension. (left) Solid lines indicate the mean surface curvature in the longitudinal direction, while dashed lines indicate mean curvature in the transverse direction. Open symbols are averages for ensemble simulations (constant applied force), which filled symbols are averages taken by sub-sampling ensemble results. Lines are smoothing splines included only as visual guides. For surfaces with no added rigidity, applying a longitudinal extension causes the surface to flatten in the longitudinal direction, while becoming more curved in the transverse direction.
8-5 Transverse strain induced by longitudinal strain for surfaces of various sizes. (left) Circles represent ensemble averages for each simulation condition (i.e. constant end forces), with error bars generated using the bootstrap method. Small points averages of collections from each ensemble, showing variation within each condition. Solid lines are smoothing splines included for visual guides. Dotted lines are approximations of the local gradient for each set of calculations. (right) Transverse strain as a function of the out-of-plane fluctuations. As out-of-plane fluctuations are reduced the transverse strain increases, until the membrane is essentially flat at the critical value \( \langle z^2 \rangle^{1/2} = 0.4 \) after which the membrane begins to contract.

8-6 Strain-dependent Poisson ratio. (left) The macroscopic Poisson ratio, defined using the surface edge positions, for 40x40 surfaces with varying degrees of bending rigidity. Effect of surface size on the strain-dependent Poisson ratio. Larger surfaces have a lower minimum Poisson ratio, but have a larger zero-strain Poisson ratio and earlier final transition to a positive Poisson ratio. Disagreement between the results from zero-strain calculations in previous and these strain-dependent results are due to the non-zero mean curvature of the surface which must first be flattened. (right) Increasing the rigidity of the surface increases the minimum Poisson ratio and decreases longitudinal extension at which the Poisson ratio changes from negative to positive.

A-1 Full analysis data for all of the experiments and controls discussed in chapter 4. For each experiment, the organization of the figures is the following: (A) Total cumulative photoluminescence intensity for each cell is displayed along with endosomal centers used for calculations. (B) Whole cell photoluminescence intensity as a function of time for each experimental condition. (C) Display of gradient distribution between all endosomal centers detected. (D) Photoluminescence intensity and curve fitting for each endosomal center. (E) Calculation of NO concentration at each endosomal center.
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Chapter 1

Introduction

1.1 Overview of Single-Walled Carbon Nanotube Physics

Bulk materials, when constrained to one or two dimensions isolated, can adopt significantly different properties due to confinement as illustrated in Figure 1-1. Individual sheets SP$^2$ bonded carbon, known as graphene, have extraordinary in-plane conductivity and structural rigidity for a materials of its thickness. These properties are distinct from its properties when stacked into a bulk configuration (graphite). A sheet of graphene rolled into spheres, known as buckyballs, most commonly in the form C$_{60}$ which have electronic states due to the finite number of atoms. In between 2-dimensional and 0-dimensional confinement lie carbon nanotubes, which are sheets of graphene rolled into a cylinder.

Carbon nanotubes actually represent a family of materials since their geometric and electronic properties depend on the precise basis graphene sheet used to form the unit cylinder, known as the carbon nanotube chirality. The chirality of a nanotube is typically represented as the 2D vector $(m, n)$ on a graphene sheet that defines this basis sheet. Single-walled carbon nanotubes (SWCNTs) are a single cylinder, while multi-walled carbon nanotubes (MWCNTs) are multiple concentric cylinders with different diameters and are typically much larger. The SWCNT chirality determines the diameter through the simple geometric relation

$$d = \frac{0.246 \text{[nm]}}{\pi} \sqrt{m^2 + n^2 + mn}.$$ 

Typical diameters for SWCNT are 1-2 nm. MWCNT diameters are typically much larger.

The chirality also specifies the electronic structure: chiralities with $m = n$ are metallic,
Figure 1-1: Low-dimensional carbon materials, modified from [77]. SP²-bonded carbon can form structures with zero periodic dimensions (C₆₀, Buckyballs), one periodic dimension (carbon nanotubes), or two periodic dimensions (graphene sheets).

Chiralities with \( \text{mod}(m-n,3) = 0 \) are semi-metals (semiconductors with a very small band gap), and other chiralities are semiconducting. The electronic structure of single-walled carbon nanotubes, shown in Figure 1-2 for a semiconducting SWCNT, has discrete Van Hove singularities forming valence and conduction bands in the material. The first and second valence and conduction bands are shown in the cartoon. Each semiconducting SWCNT chirality will have a different electronic density of states. The difference between the first valence and conduction bands, \( E_{11} \), and the difference between the second valence and conduction bands, \( E_{22} \), can be seen for a solution with many SWCNT chiralities in Figure 1-2. These two energy levels are important for understanding the fluorescence properties of SWCNT.

SWCNT have a very strong fluorescence signal compared to small-molecule fluorophores due to their size and mechanism for fluorescent emission which relies on the formation and recombination of localized electron/hole pairs, known as excitons, on the SWCNT. A very simplified picture of SWCNT excitonic physics, necessary to understand the SWCNT-based optical sensors discussed in this work is included here and a cartoon is included in Figure 1-3. Incident radiation near the \( E_{22} \) energy level can result in the formation of an exciton.
Figure 1-2: Electronic structure of Single-Walled Carbon Nanotubes. (left) Cartoon of the electronic density of states (DOS) for a semiconducting SWCNT showing the characteristic Van Hove singularities. The near-IR fluorescence used for sensors in this thesis is primarily due to the generation of excitons (electron/hole pairs) at the $E_{22}$ transition. After relaxing to the first valence/conduction band, excitons can recombine radiatively to yield photons at the $E_{11}$ level. (right) Map of the fluorescence emission for a solution with a collection of SWCNT at various excitation/emission combinations [12]. This is effectively a map of the $E_{11}$ and $E_{22}$ positions for each SWCNT species in the solution.
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Figure 1-3: Adjusting the radiative decay of excitons through SWCNT surface modification. (left) A cartoon of a typical excitation/decay process for an exciton on a pristine SWCNT. Excitons are created with incident radiation, diffuse along the SWCNT and can undergo exciton-exciton annihilation or radiative decay (among others). (right) Some adsorbates will preferentially allow for exciton recombination. Alternatively, some defects such as singlet-oxygen functionalization trap excitons preventing them from interacting with quenching defects and allowing them to recombine with fluorescence emission.

that is localized along a SWCNT. The exciton can diffuse in a 1-dimensional fashion along the length of the SWCNT. Excitons typically relax to the first valence/conduction band, and those that do and then recombine yield light with energy near the $E_{11}$ energy. This is the typical pathway that leads to the strong fluorescence signal in SWCNT. Excitons can also interact with the ends of the SWCNT, with other excitons, or with defects in the SWCNT electronic structure leading to recombination without radiative decay, leading to a reduction in fluorescence efficiency. Some small molecules, when adsorbed to the SWCNT surface, can increase the rate of these non-radiative exciton losses, resulting in a drop in fluorescence intensity. Conversely other defects, such as the introduction of singlet-oxygen surface functionalization, traps excitons locally, prevents them from interacting with other defects on the surface, and thus allows them to recombine radiatively more efficiently leading to an increase in fluorescence efficiency.
A key challenge in the use of nanoscale carbon devices has been the preparation of high-quality samples. Global production of bulk mixed multi-walled carbon nanotubes, sufficient for applications that use CNTs as filler to improve mechanical properties, is already well above the kiloton/year level [54]. Bulk quantities of higher-quality single-walled carbon nanotube samples are more expensive and have lower availability, but recent manufacturers have introduced products at approximately the $10/gram level [2] with production above 50 ton/year [224]. Even high-quality SWCNT used in experimental devices produce a range of nanotube chiralities, with varying electronic structure and diameter, making single-chirality devices difficult to manufacture. Advances in recent years have revolutionized the process of separating multi-chirality solutions into high-purity single-chirality samples [112, 157, 158, 243, 244, 249]. These separation processes now allow for the routine preparation of liter-scale high-purity solutions of some chiralities, making the production of experimental single-chirality devices possible.

1.2 Why Study Single-Walled Carbon Nanotube Devices?

SWCNT are exciting to study outside of their possible applications due to the diversity of physical phenomena necessary to understand many practical devices. As an example, modeling and understanding SWCNT-based optical sensors, discussed in Part I of this thesis, require a range of modeling and simulation tools to understand the many physical phenomena involved. The relevant techniques are illustrated in Figure 1-6. Modeling techniques range from atomic/electronic methods to understand the exciton behavior, to the device level where continuum or stochastic methods are used. These devices also represent a useful platform for developing these methods. For example, the ability to measure transport rates through individual SWCNTs with varying diameter will inform the development of more accurate simulation techniques for sub-continuum transport at the nanoscale.

Single-walled carbon nanotubes are just one of many possible nanoscale structures that exhibit interesting structural and electronic effects due to nanoscale confinement yet they have received a disproportionate amount of scientific and popular attention in comparison to other materials. This is due to a number of reasons:

1. Simple structure - an all-carbon material is attractive from a raw-material point of view, and the symmetry and simple structure is appealing for the development of
theoretical models and simulations.

2. Variety of electronic structure - very few materials have an electronic structure that can be tuned to various band gaps, or even to control metal/semiconducting characteristics. Separated single-chirality SWCNT samples allow for the preparation of devices with tunable characteristics without resorting to more complicated methods such as chemical doping or mechanical strain.

3. Precise diameter - SWCNT diameter is typically very uniform along the length, and the diameter is set by the chirality. Using single-chirality samples allows for the preparation of structures with a very specific internal diameter at the 1 nm scale. Preparing similar cylinders using self-assembled dendritic monomers or using lithographic techniques to make holes in bulk structures are difficult to tune and rarely scale to the 1 nm diameter range.

4. Strong fluorescence signal - the strong near-IR fluorescence signal is ideally suited to a range of biological applications where small-molecule fluorophores have not been successful. This effect can be tailored to selective detect certain molecules through the addition of adsorbed phases as illustrated in Figure 1-4 for several DNA wrappings.

5. Growing industrial production and preparation methods - there are now a number of companies producing SWCNTs for various applications. Even more importantly, there is a large body of literature on how to analyse sample purity using established spectroscopic techniques. Separating SWCNT into individual chiralities is also increasingly straightforward.

Other nanoscale with similar electronic or geometric structure, such as boron nitride nanotubes, offer only some of these benefits. New materials must first overcome the challenges that the SWCNT community has faced in make practical high-quality devices. For all of these reasons, SWCNT have found their way into a number of practical applications a few of which are illustrated in Figure 1-5. Examples include computer chips with SWCNT transistors [226], conductive reinforced materials such as SWCNT yarns [188], size-selective membranes with high water flow rates [97], near-IR photovoltaics for energy capture [111], and biomedical sensors [45, 269].
Figure 1-4: Selective detection of small molecules with various sequences of single-stranded DNA adsorbed to a SWCNT surface. (top) Cartoon of a d(AT)$_{15}$ sequence of single-stranded DNA wrapped helically around a SWCNT. (bottom) Selectivity profile for the change in intensity of a (6,5) SWCNT wrapped with three different DNA sequences upon exposure to a screen of a number of small-molecules [269]. d(AT)$_{15}$ has the highest selectivity to nitric oxide (NO) of the three sequences.
Figure 1-5: A selection of the applications of SWCNT currently under investigation, including the development of SWCNT-based transistors [226], electrically-conductive SWCNT yarns [188], selective SWCNT membranes with high flow rates, SWCNT-based solar cells for near-infrared photovoltaics, and sensors based on functionalized SWCNT [45, 269].

Figure 1-6: Modeling and simulation from SWCNT devices, from the electronic to the device scale. At the largest length scales, continuum or stochastic models are necessary to describe sensor collections. Selectivity is mostly determined by classical interactions near the SWCNT surface. The actual quenching process is a fundamentally electronic effect.
1.3 Thesis Objectives

This thesis explores a number of interesting phenomenon related to SWCNT sensors, with the goal of providing insight into the physical mechanisms at work and providing targets for further engineering of these materials. In many cases, it is impossible to fully characterize these devices with experimental techniques such as spectroscopy, atomic force microscopy, and scanning electron microscopy. In these situations, the models and simulations presented in this work form our most complete picture of the molecular structure and behavior of these devices. By exploring how devices behave at a variety of scales, we can form a more complete picture of how to improve and engineer new functionality in the future.

Part I of this thesis considers how we can use SWCNTs for sensing of small molecules in complicated environments such as cancerous cells:

1. Chapter 2 discusses the challenges related to state-estimation at the nanoscale, especially in the presence of stochastic fluctuations.

2. Chapter 3 presents analytical results for how a collection of stochastic sensors, such as d(AT)_{15}-wrapped SWCNT responding to nitric oxide, will respond to a signal. Methods of estimating chemical concentrations are discussed and an optimal method for estimation is presented along with analytical results for the uncertainty in these estimations.

3. Chapter 4 shows how we can use DNA-wrapped SWCNT sensors for nitric oxide concentration detection inside of cancerous cells. The results are the first measurements of nitric oxide at sub-cellular length scales and at biologically-relevant time scales.

4. Chapter 5 presents a molecular thermodynamic model for predicting how the wrappings of SWCNT impact the sensitivity towards various small molecules of interest. This work paves the way to new adsorbed phases by providing relevant molecular properties to engineer and providing a method to screen wrappings that are unlikely to be useful.

Part I thus forms a more complete picture of how these SWCNT sensors behave, from the molecular scale, to the device scale, to actual biological applications.

Part II of this thesis explores another class of devices that allow for the study of transport and pore-blocking withing individual SWCNTs:
1. Chapter 6 discusses the experimental challenges in making devices with verified transport through the interior of nanoscale pores. Flow at these scales necessarily leads to stochastic transport fluctuations and can be used as an indication of interior flow.

2. Chapter 7 presents the first measurements of transport rates through individual SWCNT with known diameter. A physical mechanism for the observed diameter dependence is presented which explains the maximum in transport rates observed at 1.6 nm.

Due to the challenges in making a large number of these devices in reasonable time scales, further study was limited by the development efforts in the group to design a new class of more reliable devices.

Finally, Part III of this thesis explores the properties of a new class of materials that our group has pondered for several years: chainmail structures made out of interlocking graphene rings. This work aimed to clarify the possible benefits of these materials, before others in the lab undertook the challenge of synthesizing these materials. In the process of investigating these possibilities we realized these membranes should have interesting mechanical properties. However, the literature on similar fluctuating surfaces could not answer the practical ranges over which these properties would persist, so we developed simulations to answer these questions.
Part I

Modeling and Design of SWCNT-based Corona Phase Molecular Recognition Sensors
Chapter 2

Control of nano and microchemical systems


2.1 Abstract

Many advances in the development of nano and microchemical systems have occurred in the last decade. These systems have significant associated identification and control challenges, including high state dimensionality, limitations in real-time measurements and manipulated variables, and significant uncertainties described by non-Gaussian distributions. Some strategies for addressing these challenges are summarized, which include exploiting structure within the stochastic Master equations that describe molecular interactions, manipulating molecular bonds at system boundaries, and manipulating molecules and nanoscale objects through magnetic and electric fields. The strategies are illustrated in a variety of applications that include the estimation of nucleation kinetics of protein and pharmaceutical crystals within fluidic devices, the estimation of two-dimensional concentration fields using DNA-wrapped single-walled carbon nanotube-based sensor arrays, the simultaneous control of nanoscale geometry and electrical activation during thermal annealing in a semiconductor material, and the control of nanostructure formulation using electric or magnetic fields. Promising directions for research and technology development are identified for the next
decade.

2.2 Introduction

Remarkable advances have been made in the last decade on technologies for nano and microchemical systems, which are systems in which chemistry is carried out at nano- to microliter volumes [236, 171]. The objective of using these technologies to manufacture high quality products has motivated a growing literature on the identification and control of these systems. The focus of this article is on the control of chemical systems that have key components with dimensions at the nano or microscale, expanding upon previous reviews on microscale systems [139]. Atomic force microscopy, thin film deposition, and multiscale systems are minimally covered, as these topics are already described in past reviews (e.g., see [229, 257, 44, 27, 26, 29, 178] and citations therein). A summary of challenges that arise when solving control systems tasks for nano and microchemical systems is followed by a description of promising directions for addressing those challenges.

2.3 Challenges and Requirements

In a macroscopic system, the measured outputs are stochastic due to measurement noise and unknown disturbances arising from fluctuations in the environment in variables such as temperature and pressure. If the measurement noise and unknown disturbances for a macroscopic system could be completely removed, the measured outputs would be deterministic. This underlying deterministic character of the relationships between process inputs to states and outputs enables macroscopic systems to be described by deterministic models with isolated stochastic terms to account for measurement noise and unknown disturbances [18, 162]. Much of the phenomena that occur at the nano and microscale are stochastic in a way that is very different from the fluctuations typically observed in a macroscopic system. In particular, phenomena at the molecular scale are inherently stochastic, so that a repeated experiment can produce vastly different outputs even if the overall system has no measurement noise and no unknown disturbances.

As an example of such a phenomenon, consider the nucleation of crystals in droplets of solution, for which a large number of high-throughput microfluidic platforms have been developed over the past decade for the crystallization of organic compounds including amino
acids, proteins, and active pharmaceutical ingredients (e.g., see Figure 2-1 and [88, 275, 236, 242, 10, 149]). These microseparation systems enable the efficient high-throughput search for solvents, molecular additives, and dynamic operating conditions that nucleate and grow high quality protein and pharmaceutical crystals for subsequent analysis via X-ray or neutron crystallography, and enable the investigation of crystallization kinetics for a much wider range of conditions than achievable at the macroscale [247, 256, 79]. Such applications have the potential to impact structure-function analysis, pharmaceutical design, bioseparations, controlled drug delivery, treatment of protein condensation diseases, and study of human degenerative conditions [32, 256, 197]. The measured output for a single droplet is the induction time, which is the time in which the first crystal nucleates. The measured induction time can vary by a factor of two or more, even when the experiment is designed to have negligible disturbances and measurement biases and noise, due to the very small volume of each droplet and that the very small number of crystals in a droplet (e.g. [247, 109]). In such a system, treating the measured output as “the induction time” is not appropriate, and the true measured output is represented in terms of an induction time distribution or a cumulative induction time distribution (see Figure 2-2). Quantities derived from such distributions, such as the measured mean induction time or the standard deviation of the induction time, contain much less information than the entire distribution. For nano and microscale systems, the distributions of process outputs are typically not Gaussian, so that the assumption of an underlying Gaussian distribution parameterized by a mean and a variance is not appropriate.

As phenomena at the molecular scale are inherently stochastic, the measured outputs of nano and microscale systems that are a direct consequence of those molecular scale dynamics are also inherently stochastic. Stochastic dynamics with continuous states are typically described by Langevin dynamics or the Fokker-Planck equation [71, 205]. However, when there are only a discrete number of states, stochastic dynamics are described by Master equations [128, 69]:

\[
\frac{dP(\sigma,t)}{dt} = \sum_{\sigma'} W(\sigma',\sigma)P(\sigma',t) - \sum_{\sigma'} W(\sigma,\sigma')P(\sigma,t) \quad (2.1)
\]

where \(P(\sigma,t)\) is the probability that the system is in configuration \(\sigma\) at time \(t\), and \(W(\sigma',\sigma)\) is the rate of transitions between configuration \(\sigma'\) and \(\sigma\) (in units of inverse time). Each
Figure 2-1: A microfluidic platform that uses evaporation to induce nucleation in microliter droplets [125, 126]. The evaporation rate in each droplet is specified by the partial pressure of water at the droplet surface, the area and length of each channel that connects the droplet to external air, and the humidity of the external air.

Figure 2-2: Cumulative induction time distributions for droplets containing lysozyme and sodium chloride in aqueous solution: experimental data (×), and model (line) in Eq. 3 fit to the data [125, 126]. The measured induction times range from about 9 to 14 hr for the same experimental conditions.
Master equation is the conservation equation for the probability of a configuration (accumulation = in – out), with the overall system described by writing Eq. 2.1 for every possible configuration in the system. For example, for the nucleation of crystals in droplets, one configuration is the droplet containing no crystals, another configuration is the droplet containing one crystal, etc. The structure of Eq. 2.1 is relatively simple, being linear in the probabilities $P(\sigma, t)$, each of which lie in the interval between 0 and 1. The probabilities can be stacked into a single state vector $x(t)$ and the transition rates collected into a matrix $A(t; \theta)$ that enables Eq. 2.1 to be written in state-space form:

$$\frac{d}{dt}x(t) = A(t; \theta)x(t)$$  \hspace{1cm} (2.2)

where $A(t; \theta)$ depends on additional variables such as temperature or concentrations of species external to the system that can vary with time, and on a vector of first-principles model parameters $\theta$ such as chemical kinetic, adsorption, or desorption rate constants; surface diffusion coefficients; and equilibrium constants. As an example, the nucleation of crystals in droplets for the microfluidic platform in Figure 2-1 can be modeled by the Master equations

$$\frac{dP_0(t)}{dt} = -\kappa(t)P_0(t),$$

$$\frac{dP_n(t)}{dt} = \kappa(t)(P_{n-1}(t) - P_n(t)), \hspace{1cm} n = 1, 2, \ldots$$  \hspace{1cm} (2.3, 2.4)

where $P_n(t)$ is the probability that the number of crystals is equal to $n$ at time $t$ and $\kappa(t) > 0$ is the transition probability of nucleation in units of inverse time, which depends on the solubility, crystallization kinetics, evaporation rate, and initial droplet volume and solution concentrations [79, 115]. In most applications, the initial number of crystals in a droplet is equal to zero, which is described by the initial conditions $P_0(0) = 1$ and $P_n(0) = 0$. The number of possible configurations in the above model, as well as the number of states in Eq. 2.2, is infinite.

As another example, consider the Master equation for adsorption and desorption of molecules on a DNA-wrapped single-walled carbon nanotube used for single-molecule sensing (see Figure 2-3). A standard approach for reducing the number of configurations is by defining equivalence classes (e.g. [194]), which for this application involves ignoring which
Figure 2-3: Schematic of adsorption and desorption on a DNA-wrapped single-walled carbon nanotube (Ulissi et al., 2011). The arrow points to an open adsorption site.

sites on the nanotube contain the adsorbed molecules. This representation produces the simplified Master equations [250]

\[
\frac{dP_0(t)}{dt} = -k'_A N_T P_0(t) + k_D P_1(t),
\]

(2.5)

\[
\frac{dP_i(t)}{dt} = k'_A (N_T - (i - 1)) P_{i-1}(t) - (k_D i + k'_A (N_T - i)) P_i(t) + k_D (i + 1) P_{i+1}(t), \quad i = 1, ..., N_T - 1,
\]

(2.6)

(2.7)

(2.8)

\[
\frac{dP_{N_T}(t)}{dt} = k'_A P_{N_T-1}(t) - k_D N_T P_{N_T}(t),
\]

(2.9)

where \(N_T\) is the number of potential sites for adsorbed molecules on the nanotube, \(P_i\) is the probability that the nanotube has \(i\) molecules adsorbed somewhere on its surface, \(k_D\) is the desorption rate constant, and \(k'_A\) is the adsorption rate constant, which is proportional to the concentration of the adsorbing species in the surrounding solution. Both rate constants can vary with time, due to time-varying temperature during sensing. The nanotube-based sensor computes the latter concentration by real-time estimation of the adsorption rate constant \(k'_A\) from the measured adsorption and desorption events [22]. The matrix \(A\) in the state equation (Eq. 2.2) has row and column dimensions equal to the number of potential adsorption sites plus one, which is high for long nanotubes (carbon nanotubes have been grown that are longer than 10 centimeters, [272]).

The main challenge with implementing control systems tasks for process models described by Master equations is that the number of states is usually very large, often higher than \(10^{10}\). For this reason, few chemists and chemical engineers have attempted to solve Eq. 2.1 directly, but instead employ kinetic Monte Carlo (KMC) simulation, which follows a single
realization of the Master equation by calling a random number generator to select among the possible transitions with probabilities defined by the kinetic rate laws for each allowed kinetic event. At most one kinetic step can be taken during each time step of the KMC algorithm, with the time step (typically on the order of 1 ns) selected so that the time simulated in the KMC algorithm corresponds to real time [69]. Although a KMC simulation is usually much faster than exactly solving the Master Eq. 2.1 for each possible configuration, a KMC simulation for a process of practical importance is typically on the order of a day using a personal computer of 2011. Further, if an entire state or output distribution is of interest, a large number of KMC simulations are needed to generate even an approximation for the distributions. If the control objective only depends on some statistic of the output distribution, then a feedback controller can be designed based on a low-order “equation-free” model fit to the results of one or more KMC simulations (e.g. [129, 228]). Alternatively, black-box models can be used to replace a full model with a simplified one [194]. In both equation-free and black-box models, the physicochemical relationships between the states and controlled variables on the manipulated variables are no longer transparent.

Another challenge is that nanoscale systems typically have few variables at the nanoscale available for real-time manipulation by a digital control system. For example, multilayered polyelectrolyte nanofilms for the spatially localized release of molecules to kill tumor or bacteria cells or promote tissue regeneration are surgically implanted into the macroorganism so that no real-time variables are available for manipulation (e.g. [164, 207]). The only parameters available for optimization to produce a desired time profile of molecular release are specified during the manufacture of the polyelectrolyte nanofilm. As another example, the only variable that typically can be manipulated in real-time during the rapid thermal annealing of a nano or microstructure is the time-varying power to heating lamps. A sparsity of variables for real-time manipulation limits the degrees of freedom available for control.

Reduced availability of manipulated variables tends to be less of an issue for microscale systems than for nanoscale systems. For example, consider that the variables available for real-time manipulation in the microfluidic platform in Figure 2-1 are the temperature and evaporation rate, which can be implemented by enclosing the entire microfluidic system within a box instrumented with feedback control of temperature and humidity. These manipulated variables, although specified at the macroscale, have a direct effect on the solution concentrations within each droplet. Although it is difficult to specify a different temperature
in each droplet in a single device due to the high surface area-to-volume ratio, the evaporation rate can be specified to be different in each droplet by selecting different areas and/or lengths for the channel connecting each droplet to the exterior air (see Figure 2-1). The selection of temperature, channel areas and lengths, and controlled time-varying evaporation rate enables the direct specification of dynamic conditions within each droplet.

Another control challenge is that limited real-time measurements are available for most nanoscale systems. Sensors require a certain quantity of material to be able to produce useful information. For example, no real-time sensors are available for measuring the solution concentrations in nanoliter droplets. As another example, no real-time sensors are available for measuring the interior pH or concentrations within multilayered polyelectrolyte nanofilms used for the release of growth factors, hormones, or pharmaceutical compounds [164, 207]. The limited real-time sensors make both identification and control challenging.

Models for nano and microscale systems have significant uncertainties. The distributions of measured outputs for nano and microscale systems are often non-Gaussian, as will be seen in the next section, which is incompatible with the most common parameter estimation and stochastic control systems techniques [18, 37]. The non-Gaussian distributions of the measured outputs as well as nonlinearities in the models imply that the probability distributions on the model parameters computed from a rigorous parameter estimation procedure will typically be non-Gaussian.

2.4 Promising Research Directions

This section describes some promising approaches for addressing the aforementioned challenges to the control of nano and microscale systems. While any sufficiently general set of systems engineering methods developed for multiscale systems automatically applies to molecular, nanoscale, and microscale systems, which has been discussed in detail in past reviews [27, 26], general approaches for multiscale systems can fail to take advantage of the underlying structure of specific classes of nano- and microscale systems that can be exploited to greatly facilitate control systems tasks such as parameter estimation, experimental design, and feedback control.

A significant effort has been directed in the last decade on exploiting time-scale separation inherent in many physicochemical systems to accelerate KMC simulations (e.g.
Rather than basing the completion of control systems tasks on running large numbers of KMC simulations to approximate the dynamics of Master equations, some recent efforts have been towards direct solution of the Master equations that explicitly exploit their sparse and highly structured character.

One approach is the direct numerical solution of Eq. 2.1 using sparse ordinary differential equation solvers [3], which is applicable for systems with up to tens of millions of configurations. Further reductions in computational cost can be obtained using methods that project the state vector in the Master equation to a lower dimensional space or employ other model reduction algorithms designed for direct application to the Master equations (e.g., see [201, 66, 67, 62] and citations therein). Although there is a limit to the complexity of the Master equations that can be solved using these numerical methods, this approach is feasible for many nanoscale systems of practical importance, and numerical algorithms are expected to continue to improve over the next decade.

Another approach for addressing specific classes of systems described by Master equations is by the derivation of analytical or semi-analytical solutions of Eq. 2.1 by exploiting the structure of the equations. While this approach is not applicable to all nano/microsystems, analytical solutions can be derived for many applications. For example, while the number of states for the nucleation in droplets is infinite, with the matrix $A$ in Eq. 2.2 having infinite row and column dimensions, the matrix $A$ is highly structured, being both bidiagonal and Toeplitz. For this microfluidic system, a probability-generating function [128] can be used to derive a semi-analytical solution to Eq. 2.4 that describes the dynamics of crystal nucleation in droplets as

$$P_n(t) = \frac{1}{n!} \left[ \int_0^t \kappa(s) ds \right]^n e^{-\int_0^t \kappa(s) ds}$$

for all positive integers $n$ [79]. Numerical evaluation of Eq. 2.10 only requires a small number of algebraic operations and the computation of an integral whose computational cost at time $t$ can be reduced by incorporating the integral computed at the last previous time instance for which the integral was computed:

$$\int_0^t \kappa(s) ds = \int_0^{t-\Delta t} \kappa(s) ds + \int_{t-\Delta t}^t \kappa(s) ds$$

The function $\kappa(t)$ and its derivative vary by more than six orders-of-magnitude in a typical
induction time experiment, whose dynamics can be efficiently handled by employing an ordinary differential equation solver with adaptive time-stepping,

\[
I(t) := \int_0^t \kappa(s) ds \quad \Rightarrow \quad \frac{dI}{dt} = \kappa(t)
\]

(2.12)

The above analytical solutions have been applied to the solution of systems engineering problems, such as the identification of parameters in nucleation rate expressions [79] and the determination of upper and low bounds on nucleation rates (basically, a state estimation problem, [38]).

As an example of a different approach in exploiting structure, the state matrix \( A \) in Eq. 2.2 corresponding to Eq. 4 for modeling the adsorption of molecules on a nanotube is tridiagonal and highly structured. Equations 2.9 can be equivalently formulated in terms of two discrete population balances, with one population being the number of adsorbed molecules and the other population being the number of open sites [110]. This reformulation facilitates the derivation of analytical solution that is the convolution of binomial distributions with parameters \( N_T \) and \( \bar{N}_{A\theta} \), the latter of which is described by

\[
\frac{d\bar{N}_{A\theta}}{dt} = k_A'(N_T - \bar{N}_{A\theta}) - k_D\bar{N}_{A\theta}
\]

(2.13)

for suitably defined initial conditions [250]. As in Eq. 2.10, the computational cost of computing the semi-analytical solution of Eq. 2.13 only requires a small number of algebraic operations and the numerical determination of an integral. This approach has been applied to the (i) maximum estimation of adsorption rates, which have been used to estimate nitric oxide concentration near the carbon nanotube, (ii) the quantification of uncertainties in these estimates, and (iii) the reconstruction of two-dimensional nitric oxide concentration fields from arrays of carbon nanotubes [250].

Many methods are available for exploiting the structure of linear ordinary differential equations to derive numerical, analytical, or semi-analytical solutions that can be applied to the Master equations that arise in nano- and microscale systems. For example, the Master equations for some nanoscale systems have an \( A \) matrix that is symmetric circulant, in which case the real Fourier matrix can be used to diagonalize the equations, which can be exploited for carrying out systems tasks including robust optimal control design (e.g., see [251], and citations therein). Research is expected to continue on fast methods for the analysis of
Master equations, both in terms of general methodology and in addressing specific classes of applications, as these methods enable facile application of systems engineering.

Many methods have been developed in recent years for addressing the sparsity of real-time manipulating variables available in most nanoscale systems. One approach is to modify the system boundaries at the molecular scale to create desirable feedback interactions during manufacturing [222, 221]. This approach of embedded feedback is the application at the molecular scale of the autoregulatory feedback paradigm investigated for macroscale processes many decades ago and investigated more recently in tissue engineering and other biomedical systems (e.g., see [28, 135] and citations therein). Another interesting recent approach is to employ action-at-a-distance magnetic or electric fields for real-time manipulation of molecular motion or nanoparticles [233, 234, 3, 172]. This approach provides many more degrees of freedom than relying solely on the selection of initial conditions and self-assembly to attempt to produce a desired positioning or structural arrangement of molecules (e.g., such as in [65, 64, 160] and citations therein). One of the applications of localized feedback or action-at-a-distance fields of high interest has been in combining drug targeting with surface-modified nanoparticles with light to cause the nanoparticles to release their payloads or greatly increase their temperature, often for the purpose of detecting or killing tumor cells [195, 196, 204, 78, 154, 209]. Methods have been developed for the robust optimal control of spatial fields [133, 134, 135, 136], for which the manipulated variable is a spatial field. There may be potential in applying these methods to determination optimal fields for the real-time manipulation of molecular motion or nanoparticles [233, 234, 3]. Finally, passive control of microscale systems can be achieved by appropriate design of the active volume [171].

Sensor technologies are being developed that greatly expand the number and quality of real-time measurements in nanoscale and microscale systems. For example, DNA-wrapped single-walled carbon nanotube-based sensors have been developed that are able to measure the adsorption and desorption of single molecules [22]. These sensors can be arranged into a two-dimensional (2D) array, to enable the real-time measurement of the 2D spatial variation of molecules in nano- and microscale systems. The nanotubes can be chemically modified or coupled with strong-binding enzymes or fluorescent dyes to measure in real-time the spatial concentration fields of different molecules (e.g. [6, 92, 250] and citations therein).

A strategy for improved estimation of model parameters from limited sensors in nanoscale
systems is to abstract additional information from the noise statistics. For example, the estimation of two model parameters from repeating the exact same experiment with only one datum per experiment has been demonstrated for the high-throughput device in Figure 2-1 [79]. The two model parameters were associated with a nucleation rate described by classical nucleation theory and the single datum per experiment was the measured induction time. In a macroscale system, it is usually impossible to estimate two model parameters from repeated experiments in which only one datum is measured during each experiment, as the measurement noise and unmeasured disturbances characterize the differences in the measured value in each experiment, and their effects on the measured value are stochastically different in each experiment. In such systems, extra experiments improve the accuracy of the stochastic model for the measurement noise and disturbances but do not provide information on the nominal model.

The situation is very different at the molecular scale, in which phenomena are inherently stochastic. For these systems, stochastic variations in experimental measurements can be separated into two types of sources: (1) intrinsic variability, which arises simply as a consequence of the stochastic nature of molecular events, and (2) extrinsic variability, which is a consequence of variability in the external environment. Characterization of the intrinsic variability through numerical or analytical solutions of the Master Eqs. 2.1 makes it possible to distinguish between the two types of sources of variability. Our group has applied such an approach to separate the variability due to imperfections in our experimental setups from variability associated with molecular events for the detection of single-molecule adsorption and desorption of nitric oxide on DNA-wrapped carbon nanotubes [250]. Such an approach is expected to be useful in many systems in nanoscale science and technology.

For these systems, the intrinsic stochastic variations in the measured values are direct functions of the physicochemical parameters, and hence contain information on those parameters. In the crystallization experiments, the analytical solution for the stochastic variation as a function of the nucleation model parameters can be derived from the Master Eq. 2.4, so that the model parameters can be estimated accurately by fitting the distribution of induction times obtained by repeating the exact same experiment multiple times (Figure 2-2). In principle this approach of improving the estimation of physicochemical parameters from the stochastic fluctuations in the measurements can be applied to any molecular system described by Master equations, regardless of whether the Master equations are solved
analytically, such as for the micro-crystallization process and the single-molecule sensing system in Figure 2-3 described by Eq. 2.9 or solved numerically either by direct solution of the Master equations or by indirect solution via kinetic Monte Carlo simulation. Parameter estimates in the process model are estimated from the distribution of measurements rather than mean values. In some sense, instead of trying to filter away the noise as in a macroscale system, the model parameters in many nanoscale systems can be estimated from the noise. The potential improvement in the accuracy of the parameter estimates obtained by exploiting the additional information in the “noise” will depend on the details of the particular system.

Many high-value applications of carbon nanotubes such as in nanoelectronics require the separation of nanotubes in terms of their chirality, as this molecular structure is directly related to their electronic structure, adsorption kinetics, and chemical reactivity (e.g., see [187, 186, 61, 240, 223, 40, 39, 155] and citations therein). Typically the nanotubes are separated by the addition of surfactants followed by centrifugation, which produces a gel with each position along the gel corresponding to a different mixture of chiralities. Various spectroscopic methods are applied to each position, with the objective of estimating the concentrations of nanotubes with each chirality. The amount of peak overlap in the spectra is very high and while advances have been made in the deconvolution of the spectra (e.g., see [185] and citations therein), more advances are needed to reduce the large uncertainty in some of the estimated concentrations. Advanced control of many nanosystems will require significant advances in sensor calibration that exploit all aspects of the sensor physics, such as the effect of defects in carbon nanotubes on their spectra, while carefully quantifying uncertainties in the estimates.

Polynomial Chaos Expansions (PCEs) is an approach for uncertainty analysis that is applicable to dynamical systems described by continuum models with model parameters that belong to non-Gaussian distributions [263, 202]. In recent years PCE-based systems and control methods have been developed (see [183, 184, 70, 246] and citations therein), that extend techniques such as robust nonlinear control and model predictive control to handling non-Gaussian distributions. As such distributions also appear in nano and microscale chemical systems, it seems likely that some of the PCE-based methods will be useful for addressing their associated systems and control problems.
2.5 Conclusions

Challenges in the control of nano and microchemical systems are high model state dimensionality, limitations in real-time measurements and manipulated variables, and significant uncertainties described by non-Gaussian distributions. Promising directions for dealing with these challenges include exploiting model structure of the stochastic model equations, employing molecular modification at system boundaries to create desirable feedback interactions within the material, and manipulation via magnetic and electric fields. These approaches included the numerical or analytical solution of Master Eqs. 2.1 for

(i) distinguishing between fundamental intrinsic variability and extrinsic variability, and

(ii) abstracting information on fundamental model parameters from the intrinsic variability or “noise.”

Methods were reviewed for the numerical and analytical solution of the Master Equation that commonly arises when modeling nano- and microscale chemical systems, with the analytical methods being (i) matrix exponentials, (ii) probability generating functions, (iii) reformulation as discrete population balance equations, and (iv) exploiting symmetries. While these approaches will not apply to all nano- and microscale systems, our experiences is that the methods apply to a surprisingly large number of chemical systems, with some examples of such systems given in this paper. All of the approaches used for directly solving Master equations can be directly applied to any systems problem, such as parameter estimation, quantification of uncertainties in model parameters, state and output estimation, optimal design, and optimal state feedback control. This paper described some of these applications of systems engineering to nano- and microscale chemical systems, including to carbon nanotube-based devices and microfluidic systems. Many more applications of systems engineering to nano- and microscale chemical systems by direct solution of Master equations are expected in the near future.

One of the messages of this paper is to embrace the non-Gaussian stochastic phenomena that occur in nano- and microchemical systems; that stochasticity if understood fundamentally can be more an asset than a hindrance. A way to develop this fundamental understanding of intrinsic variability is to direct numerical or analytical solution of the stochastic equations (Eq. 2.1) that describe the kinetic phenomena at these length scales. For problems
in which such direct methods are not applicable, polynomial chaos expansions was suggested as a potential approach for addressing non-Gaussian distributions during state and output estimation and optimal feedback control design.
Chapter 3


3.1 Abstract

In recent work, we have shown that d(AT)$_{15}$ DNA-wrapped single-walled carbon nanotubes (SWCNT) are able to detect the adsorption and desorption of single molecules of nitric oxide (NO) from the surface by quenching of the near-infrared fluorescence [269]. A central question is how to estimate the local concentration from stochastic dynamics for these types of sensors. Herein, we employ an exact solution to the Birth-Death Markov model to estimate the local analyte concentration from the stochastic dynamics. Conditions are derived for the intrinsic variance displayed by identical sensor elements and the homogeneity of the
environment is assessed by comparing experimental sensor-to-sensor variance with this limit. We find that d(AT)$_{15}$ DNA-wrapped SWCNTs demonstrate variances that are close to the idealized limit at relatively high NO concentrations (19.4 μM). At 780 nM, the sensor-to-sensor variance is approximately double the idealized value indicating marginal variation in the SWCNT array. An NO adsorption coefficient of $2.6 \times 10^{-4}$ $[s^{-1} \mu M^{-1}]$ is identified and we outline how to predict the local analyte concentration from the sensor dynamics.

3.2 Introduction

An important development in nanotechnology is the emergence of sensor transducers capable of single molecule resolution at room temperature. Single-walled carbon nanotubes alone account for at least three sensor types capable of this important property. One sensor type is an electrically contacted field effect transistor (FET) with a single electrochemically induced catalytic defect, inducing a deflection in the channel current in response to reactions at the defect site [46, 48, 47]. A second sensor type uses the interior of the SWCNT as a nanopore for Coulter detection of single cations [145]. A third sensor type consists of a near-infrared fluorescent semiconducting SWCNT where adsorption and desorption of a fluorescence quencher causes a discretized and stochastic fluctuation of the intensity from the single nanotube. We have developed several near-infrared fluorescent SWCNT sensors selective for glucose [14, 13, 15, 16], DNA [91, 113, 118, 114], ATP [130], H$_2$O$_2$ [116, 117], and recently NO [131, 269]. For H$_2$O$_2$ and NO, we first introduced the idea of a selective sensor interface able to count single analyte molecules, following the pioneering experiments of Cognet and Weismann demonstrating stochastic fluorescence quenching of SWCNT excitons [45]. A central challenge in the theory of these single molecule sensors is how to relate intensity fluctuations to the local analyte concentration of interest and/or its flux to the sensor. We have used recently, without rigorous proof, a Birth-Death Markov model to accomplish this. This letter develops a mathematical test for the agreement of molecular adsorption dynamics for this Markov process.

When molecules bind to the surface of a SWCNT, the fluorescence is partially quenched resulting in a step decrease in intensity. Similarly, the intensity increases when molecules unbind from the surface. By counting the transient change in the number of step changes in intensity, the number of adsorption and desorption events, the total number of adsorbed
molecules, and the incident flux can be estimated.

Exciton quenching by adsorbed analyte molecules limits the number of observable adsorption and desorption states. For a typical SWCNT sensor, the number of states will be about 10, based on a mean nanotube length of 1μm and an estimated exciton diffusion length of 100 nm [269]. More detailed physical models of exciton dynamics propose that the diffusion length is limited by pre-existing or static defects [89], but the analysis of adsorption and desorption kinetics in this work applies to these physical models as well. Due to this small number of observable states, adsorption and desorption events will be stochastic, which results in a deviation in the observed number of bound analyte molecules from the number predicted by the continuum approximation, or average sensor. These stochastic deviations can cause the apparent reaction rates to be different for various SWCNTs even when the underlying rates are the same (i.e. the nanotubes are chemically identical).

3.3 Results

Each sensor is modeled as a surface with a fixed total number of adsorption sites $N_T$, as shown in Figure 3-1. The most recent theory of exciton dynamics on a pristine SWCNT assumes that there is no limit to the number of adsorption/quenching events and these can happen anywhere along the length [89]. In practice it is believed that either the matrix or tethering chemistry divides the SWCNT into isolated segments each of which can be quenched completely through an adsorption event, in agreement with recent experimental studies [116, 117, 131, 269]. Further work is necessary to reconcile these two physical models.

Free analyte molecules in the surrounding liquid $A$ (concentration, $[A] M$) are assumed to bind to an empty nanotube segment, $\theta$, (number,$N_\theta \in [0, N_T]$) to form bound molecules
Table 3.1: Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k_D)</td>
<td>Desorption coefficient</td>
</tr>
<tr>
<td>(k_A)</td>
<td>Adsorption coefficient</td>
</tr>
<tr>
<td>(k'_A)</td>
<td>Pseudo first order coefficient (e.g. (k_A[A]))</td>
</tr>
<tr>
<td>(N_{A\theta})</td>
<td>Number of bound molecules</td>
</tr>
<tr>
<td>(\bar{N}_{A\theta})</td>
<td>Continuum number of bound molecules</td>
</tr>
<tr>
<td>(\bar{N}_{A\theta})</td>
<td>Fraction of bound molecules ((N_{A\theta}/N_T))</td>
</tr>
<tr>
<td>(N_\theta)</td>
<td>Number of free sites</td>
</tr>
<tr>
<td>(N_T)</td>
<td>Total number of Sites</td>
</tr>
<tr>
<td>(\mathcal{L})</td>
<td>Likelihood</td>
</tr>
<tr>
<td>(\theta)</td>
<td>Vector of parameters</td>
</tr>
<tr>
<td>(W)</td>
<td>Transition matrix</td>
</tr>
<tr>
<td>(P)</td>
<td>Probability vector</td>
</tr>
</tbody>
</table>

(number, \(N_{A\theta} \in [0, N_T]\)) through the reversible reaction

\[
A + \theta \rightarrow A\theta
\]

where \(k_A[M^{-1}s^{-1}]\) and \(k_D[s^{-1}]\) are coefficients for adsorption and desorption respectively. Although these coefficients are often constant, they could change with external stimuli such as temperature and thus could be time dependent.

Assuming mass action kinetics, the net adsorption rate in the continuum limit is

\[
r = r_A - r_D = k_A[A]\bar{N}_\theta - k_D\bar{N}_{A\theta} = k'_A(t)\bar{N}_\theta - k_D\bar{N}_{A\theta}
\]

(3.1)

where rates are given in \(s^{-1}\) and \(k'_A(t) = k_A[A(t)][s^{-1}]\) is a pseudo-first-order rate coefficient for when the concentration of A in the liquid phase can be considered independent of adsorption events. If the reaction rate is not first order in liquid concentration, which is a plausible scenario at low concentrations, the definition for the pseudo-first-order constant can be adjusted (e.g., \(k'_A = k_A[A]^{1/2}\)) without affecting any other results. If the reaction rate is not first order in the number of sites, the stochastic solution presented below will
not be applicable and a more complicated stochastic solution will be necessary. A final algebraic relation can be obtained through a balance on the number of adsorption sites, \( N_T = N_\theta + N_{A\theta} \). The continuum solution is found by solving the appropriate ordinary differential equation

\[
\frac{d\tilde{N}_{A\theta}}{dt} = r = k'_A \tilde{N}_\theta - k_D \tilde{N}_{A\theta} = k'_A (N_T - \tilde{N}_{A\theta}) - k_D \tilde{N}_{A\theta}
\]  

(3.2)

With initially empty \( (N_{A\theta}^0 = 0) \) surface and constant rate coefficients, the analytical solution is

\[
\tilde{N}_{A\theta}^E(t) = \frac{\tilde{N}_{A\theta}^E(t)}{N_T} = \frac{1 - \exp[-(k'_A + k_D)t]}{1 + k_D/k'_A}, \text{ for } \tilde{N}_{A\theta}^0 = 0.
\]

(3.3)

The corresponding solution for an initially full \( (N_{A\theta}^0 = N_T) \) surface is

\[
\tilde{N}_{A\theta}^E(t) = \frac{\tilde{N}_{A\theta}^E(t)}{N_T} = \frac{1 + \exp[-(k'_A + k_D)t]k_D/k'_A}{1 + k_D/k'_A}, \text{ for } \tilde{N}_{A\theta}^0 = N_T.
\]

(3.4)

For rate coefficients that change over time (due to changing analyte concentration or temperature), alternative analytic solutions to Eq. 3.2 can be derived by applying the integrating factor \( \exp[k'_A(t) + k_D(t)] \).

How does the individual sensor-to-sensor response vary within a collection of sensors? This variation can be due to the chemical or physical environment, or due to imperfections on the CNTs themselves. We call this type of variation extrinsic. Alternatively, because the sensors count single molecules, we expect some intrinsic stochastic variation among even perfectly identical sensors. One important question to ask is if the variances in the sensor responses are within this intrinsic limit (indicating that the sensors are nearly identical) or if the variance is much larger (perhaps due to a spatially inhomogeneous environment).

This question can be addressed by analysis of the stochastic chemical master equation (CME), which is a system of differential equations that describes the probability of each possible state in the system at each time \( t \). The chemical master equation (CME) is formed by writing differential equations for each possible state of the system. Each state can be characterized by the number of adsorbed molecules \( N_{A\theta} \in [0, N_T] \), resulting in \( N_T + 1 \) total states. The probability of each state is denoted by \( P_{i=N_{A\theta}} = \Pr(N_{A\theta} = i) \in [0, 1] \) so that \( i \) is the number of adsorbed molecules. By definition, all probabilities must sum to 1. The
chemical master equation, along with appropriate boundary equations, is

\[
\frac{dP_i}{dt} = -P_i \left[ k_D i + k'_A (N_T - i) \right] + P_{i-1} \left[ k'_A (N_T - (i - 1)) \right] + P_{i+1} \left[ k_D (i + 1) \right],
\]
\[
\frac{dP_0}{dt} = -P_0 \left[ k'_A N_T \right] + P_{i+1} \left[ k_D \right],
\]
\[
\frac{dP_{N_T}}{dt} = -P_{N_T} \left[ k_D N_T \right] + P_{i-1} \left[ k'_A (N_T - 1) \right].
\]

These equations form a system of first-order linear ordinary differential equations:

\[
\frac{d}{dt} \begin{bmatrix} P_0 \\ \vdots \\ P_{N_T} \end{bmatrix} = W(t) \begin{bmatrix} P_0 \\ \vdots \\ P_{N_T} \end{bmatrix}
\]

where \( W(t) \) is the transition matrix. The initial conditions for these \( N_T + 1 \) differential equations can be defined either deterministically or in terms of a probability distribution. If the number of adsorbed molecules at \( t = 0 \) is known to be \( N_{A_0}^0 \) (a deterministic initial condition), then the initial condition is \( P_i(t = 0) = \delta_{i,N_{A_0}^0} \). The CME is simple to solve numerically when the number of states is not too large, especially when using sparse matrices and when \( W(t) \) is a constant.

For the birth-death model, the SWCNT sensor states [269] can be characterized by the number of adsorbed molecules, resulting in \( N_T + 1 \) total states, each with a probability \( \text{Pr}(N_{A_0} = i) \in [0,1] \). Solving the CME directly for the birth-death model requires the solution of \( N_T + 1 \) ordinary differential equations, which is feasible for moderate \( N_T \) but not convenient. Instead, analytical solutions for probability distributions are sought and verified with the CME.

Probability distributions for the number of empty \( (N_0) \) and bound \( (N_{A_0}) \) sites are derived instead of solving the standard CME. This first-order adsorption/desorption system is essentially identical to the isomerization example (Example 5.2) in [110]. The system is first order and closed, that is, can be written as \( \frac{dP}{dt} = W(t)P + B(t) \) with \( B(t) = 0 \), so it is known that an initially multinomial distribution will stay multinomial for all time (Proposition 1 [110]). For convenience, a multinomial distribution \( \mathcal{M} \) is defined for this
\[ M(x, N, p) = \begin{cases} \frac{N^{|x|}(1-|p|)^{N-|x|}}{(N-|x|)!} \prod_{k=1}^{n} \frac{p^k}{x^k}, & \text{for } |x| \leq N \\ 0, & \text{otherwise.} \end{cases} \]

Since \( 1 - |p| = 0 \), the necessary condition for the multinomial to be nonzero is \( |x| = N_T \) (this simply recovers the site balance). The multinomial simplifies then to

\[ M \left( x = \begin{bmatrix} N_{A\theta} \\ N_\theta \end{bmatrix}, N = N_T, p = \begin{bmatrix} \tilde{N}_{A\theta} \\ \tilde{N}_\theta \end{bmatrix} \right) = N_T! \delta_{NT,|x|} \left( \frac{[\tilde{N}_{A\theta}]^{N_{A\theta}}}{N_{A\theta}!} \right) \left( \frac{(1 - \tilde{N}_{A\theta})^{N_T - N_{A\theta}}}{(N_T - N_{A\theta})!} \right) = \text{Bin} \left( N_T, \tilde{N}_{A\theta} \right) \]

Proposition 1 [110] further states that the parameter vector will evolve according to the continuum model, which in this case yields

\[ \frac{d\mathbf{p}}{dt} = \begin{bmatrix} -k'_A & k_D \\ k'_A & -k_D \end{bmatrix} \mathbf{p}, \]

\[ \frac{d}{dt} \begin{bmatrix} \tilde{N}_{A\theta} \\ \tilde{N}_\theta \end{bmatrix} = \begin{bmatrix} -k'_A \tilde{N}_{A\theta} + k_D \tilde{N}_\theta \\ k'_A \tilde{N}_{A\theta} - k_D \tilde{N}_\theta \end{bmatrix}. \]

This system of differential equations is precisely the same as that solved in the continuum model 3.2, so the system is fully specified for an initially full or empty surface (as described above). For a deterministic number of bound molecules as discussed above, Theorem 1 [110] can be used. This solution can be verified with the CME by solving for \( P_{i+1} \) and \( P_{i-1} \) in terms of \( P_i \) using the binomial solution and then substituting into the CME above. The \( P_i \) terms will cancel, along with the other terms on the right hand side of the CME.

The number of adsorbed molecules \( N_{A\theta} \) at a time \( t \) is a random variable distributed as a binomial with number of trials \( N_T \) and probability \( \tilde{N}_{A\theta} \) from solving the continuum problem.
3.2 with the appropriate initial condition for the average fraction of initially occupied sites 3.3,

\[ N_{A\theta} \sim \text{Bin} \left( N_T, \bar{N}_{A\theta}(t) \right), \]

\[ \Pr(N_{A\theta} = i) = \binom{N_T}{i} \left( \bar{N}_{A\theta}(t) \right)^i \left( 1 - \bar{N}_{A\theta}(t) \right)^{N_T-i}. \] (3.5)

When the initial state is an entirely empty \((N_{A\theta} = 0)\) or full \((N_{A\theta}^0 = N_T)\) sensor and the rate coefficients are constant, the initial binomial distribution becomes deterministic and

\[ \Pr(N_{A\theta} = i \mid N_{A\theta}(t = 0) = 0) = \begin{cases} \delta_{i,0} & \text{for } t = 0, \\ \binom{N_T}{i} \left( \bar{N}_{A\theta}^E(t) \right)^i \left( 1 - \bar{N}_{A\theta}^E(t) \right)^{N_T-i} & \text{for } t \geq 0, \end{cases} \] (3.6)

where \(\delta_{i,j}\) is the Kronecker delta function (1 if \(i = j\) and 0 otherwise) and \(\bar{N}_{A\theta}^E(t), \bar{N}_{A\theta}^F(t)\) are the continuum solutions in Eq. 3.3. The analogous probability distribution for a sensor starting with an arbitrary number of initial adsorbed molecules is a convolution of the solutions for initially empty and full sensors (see Eq 3.9). The continuum and stochastic solutions for an empty initial condition are presented in the main text. Solutions for the full initial condition can be derived in exactly the same manner, and are included here for convenience. The continuum solution for an initially full sensor analogous to Eq 3.3 is

\[ \bar{N}_{A\theta}^F(t) = \frac{\bar{N}_{A\theta}(t)}{N_T} = \frac{1 + \exp \left[ -k_A' + k_D't \right] k_D/k_A' - \bar{N}_{A\theta}^0(t)}{1 + k_D/k_A'}, \quad \text{for } \bar{N}_{A\theta}^0 = N_T. \]

The probability distribution for an initially full sensor analogous to Eq 3.6 is

\[ \Pr(N_{A\theta} = i \mid N_{A\theta}(t = 0) = N_T) = \begin{cases} \delta_{i,N_T} & \text{for } t = 0, \\ \binom{N_T}{i} \left( \bar{N}_{A\theta}^F(t) \right)^i \left( 1 - \bar{N}_{A\theta}^F(t) \right)^{N_T-i} & \text{for } t \geq 0. \end{cases} \]

The solution for an initially empty surface \((\bar{N}_{A\theta}^0 = 0)\) at several times is shown in Figure 3-2, along with sample experimental distributions from previous studies [269]. Reasonable agreement is seen between the birth-death model and the experimental data. Less agreement
Figure 3-2: Plot of the probability distribution over time for the binomial solution (solid lines) as well as for representative experimental data (open shapes) from a previous study for a SWCNT sensor exposed to 19.4μMNitric Oxide [269]. The parameters used in the model are fits with the exact numerical MLE, with values $k'_A = (5.5 \pm 0.5) \times 10^{-3}$ [1/s], $k_D = (3.9 \pm 2.1) \times 10^{-4}$ [1/s].

is seen at small times, where transient effects from introducing analyte into the experimental system may play a role. For an initial state with an arbitrary number of bound sites $N^0_{A\theta}$, the distribution of the number of bound molecules will simply be the convolution ($\ast$) of the distributions for the initially empty and full portions [110]

$$N_{A\theta} \sim \text{Bin} \left(N^0_{A\theta}, N^F_{A\theta}(t) \right) \ast \text{Bin} \left(N_T - N^0_{A\theta}, N^F_{A\theta}(t) \right).$$

With knowledge of the full distribution as a function of time, the time-dependent properties of the distribution can be calculated by substituting values into known formulae for the binomial distribution. An initially empty surface with constant rate coefficients (as is
typical for previous experiments [269]) has mean and variance

\[
\langle N_A \rangle (t) = N_T \rho = N_T \left( \frac{1 - \exp \left[ -(k'_A + k_D)t \right]}{1 + k_D/k'_A} \right),
\]

\[
\text{Var}[N_A] (t) = \sigma^2 = N_T \rho (1 - \rho) = N_T \left( \frac{k_D/k'_A + (1 - k_D/k'_A) \exp[-(k'_A + k_D)t]}{1 + k_D/k'_A} \right).
\]

(3.8)

(3.9)

This suggests a characteristic relationship between the variance in measurements of the number of adsorbed molecules and the average number of adsorbed molecules for the birth-death process. Figure 3-3 shows the observed relationship between the mean and variance of the number of occupied sites for experimental SWCNT sensor arrays at various analyte concentrations compared to the birth-death model with varying numbers of sites. The model assumes that all sensors have identical properties, even though this is probably not the case experimentally. Thus, the model stochastic variance forms a lower bound on the variance observed in experimental processes that follow this simple birth-death model assuming identical properties for all sensors (i.e. there will be more sensor-to-sensor variation if sensor properties are also varied). An observed variance much larger than this characteristic value would indicate either a large amount of experimental error, variations in the underlying parameters, or a breakdown with the birth-death model. The model with \( N_T = 10 \) provides a good fit to the high NO concentration data. Lower NO concentrations behave similarly for low coverage, but exhibit increased variance at higher coverage, which may be an indication of environmental inhomogeneity (lower NO concentrations should take more time to diffuse uniformly throughout the liquid film, for example).

Knowing the exact probability distribution for the system allows for straightforward fitting of model parameters for an array of SWCNT sensors instead of analyzing sensors individually [269, 68, 127]. The likelihood of a set of parameters \( \theta \) given a series of system measurements is defined [68] as \( L(\theta) = \Pr(x_1, x_2, \ldots, x_n) \). The Maximum Likelihood Estimator (MLE) is obtained by identifying the set of parameters \( \theta \) that maximizes the likelihood. In previous studies of an array of SWCNT sensors, adsorption and desorption coefficients in the birth-death model were estimated by averaging parameters obtained by applying the MLE to each trace individually. Here this method is shown to yield incorrect parameter fits. The exact MLE can be calculated for the entire sensor array simultaneously using the above analytical results 3.7.
Figure 3-3: Comparison of the birth-death model with experimental data for five arrays of SWCNT sensors exposed to solutions of varying NO concentration from a previous study [269]. Model results were obtained by plotting the variance, $N_T \tilde{N}_{A\theta} (1 - \tilde{N}_{A\theta})$ versus the mean, $N_T \tilde{N}_{A\theta}$, with two values of $N_T$. 
The exact birth-death MLE for a SWCNT sensor array can be calculated to provide substantially more accurate results than previous methods. When multiple sensors are observed independently, each measurement will be dependent on the data in its own trace but independent of the measurements in all other traces. Thus, the likelihood function, $\mathcal{L}(\theta)$ for $N_Q$ independent SWCNT sensors with measurements $x^j_i$, $i \in [1, N_j], j \in [1, N_Q]$ (each measurement composed of the number of bound molecules $N'^j_{t\theta}$ at time $t^j_i$) is

$$
\mathcal{L}(\theta) = \prod_{j=1}^{N_Q} \left[ \Pr \left( x^j_1 | \theta \right) \prod_{i=2}^{N_j} \Pr \left( x^j_i | x^j_{i-1}, \theta \right) \right] = \prod_{j=1}^{N_Q} \left[ \prod_{i=2}^{N_j} \Pr \left( x^j_i | x^j_{i-1}, \theta \right) \right],
$$

$$
\log \mathcal{L}(\theta) = \sum_{j=1}^{N_Q} \log \Pr \left( x^j_1 | \theta \right) + \sum_{i=2}^{N_j} \log \Pr \left( x^j_i | x^j_{i-1}, \theta \right),
$$

where $\Pr \left( x^j_1 | \theta \right)$ is the probability of the first measurement of $N'^j_{t\theta}$ for the $j$th sensor and $\Pr \left( x^j_i | x^j_{i-1}, \theta \right)$ is the probability of the $i$th measurement of $N'^j_{t\theta}$ for the $j$th sensor given the measurement immediately preceding it in time. $\Pr \left( x^j_1 | \theta \right)$ is unity as our experiments started with clean SWCNTs free of analyte molecules. Calculating likelihoods usually involves the multiplication of many small numbers, so the log-likelihood is calculated as a sum instead. Since the full probability distribution is known, the likelihood 3.10 can be directly calculated using the above exact results 3.7, with $\Pr \left( x^j_i | x^j_{i-1}, \theta \right) = \Pr \left( N'^j_{t\theta} = N'^j_{t\theta} | N'^j_{t=0} = N'^j_{t=0} \right)$ and parameters $\theta = (k_A', k_D')$. The problem is computationally tractable since each probability evaluation is simply an algebraic evaluation. The Matlab constrained optimization algorithm fmincon is used to minimize the log likelihood over all positive values with initial guesses based on the incorrect analytical method above.

Data for the number of adsorbed molecules on SWCNT sensors can be analyzed using an analytical MLE for the birth-death model [269, 127]

$$
\hat{k}_A' = \frac{B_t}{N_t t - S_t}, \quad \hat{k}_D = \frac{D_t}{S_t},
$$

where $B_t$ is the number of adsorption events (“Births”), $D_t$ is the number of desorption events (“Deaths”), $t$ is the total observation time, and $S_t = \int_0^t N_{t\theta} dt$ is the integrated number of adsorbed molecules. Our previous study derived this equation for a single SWCNT sensor and fit parameters by averaging the MLE parameters estimates for each tube [269]. The
analytical MLE for a collection of SWCNT sensors observed at uniform time increments $\Delta t$ was calculated by analytically equating $\partial \log \mathcal{L}/\partial \dot{k}'_A = \partial \log \mathcal{L}/\partial \dot{k}_D = 0$, expanding in powers of $\Delta t$, and solving for $\dot{k}'_A,\dot{k}_D$. Keeping the zeroth and first-order terms, corresponding to continuously observed SWCNTs, yielded 3.11 except that $B_t, S_t, D_t, t$ were summed for all sensors

$$\lim_{\Delta t \to 0} \dot{k}'_{A,MLE} = \frac{\sum B_t^j}{N_T \sum B_t^j - \sum S_t^j} \neq \left( \frac{B_t^j}{N_T B_t^j - S_t^j} \right), \quad \lim_{\Delta t \to 0} \dot{k}_D,MLE = \frac{\sum D_t^j}{\sum S_t^j} \neq \left( \frac{D_t^j}{S_t^j} \right)$$

(3.12)

The remaining terms ($O[\Delta t]^2$ and higher) represent deviations in the exact MLE from the continuous observation limit. The magnitude of higher order contributions was calculated for previous experiments [269] to be less than 3% of the zeroth and first-order contributions. Note that averaging the MLE estimates for individual traces, indicated as the bracketed terms, yields incorrect parameter estimates.

The confidence bounds on the parameter estimates provided by 3.12 can be estimated by calculating the bounds in the continuous observation limit ($\Delta t = 0$). The 95% error bounds can be derived by linearizing the log likelihood function around the MLE-fitted parameter vector $\theta = (k'_A, k_D)$ and using a $\chi^2$ test with two free parameters

$$\left( \theta - \hat{\theta} \right)^T \nabla_{\theta \theta}[- \log \mathcal{L}] \left( \theta - \hat{\theta} \right) \leq \chi^2(0.95)$$

(3.13)

The middle term $\nabla_{\theta \theta}[- \log \mathcal{L}]$ can be calculated exactly for the continuous observation limit

$$\lim_{\Delta t \to 0} \nabla_{\theta \theta}[- \log \mathcal{L}] = \begin{pmatrix} \frac{N_{\text{obs}}}{k'_{A}} & 0 \\ \frac{N_{\text{obs}}}{k_D} & 0 \end{pmatrix}$$

(3.14)

where $N_{\text{obs}}^{\text{obs}}$ and $N_{\text{obs}}^{\text{obs}}$ are the number of adsorption and desorption events observed for all sensors. Since the two parameters are uncoupled in this limit (covariances are zero), the
95% confidence intervals can be easily calculated

\[
\hat{k}_A - \hat{k}'_A \sqrt{\frac{\chi^2_{2}(0.95)}{N_{\text{obs}}_{\text{ads}}}} \leq \hat{k}'_A \leq \hat{k}'_A + \hat{k}_A \sqrt{\frac{\chi^2_{2}(0.95)}{N_{\text{obs}}_{\text{ads}}}}, \tag{3.15}
\]

\[
\hat{k}_D - \hat{k}'_D \sqrt{\frac{\chi^2_{2}(0.95)}{N_{\text{obs}}_{\text{des}}}} \leq \hat{k}'_D \leq \hat{k}'_D + \hat{k}_D \sqrt{\frac{\chi^2_{2}(0.95)}{N_{\text{obs}}_{\text{des}}}}. \tag{3.16}
\]

This result explains the variations in observed coefficients that we reported previously as rate constant histograms [269], and gives a bound for the observation time needed to obtain accurate parameter estimates. In order to achieve 10% accuracy in either the adsorption or desorption coefficient, roughly 600 event observations are required. The rate constant histograms reported previously are not rigorous because they convolute the intrinsic and extrinsic variances for the collection of sensors. However, the above methods require the assumption of a collective concentration above the sensor array, and do not allow for an examination of single sensor dynamics, even though this limit is the most compelling for nanosensor applications.

The fitting capability of the new exact MLE was compared to the previous method for individual SWCNTs using results for SWCNT nanotube sensors exposed to aqueous solutions at an NO concentration of 0.78 μM [269], shown in Figure 3-4. Contour lines represent the true log-likelihood surface, which would be unfeasible to calculate without the new method. The analytical MLE was first applied to the trace for each nanotube resulting in a range of fitted parameters previously reported as rate coefficient histograms. Two approximate methods for calculating the rate coefficients using all of the data were considered as well: (a) averaging the parameters obtained using the analytical MLE on each sensor as in [269], and (b) applying the continuous observation limit analytical MLE to all of the traces simultaneously (summing observation times, births, deaths, and sites for all sensors). Finally, the exact numerical MLE was calculated by optimizing the log likelihood function. The continuous observation limit MLE was not quite equal to the true MLE, due to the \(O[\Delta t]^2\) error. The fit using the new method is \(k'_A = (8.2 \pm 1.1) \times 10^{-4} \ [1/\text{s}], k_D = (2.1 \pm 0.47) \times 10^{-3} \ [1/\text{s}].\) These are lower than the values that we estimated previously from considering single sensor dynamics, \(k'_A = 1.2 \times 10^{-3} [1/\text{s}] \) [269]. The current analysis also provides the quantification of the uncertainty.
Figure 3-4: Comparison of four different methods for fitting rate coefficients to data from a previous study for a SWCNT sensor array exposed to a 0.78 μM nitric oxide solution. Methods include: (filled circles) applying the analytic MLE to individual sensors, (open triangle) averaging the results of the analytic MLE applied to each trace, (open square) applying the analytic MLE to all traces, and (open circle) using the exact MLE based on the full solution. When no desorption events are observed, the MLE estimate yields $k_D = 0$, and these points are included at the bottom.
3.4 Conclusion

The analytical probability distribution for the birth-death model has allowed for the expansion of previously published results for the case where a uniform concentration appears above the sensor array. The intrinsic stochastic impact of the system was derived and used to calculate the experimentally observed [269] sensor-to-sensor variance. The exact solution was also used to improve parameter estimation and provide uncertainty estimates on the fitted parameters. Finally, the more general maximum likelihood estimator presented here 3.11 will be useful for the interpretation of results from sensors in spatially or temporally inhomogeneous environments. We expect that these tools will be useful for the interpretation of future adsorption/desorption based stochastic sensors.
Chapter 4

Spatiotemporal Intracellular Nitric Oxide Signaling Captured using Internalized, Near Infrared Fluorescent Carbon Nanotube Nanosensors

This work originally appeared as: Zachary W. Ulissi*, Fatih Sen*, Xun Gong*, Selda Sen, Nicole Iverson, Ardemis A. Boghos- sian, Luiz Godoy, Gerald Wogan, D. Mukhopadhyay, and Michael S. Strano. Spatiotemporal intracellular nitric oxide signaling captured using internalized, near infrared fluorescent carbon nanotube nanosensors. Nano Letters, 2014. It has been edited to include the supporting information in-line.

4.1 Abstract

Fluorescent nanosensor probes have suffered from limited molecular recognition and a dearth of strategies for spatial-temporal operation in cell culture. In this work, we spatially imaged the dynamics of nitric oxide (NO) signaling, important in numerous pathologies and physiological functions, using intracellular near-infrared fluorescent single-walled carbon nanotubes (SWCNT). The observed spatial-temporal NO signaling gradients clarify and refine the ex-
existing paradigm of NO signaling based on averaged local concentrations. This work enables the study of transient intracellular phenomena associated with signaling and therapeutics.

4.2 Introduction

Nitric oxide (NO) is integral to the vascular system as a vasodilator, the nervous system as a neurotransmitter and the immune system as a defensive agent [103, 166] but it also plays an integral role in pathology, specifically for inflammatory diseases, vascular diseases, diabetes and cancer [50, 57, 181, 74]. Currently, NO detection in tissues is limited to assays developed to detect downstream products of NO. However, these assays fail to elucidate the implications of fluctuating intracellular NO levels.

Many techniques have been developed to quantify nitric oxide levels in biological settings. Two common approaches are the use of small-molecule labeling dyes [17, 20, 151, 176, 177, 220, 261] and specially coated electrodes [161, 163, 245, 255, 264]. Dyes are usually delivered intracellularly or in the interstitia where they bind reactive species and indicate species concentration through either fluorescence or chemiluminesce. However, dyes such as the widely used 4,5-diaminofluorescein respond to all species that nitrosate the substrate, including many NO decomposition products. Such dyes can also react with dehydroascorbic acid and ascorbic acid to yield emission products with similar emission wavelengths, interfering with NO detection [273]. Such dyes are also non-reversible, suffer from chemical photo-bleaching inherent to small-molecule fluorophores, and generally cannot be resolved at a sufficient level to measure NO at sub-cellular spatial resolution. Electrochemical measurement, however, is capable of detecting absolute NO levels but it cannot map the subcellular space. Hence, none of these methods to date have enabled the detection of intracellular NO dynamics.

Molecular sensors based on nanoscale structures are well suited to address many of these limitations, with examples including sensors based on quantum dot FRET probes [8], graphene oxide probes [259], aggregating gold nanorods and nanoparticles [173], and single-walled carbon nanotube (SWCNT). Single-walled carbon nanotubes (SWCNT) have been shown to be particularly well-suited as intracellular nitric oxide sensors. SWCNT have a very strong photoluminescence (PL) response, absorbing and emitting in the visible and near-infrared (nIR) spectrums respectively. Small-molecule analytes can interrupt the PL emission by providing a site for generated excitons to recombine destructively. This
results in an easily observable quenching and in the case of NO, single-molecule detection as individual molecules adsorb to the surface [269]. Various polymers or DNA corona phases can wrap the outer surface of the SWCNT to enable selective molecular detection of other analytes by restricting molecular access to the SWCNT surface. With this method, we have designed sensors specific for glucose [14, 13, 15, 16], DNA [91, 113, 114, 118], ATP [269], H$_2$O$_2$ [116, 132], and NO [269, 14]. Such sensors have also been demonstrated for whole-animal measurements [107], but have not been studied for their ability to do spatiotemporal sensing at the sub-cell length scale.

In this work, we utilize the SWCNT-based NO sensor and a new methodology to study NO generation and intracellular signaling for the first time. Such sensors are readily internalized by A375 melanoma cells through macropinocytosis [21], exhibit low background signals, and have a high signal to noise ratio that allows for real time detection of intracellular spatiotemporal NO. NO generation and subsequent intracellular signaling was assayed using the nitric oxide releasing anticancer drug JS-K in the A375 melanoma cells. Endogenous NO generation from vascular endothelial growth factor (VEGF) stimulation of human umbilical vein endothelial cells (HUVEC) was also measured. We show that the resulting spatial and temporal fluctuations can only arise from two or more asynchronous NO sinks within the cell that are spatially distinct. This finding provides a more in-depth understanding of intracellular NO and illustrates just one use of these nanosensor probes and their capability to expand the knowledge of biological molecules and their intracellular distribution.

While it is currently believed that the local average concentration of NO governs its pathophysiology, some studies have indicated the importance of intracellular NO localization [108]. With the novel SWCNT sensor for NO we demonstrate that NO concentration is dynamically modulated at an intracellular level, leading to a more complex picture of NO signaling and biochemistry. It is shown that spatiotemporal fluctuations can only be a consequence of temporally varying NO sinks within the cell, and that two or more asynchronous sinks must be present to model the observations. These results offer new possibilities to explore and understand NO signaling. For our future work, the unique PL emissions of different SWCNT chiralities can be utilized for simultaneous study of multiple substrates and their dynamic interactions.
Figure 4-1: Experimental setup for the detection of intracellular NO. Experimental setup for the detection of intracellular NO. (A) The fluorescence setup, with an A375 melanoma cell of interest located on a petri dish, a 632 nm excitation source, and a NIR sensor array. (B) Co-localization of the SWCNT sensors (yellow) with the cell endosomes (red) as indicated using LysoTracker Red. (C) A cartoon of a DNA(AT15)-wrapped SWCNT capable of detecting NO. (D) Chemical pathway for the penetration and decomposition of JS-K, resulting in increased NO concentrations in the endosome. (E) Absorbance spectra for three SWCNT chiralities. (F) Chemical pathway for the binding of VEGF-A to VEGF receptors on HUVEC cells, causing a release of NO from eNOS bound to the cell membrane.
4.3 Results

4.3.1 SWCNT Uptake and Colocalization in Melanoma Cells.

d(AT)$_{15}$-DNA wrapped SWCNT previously found to selectively detect nitric oxide in vitro [269] were prepared and introduced to cultures of A375 melanoma cells (see Methods in section 4.6). The SWCNT concentration was quantified via absorbance spectroscopy, and a concentration of 2ug/ml was diluted into media for cellular uptake. After introduction of the SWCNT and a 12 hour incubation, the cells were found to have internalized the SWCNT. SWCNT PL was observed using a previously described nIR fluorescence microscope setup [269] (Fig. 4-1A). Briefly, SWCNT were excited with a 632nm laser (CrystaLaser, CL660-100, 100mW), and fluorescent emission was monitored in an inverted microscope (Carl Zeiss, Axiovert 200) using a 100x TIRF objective and a 2D liquid nitrogen-cooled InGaAs near-infrared sensor array (Princeton Instruments OMA 2D. nIR images were saved every 0.2 s over the course of an experiment. The absorbance spectra for three SWCNT chiralities [249] is shown in Fig. 4-1E.

The intracellular presence and location of the SWCNT was confirmed through optical and fluorescent microscopy. The SWCNT nIR emission was observed in the peri-nuclear region, indicative of a late endosome and lysosome localization. This was further confirmed through incubation with LysoTracker Red, which co-localized with the nIR image (Fig. 4-1B). SWCNT sensors were shown to respond through the direct administration of nitric oxide to the cell medium (see Appendix A), but this method was not used extensively because of the short diffusion length, roughly 20 um [41], and cellular barriers from large nitric oxide concentration gradients in and near cells. MAHMA NONOate was also attempted for NO introduction (see below), but release occurred outside of the cell diluting its effect. Instead, we relied on the production of intracellular nitric oxide using the nitric oxide pro-drug JS-K.

4.3.2 Nitric Oxide Signaling Dynamics in Response to the Glutathione Activated Donor JS-K.

The nitric oxide pro-drug JS-K [225] [O2-(2,4-dinitrophenyl)1-][4-ethoxycarbonyl]piperazin-1-yl][diazen-1-iium-1,2-diolate] was utilized to exogenously generate intracellular NO concentrations and signaling. JS-K reacts with intracellular glutathione (GSH) to produce an intermediate (4-Carbethoxy-PIPERAZI/NO) that then releases two parts NO for each JS-
Figure 4-2: Confirmation of Intracellular NO Detection. (A) NIR intensity profiles of the endosome region over three minutes after exposure to JS-K, showing gradual intensity quenching. (B) Intensity of a single point over time showing rapid quenching followed by a settling to a new steady state intensity. (C) Quenching profiles for several JS-K concentrations, and confirmation of the included literature JS-K pathway by promoting the intermediate reagent GSH with Cisplatin or reducing GSH with buthionine sulfoximine (BSO). (D) Calibration curves showing the final quenching response to various JS-K concentrations after incubation with Cisplatin, BSO, or sodium azide. (E) A similar calibration curve for a HUVEC cell exposed to vascular endothelial growth factor (VEGF).

The degree of SWCNT quenching in A375 melanoma cells was found to increase with increasing JS-K concentrations in the range of 16 μM to 28 μM (Fig 4-2). For a given JS-K concentration, the baseline integrated SWCNT PL intensity of a target cell was observed for 400s. JS-K was then added to the cell medium, and the PL levels of the same cell was imaged over another 400s, which was typically sufficient for the quenching to reach steady
state (Fig. 4-2A). The PL at local maxima (central SWCNT positions) was also found to decrease in a similar manner (Fig. 4-2B). Data for each JS-K concentration represent the results of 3 replicates unless otherwise stated. Examples of the PL changes over 3 minutes for each tested JS-K concentration (16, 20, 25, and 28 μM) are shown in Fig 4-2C, and the final quenched intensity for each concentration is shown in Fig 4-2D. To ensure that the introduction of JS-K was releasing nitric oxide that was being detected by the intracellular SWCNT sensors, several alternative methods were used. First, prepared NO solution (see Materials and Methods in section 4-7 for procedure) was introduced directly to cell medium. An observable quenching effect was observed as demonstrated in Figure A-1. However, this protocol was less favorable than the final JS-K protocol due to the short diffusion length of free NO in solution, resulting in decreased delivery to the cell interior. Second, MAHMA NONOate was added to the cell medium. MAHMA NONOate releases NO at pH 7, but not under acidic conditions. MAHMA NONOate solution was prepared at pH 2 (see methods in main text) and added to the cell medium, resulting in a quenching effect of interior SWCNT, as shown in Figure A-1. However, the degradation method (only internal to the cells) was preferred to this method. Finally, to ensure that the injection protocol (JS-K in DMSO solution) was not inherently affected the SWCNT PL, a stock DMSO solution without JS-K was added to cell medium. No PL effect was observed upon this addition (see Figure A-1).

The protocol for JS-K administration and NO release was qualitatively confirmed through the administration of the commercial NO-sensitive fluorescent dye DAF-FM. To ensure that NO released by JS-K successfully made it to the SWCNT interior, a commercial DAF-FM NO detection kit was used (see section 4.6 for protocol). The NIR emission at 515nm is shown in Figure 4-5 for five minutes after the introduction of JS-K to the cell medium, resulting in a broad increase in fluorescence within the cell. Figure 4-6 includes 5 minutes of NIR images taken before the introduction of JS-K, showing the DAF-FM was stable over that time scale to intracellular nitric oxide release. It is important to note that in contrast to diaminoflourecins, SWCNT NO sensors react with NO directly and do not involve reactive oxygen species or NO byproducts.

We investigated NO dynamics in the presence of both elevated and suppressed GSH. Intracellular GSH levels were measured using a GSH assay (see Methods), with a measured concentration of 1.3 ± 0.3 mM inside the A375 melanoma cells. Incubating the cells with Cisplatin (see Methods), a chemo-therapeutic agent that cross-links DNA increasing
cellular stress and GSH production [123], resulted in an increased GSH concentration of
3.2 ± 0.4 mM and increased PL quenching for each concentration of JS-K tested (Fig 4-
2D). Conversely, incubating the cells with buthionine sulfoximine (BSO), an inhibitor of
gamma-glutamylcysteine synthetase that reduces GSH concentrations [63], resulted in a de-
creased GSH concentration of 0.71 ± 0.24 mM and less PL quenching (Fig. 4-2D). Finally,
administering sodium azide disabled aerobic metabolism in the melanoma cells and effect-
tively removed their ability to produce GSH. Subsequent addition of JS-K resulted in no
observable quenching of the SWCNT PL (Fig. 4-2D).

4.3.3 Application to Vascular Endothelial Growth Factor and HUVEC Cells.

To examine our hypothesis in a different system, vascular endothelial growth factor (VEGF)-
mediated NO production was monitored in endothelial cells. HUVEC cells were observed to
uptake the SWCNT sensors using the same incubation protocol as the A375 melanoma cells.
Introducing VEGF activates endothelial nitric oxide synthase (eNOS) [140] resulting in an
increase in intracellular NO concentration and a detectable quenching of the SWCNT PL, as
illustrated in Fig 4-1D. PL quenching was tested for VEGF treatments ranging from 1 ng/ml
to 100 ng/ml. Responses were observed at the widely accepted treatment concentration
of 10 ng/ml (Fig 4-2E). Furthermore, VEGF stimulated NO release occurs more rapidly
with larger intracellular gradients, illustrating the differences between physiological and
pharmacological NO release (see Appendix A).

4.3.4 Spatio-Temporal Mapping of Intracellular Nitric Oxide.

To interpret the resulting novel data sets, we developed a absorption/scattering image pro-
cessing algorithm for allowing spatial and temporal data to be extracted from movies of
cellular quenching during NO signaling, which we demonstrate for the case of an A375
melanoma cell responding to JS-K. The d(AT)15-DNA wrapped SWCNT sensors allow for
spatiotemporal resolution of nitric oxide concentrations not possible with previous NO detec-
tion mechanisms. Inside the cell, the SWCNT are localized to multiple endosomes resulting
in multiple effective sensors within the cell. Each SWCNT bundle within an endosome func-
tions as a point source of photoluminescent light in the NIR scattering and absorbing cell,
effectively illuminating the surrounding region (Fig. 4-2A and 4-2B). The SWCNT centers
Figure 4-3: Calculation of intracellular nitric oxide concentration through observations of SWCNT fluorescence. A) Fluorescence intensity of SWCNT in A375 melanoma cell. B) Experimental intensity profile. C) Reconstructed intensity profile after fitting a small number of point illumination sources with point spread functions indicated in the inset. D) Demonstration that point-source process retains the same total intensity information from Figure 4-2E) Intensity for each point source, before and after removal of high frequency noise with a smoothing spline. F) Calculated nitric oxide concentration for each point source using a kinetic model for the adsorption/desorption of nitric oxide on SWCNT.
and intensities were reconstructed using a simple NIR scattering/absorption model, and the resulting intensity traces were analyzed to calculate the observed nitric oxide signal using known kinetics for SWCNT PL quenching by NO.

Each SWCNT bundle is treated as a point illumination source. The propagation of NIR light in tissue and cells is effectively modeled at steady state by solving the Helmholtz equation for a scattering/absorbing medium,

$$\mu_a \phi(r) - \frac{1}{3(\mu_a + (1-g)\mu_s)} \nabla^2 \phi(r) = \text{Source Term},$$  \hspace{1cm} (4.1)

where $\phi$ is the spatially varying light intensity, $\mu_a$, $\mu_s$, $g$ are the tissue absorption, scattering, and anisotropy coefficients tissue at the emission wavelength, approximated with values from in vivo melanoma tissue \[75\], and the source term for a point illumination source with intensity $\phi^0$ and location $r_1$ is a delta function $\phi^0 \delta(r - r_1)$. For point sources in an unbounded medium, the Green’s function is

$$G(r) = \frac{3(\mu_a + (1-g)\mu_s) \exp[-3\mu_a(\mu_a + \mu_s(1-g)) |r|]}{4\pi |r|}$$ \hspace{1cm} (4.2)

and the resulting spatiotemporal intensity for the illumination from all SWCNT point sources is a summation over the Green’s function for each point source

$$\phi(r, t) = \sum_k \phi_{0,k}(t) G(r - r_k(t)),$$ \hspace{1cm} (4.3)

where $\phi_{0,k}(t), r_k(t)$ are the time-dependent intensity and position of the $k$th SWCNT bundle. A point source was initially placed at every local maximum in the first frame of a NIR experimental movie and the closest sources combined until the minimum point separation was below a threshold distance of 5 μm (the length scale of interest). At each time frame $T$, we minimize the error between the frame pixels $I^T_{x,y}$ and the calculated intensity by adjusting the point intensity and locations

$$\min_{\phi_0^0(T), r_1(T), \phi_0^T(T), r_2(T), \ldots} \sum_{x,y} [I^T_{x,y} - \phi(r - (x, y), T)]^2.$$ \hspace{1cm} (4.4)

An example of the resulting intensity field $\phi(r, t)$ is shown in Figure 4-3C, as well as the point spread function $G(r)$ in the inset. Summation of the intensity field at each time point
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The local nitric oxide concentration at each sensor location can be calculated by considering the reversible interaction of NO with an unoccupied site on the SWCNT surface, forming the NO-SWNCT complex that results in a quenched emission state at that site, as we have shown previously in the case of single molecule detection [22] of NO. The adsorption and desorption of nitric oxide can be described by a first order reversible process, NO + SWCNT $\leftrightarrow$ NO - SWCNT leading to the rate expression:

$$\frac{d[\text{NO - SWCNT}]}{dt} = k_f[\text{NO}][\text{SWCNT}] - k_r[\text{NO - SWCNT}], \quad (4.5)$$

where $k_f, k_r$ are the forward and backward rate constants, respectively, and calculated from previous in vitro single-SWCNT experiments [269] to be $k_f = 8.68 \times 10^{-4} \text{ (µM s)}^{-1}$ and $k_r = 3.18 \times 10^{-3} \text{ s}^{-1}$. These were calculated from previous measurements of nitric oxide quenching of isolated SWCNT [269]. d(AT)$_{15}$-wrapped SWCNT films were prepared and exposed to solution with various nitric oxide concentrations. Rate coefficients were calculated as described in previous work, by fitting both continuous and stochastic kinetics models to the experimental intensity traces. The SWCNT PL intensity is proportional to the fraction of unoccupied sites, $[\text{SWCNT}]$, or $I/I_0 = [\text{SWCNT}]/[\text{SWCNT}]_0$. The value of $I_0$ was set to correspond to the minimum initial NO concentration for the calculated concentrations to be positive, or $I_0 = I(t=0) \left[ 1 + \frac{k_f}{k_r}C_0 \right]$, where $C_0 = 5 \mu\text{M}$. The number of sensor sites are conserved with the conservation relation $[\text{SWCNT}]_0 = [\text{SWCNT}] + [\text{NO - SWCNT}]$. Making this substitution and rearranging, the concentration of NO can be calculated directly from the local intensity and its time-derivative

$$[\text{NO}] = \frac{1}{k_f I} \left[ k_r \left( 1 - \frac{I}{I_0} \right) - \frac{1}{I_0} \frac{dI}{dt} \right]. \quad (4.6)$$

The finite imaging detector frame rate introduces noise into the calculation of the intensity derivative, potentially amplifying the fluctuations in the excitation source. Hence, each intensity trace is smoothed using a FFT low-pass filter prior to differentiation (Fig. 4-3E). This method yielded similar results as compared to regularized differentiation [238] at a fraction of the computation cost. The resulting nitric concentrations are shown in Figure 4-3F for each of the SWCNT groupings in Figure 4-3C. Full analysis for each of the
experimental conditions is included in Appendix A. These NO concentrations fall within the same range as those reported in previous studies [41]. Complete analysis of nitric oxide concentration for all experimental conditions are included in the supplement.

Previous work has shown that DNA-wrapped SWCNT enter the cell through macropinocytosis [21]. We found that the majority of A375 melanoma cells displayed fluorescent SWCNT in multiple endosomes after a three hour incubation. These allowed for the measurement of the heterogeneity of intracellular nitric oxide generation and decay (Fig. 4-4). At each observed time point, the concentration difference between each pair of SWCNT sensors was calculated and normalized by their spatial separation. All of the observed differences over the course of an experiment were used to build a probability density of concentration differences (Fig. 4-4A). Before stimulation with JS-K, difference values of approximately 0.1 μM/um were observed, corresponding to baseline intracellular NO heterogeneity. When 28 μM of JS-K was added, NO differences increased to 1 μM/um. This change is potentially due to a combination of variations in JS-K diffusion into the cell and intracellular glutathione (see Fig. 4-4F). Over time, the observed differences returned to their values before JS-K addition.

The diffusion of nitric oxide has been very well studied. For a diatomic gas with a diffusion coefficient of $10^{-7}$ cm$^2$/s, equilibrium can be achieved on the order of 10 milliseconds. However, our setup detects intracellular concentration differences persisting over seconds. We demonstrate below that such spatial and temporal fluctuations can only occur from the asynchronous modulation of two or more spatially distinct NO sinks within the cell. These results can be understood with a simple numerical model for JS-K diffusion and reaction to produce nitric oxide within the cell.

4.3.5 Numerical Model for the Response of Intracellular SWCNT to an External JS-K Stimulus.

To understand the implications of the nitric oxide gradients reported by our sensors under a variety of conditions, we constructed a simple numerical 2D model for the diffusion of JS-K into the cell and the reaction with GSH to form NO according to the scheme presented in Figure 4-1D. We also consider various models for spatially heterogeneous production and consumption of intracellular NO which have not yet been considered due to the lack of NO sensors with sufficient spatial resolution.
Figure 4-4: Observed intracellular NO gradients and a numerical model for the release of NO by JS-K addition. A) Typical observed NO concentration gradients between sensor regions before and after the introduction of 28 μM JS-K. Baseline concentration differences are approximately 0.1 μM/um. A second peak in the histogram at approximately 1 μM/um occurs at the beginning of the experiment, before the SWCNT settle to a new equilibrium. B) Diffusion-reaction model simulation of intracellular NO formation with 16μM JS-K addition. Zero to four sources of intracellular GSH is places in various locations. The system is optimized such that NO concentration is approximately 4 μM, and the gradient is studied. C-D) For each scenario in B, gradient is calculated as the concentration difference collected at random pairs of locations within 3 μm of the nucleus normalized by distance. A probability density distribution is then plotted. Results show that at least 1 source is required to reproduce the concentrations and gradients.
We construct a diffusion and reaction model to simulate intracellular nitric oxide (NO) concentrations from JS-K treatment (see Table 4.1) for model parameters and section 4.5 for full details of the model). The geometry of the system simulates the cytosol with a 10 μm diameter circle and a nucleus at the center with a 2 μm diameter impermeable boundary (Fig. 4-4). The outer boundary of the cytosol was permeable to JS-K and NO, but impermeable to GSH. The concentration of JS-K was set outside the cell to the various levels used in the experiments (16-28 μM). The reaction of JS-K with GSH to form NO was included with literature rate data [225]. Intracellular NO production and first-order consumption was modeled both homogeneously and heterogeneously with sources and sinks as two-dimensional sinusoidal functions (i.e. proportional to $[\sin(x/X)\sin(y/Y)]^a$, where we control the sharpness and position of the function with $a$, $x$ and $y$). The magnitudes of these functions were adjusted to obtain the experimental concentrations of NO and the resulting intracellular spatial differences were compared. COMSOL™ was used to solve for the resulting NO concentrations, each simulation ran until equilibrium is reached, typically 10 seconds.

We performed the simulation for combinations of 4 potential sources placed either proximal or distal to the nucleus (Figure 4-4B). Random pairs of points were used to calculate the gradient in the peri-nuclear region, defined as between 1 and 3 μm to the center of the simulated cell. A kernel density estimation of the gradient probability density distribution was constructed to compare with the experimental readings (Figure 4-4C-D). At least one sink that caused a polarization of the intracellular NO concentrations was required to result in gradients similar to those reported by our intracellular sensors. Furthermore, while proximal sources created higher gradient readings, probability density function shapes from sources further away from the nucleus more closely resembled the data. We hypothesize that the sensors are detecting multiple GSH sources at different intracellular locations during the experiment. Future work will focus on the identification and characterization of cellular sources of NO. As SWCNT sensors can be modified to detect a variety of species, this intracellular detection schema can be used to understand the distribution and modulation of other biological molecules.

The role of NO in human physiology and pathology is paradoxical not only in its contributions to vasodilation, neurotransmission, and intercellular signaling but also its implications in DNA damage, lipid oxidation and cancer progression. One prevailing hypothesis explain-
ing this paradox attributes the NO associated pathway and outcome to local concentrations on the tissue or cellular scale. It is important to note that current detection systems potentially yielding such spatial information either do not have the required resolution or fails to measure NO directly. Therefore, the field currently lacks the appropriate tools to test the above hypothesis.

The method we developed in this work along with our findings calls into question the notion of an average cellular concentration of NO. We show clear evidence for persistent gradients within the cell. These gradients are observed with both exogenous (JS-K) and endogenous (VEGF → eNOS) NO sources. We believe that these gradients are a result of sources and sinks non-uniformly distributed within the cell. With gradients of the magnitude that we observe, regions of the cell will experience NO concentrations at orders of magnitude higher than others. This phenomena and its regulation can be important in NO signaling and is not reflected in current bulk detection systems. Even more importantly, we show that this gradient fluctuates in tens of seconds and that this can only arise from temporal modulations in the source and sink pathways for NO. As biological signaling is often modulated via duration and frequency, deciphering intracellular NO dynamics can prove to be instrumental in studying the mechanism of NO action for its various biological functions.

4.4 Conclusion

We use d(AT)$_{15}$-DNA in this work to demonstrate the intracellular detection of NO. In comparison with other techniques, the preparation of SWCNT probes is relatively simple and does not require organic synthesis. These sensors are stable for prolonged periods of time and do not photo bleach with repeated excitation at high frequency. Furthermore, nIR imaging allows for minimal signal attenuation in biological environments which also lends itself to tissue analysis in addition to in vitro culture. For the first time, we were able to achieve intracellular spatial and temporal NO resolution. In addition to only concentration, we show that location and frequency of NO signals can now be detected and may play a major role in intra- and extra-cellular communication.

Overall, this technology allows for the study of NO which will further our understanding of its function in cellular signaling and equilibrium. It can also be readily expanded for the detection of other species and multiplexed for multiplex applications. In this case,
investigation of NO dynamics can extend to applications such as the early detection of endothelial dysfunction and the study of tumor progression and response to treatment. As a unique tool to query cellular states, these sensors provide new and valuable information in both the basic understanding and potential toward novel clinical diagnostics.

4.5 Numerical NO Reaction/Diffusion Model

A diffusion reaction model system was constructed in COMSOL (COMSOL, Inc., Burlington, MA) to simulate intracellular nitric oxide (NO) concentration following JSK treatment. Model parameters are included in Table 4.1.

The geometry of the system simulates the cytosol through a 10 μm diameter circle. The outer boundary of the cytosol is setup so that JSK is permeable, GSH is impermeable and NO permeable with an appropriate partition coefficient. The nucleus is 2 μm in diameter at the center of the cell with impermeable boundary.

The model uses the simple two dimensional diffusion-reaction equation for each of the three species (NO, GSH and JSK):

\[
\frac{\partial c_i}{\partial t} + \nabla(-D_i \nabla c_i) = R_i
\]

c is the concentration, \(D\) is the diffusion coefficient, and \(R\) the change in concentration due to reaction, which is modeled through first-order kinetics:

\[
\text{JSK} + \text{GSH} \rightarrow 2 \text{NO} + \text{Products}
\]

A fine free triangular mesh is utilized for optimal solving efficiency and resolution. The simulation is solved until the system reaches equilibrium or until 60 seconds (which never was necessary). To simulate distinct sources and sinks of NO, two-dimensional sine functions of varying sharpness were used \([\sin(x/X) \sin(y/Y)]\)\(^a\). The magnitude of these functions were adjusted appropriately so that the simulations obtain the experimental concentrations of NO at equilibrium. The number and locations of the sources and sinks are varied to reproduce the intracellular gradients measured.
Table 4.1: Numerical Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSK-GSH Reaction Rate</td>
<td>0.154[m^3/(mol*s)]</td>
<td>Kumar et al. [141]</td>
</tr>
<tr>
<td>NO Degradation</td>
<td>7.1[1/s]</td>
<td>Chin et al. [41]</td>
</tr>
<tr>
<td>JSK Diffusion Coefficient</td>
<td>5.813e-10[m^2/s]</td>
<td>Chemspider[4]</td>
</tr>
<tr>
<td>GSH Diffusion Coefficient</td>
<td>6.7e-10[m^2/s]</td>
<td>Wu et al. [265]</td>
</tr>
<tr>
<td>NO Diffusion Coefficient</td>
<td>1.0e-10[m^2/s]</td>
<td>Chin et al. [41]</td>
</tr>
<tr>
<td>Intracellular GSH Concentration</td>
<td>5.5[mol/m^3]</td>
<td>Hallbrink et al. [85]</td>
</tr>
<tr>
<td>Intracellular NO Concentration</td>
<td>1e-3[mol/m^3]</td>
<td>Lewis et al.[146]</td>
</tr>
</tbody>
</table>

4.6 Materials and Methods

**A375 Melanoma Cell Culturing.** A375 melanoma cells were cultured to confluence in 75 cm^2 cell culture flasks under culture conditions of 5% CO_2 at 37°C. The cells were grown in Dulbecco’s modified Eagles’ media (DMEM) supplemented with 10% fetal bovine serum (FBS), 2 mM L-glutamine, 1 mM sodium pyruvate, 100 IU/ml penicillin, and 100 μg/ml streptomycin.

**d(AT)_{15}-SWCNT Suspension.** Single walled carbon nanotubes were wrapped with d(AT)_{15} oligonucleotides using a previously published method [8, 13]. Briefly, HiPCO SWCNT purchased from Unidym were suspended with a 30-base (dAdT) sequence of ssDNA (Integrated DNA Technologies) in a 2:1 DNA:SWCNT mass ratio in 0.1 M NaCl. A typical DNA concentration was 2 mg/mL. Samples were sonicated with a 3 mm probe tip (Cole-Parmer) for 10 min at a power of 10 W, followed by benchtop centrifugation for 180 min (Eppendorf Centrifuge 5415D) at 16,100 RCF. Afterwards, the supernatant was collected and the pellet was discarded. APTES was not used since sensor-glass adhesion was not necessary as in previous studies. The average SWCNT length was 1-2 Åtm, well under the scale of cell length [8].

**Uptake of d(AT)_{15} by A375 Melanoma Cells.** The d(AT)_{15}-SWCNT suspension (10mg/L) was added to melanoma cells dispersed in 2 ml DMEM and then incubated for 12 hours at 37°C, enabling the cells to adhere to the glass bottom of a petri dish and take up the SWCNT. Before fluorescence experiments (addition of JS-K, etc), the cells were washed.
with PBS several times. Two ml of fresh DMEM medium and 1 ml PBS (1x) was added and the cells were incubated for 30 min. The fluorescence response within the cells was then monitored using a NIR fluorescence microscope.

**nIR Fluorescence Microscope Setup.** SWNCT were excited with a 660nm laser (Crys-taLaser, CL660-100, 100mW) and fluorescent emissions were monitored with an inverted microscope (Carl Zeiss, Axiovert 200) using a 100x oil immersion objective (alpha Plan-Apochromat 100x/1.46) and a 2D liquid nitrogen-cooled InGaAs near-infrared sensor array (Princeton Instruments OMA 2D) (Fig. 4-1A). nIR images were saved every 0.2 s over the course of an experiment.

**NO Solution Preparation.** NO solution was obtained using a method similar to one reported previously [118]. Briefly, 3 mL of phosphate buffer saline (PBS, 1x) was introduced into a 5 mL round-bottom flask and sealed with a septum inserted with two needles to provide an inlet and an outlet. After initially purging the syringe apparatus with argon gas (Airgas) before use, argon was introduced to the buffer for 2 h to remove all dissolved oxygen Nitric oxide gas (99.99 %, Electronicfluorocarbons) was then introduced for 20 min at an outlet pressure of 2 psi. NO concentration was determined by using the horseradish peroxidase assay.

**JS-K Solution Preparation.** To prepare the JS-K solution for administration to cells, 0.38 mg JS-K was dissolved in 1 ml DMSO to obtain a 1 mM stock solution.

**Verification of Intracellular NO Production with DAF-FM After Administration of JS-K.** A375 melanoma cells were incubated for 12 hours at 37°C to allow for adherence to the culture dish. After the 12 hour incubation, the medium was changed to 1 ml fresh DMEM, and DAF-FM (4-aminio-5-methylamino- 2',7'-difluorescein ) was added to the culture at a final concentration of 20 ÅM. After a 30 minute incubation at 37°C, the medium was changed to L15 medium and DAF-FM at a final concentration of 20 µM. After taking a visible image on the microscope, JS-K was added and an image was taken every few minutes.

**Incubation of A375 Melanoma Cells to Alter Intracellular Glutathione Levels.** GSH Inhibitor (BSO) Pre-treatment. 0.166 mg L-Buthionine-(S,R)-sulfoximine (BSO), purchased from Enzo Life Sciences, was dissolved initially in a small amount of DMEM medium and added to A375 cells cultured in 75 cm² culture flasks. The final culture volume was brought up to 15 ml, resulting in a 50 µM BSO solution. These A375 and BSO cultures were incubated for 48 hours at 37°C with 5% CO2.
**Cisplatin Pre-treatment.** A375 melanoma cells were incubated with 5 μM Cisplatin for 8 hours under normal cell culture conditions.

**GSH Measurements.** The intracellular GSH concentration was measured using a CHEMI-CON Glutathione Detection Kit. Fluorescence was measured using a Varioskan plate reader, and results were calibrated using a dilution series of 5 GSH concentrations: 0.625 mM, 1.25 mM, 2.5 mM, 5 mM, and 10 mM. The calibration is shown in Figure 4-7.

**Sodium Azide Solution and Cell Incubation.** 0.3 M sodium azide was prepared by dissolving 19.5 mg sodium azide in 1 ml water under sterile conditions. Cells were incubated with a final concentration of 2 mM sodium azide for 4 hours prior to NIR fluorescence measurements.

**Human Umbilical Vein Endothelial Cells (HUVEC) Cell Culture and Proliferation Assay.** HUVEC were cultured in F-12K medium supplemented with 10% FBS, 1% endothelial cell growth factor (100x, Sigma), 100 IU/ml penicillin, and 100 μg/ml streptomycin. Tissue culture plates were initially coated with endothelial cell attachment factor (ECAF) to promote cell adherence. To detect NO production by eNOS in stimulated HUVEC cells, d(AT)_{15}-SWCNT suspensions (10mg/L) were incubated with the cells for 12 hours at 37°C to promote SWCNT uptake. After several washes with PBS to remove dead cells and excess nanotubes, 2ml of F-12K medium was added. After an additional 30 minute incubation, the fluorescence response within the cells was monitored using the NIR microscope.

**MAHMA NONOate Solution Preparation and Administration.** Stock 1 mM MAHMA NONOate solution was prepared by dissolving 0.20 mg MAHMA NONOate 10 ml phosphate buffer (pH 12). MAHMA NONOate solution was injected through a fine hole (with an argon-purged syringe) to the petri dish that contain cells and cell medium. Upon contact with the pH 7 cell medium, MAHMA NONOate began to release NO. 150 L of MAHMA NONOate solution was added, corresponding to a final NO concentration of approximately 50 μM.
Figure 4-5: Confirmation of intracellular NO release in an A375 Melanoma cell upon addition of extracellular JS-K. (A) Visible image of the cell before incubation with DAF-FM. (B) Visible image of the same cell after incubation with DAF-FM. (C-H) Fluorescence signal at 515nm, in response to stimulation at 495nm (the excitation/emission peaks of DAF-FM), collected every minute after addition of JS-K. The fluorescence signal saturated after approximately 5 min.
Figure 4-6: Stability of intracellular nitric oxide in an A375 melanoma cell without JS-K measured using DAF-FM. (A-B) Visible images of the cell before and after incubation with DAF-FM. (C-H) Fluorescence emission at 515nm with 495 excitation collected over 5 min, showing stable baseline DAF-FM fluorescence.
Figure 4-7: Calibration of the CHEMICON GSH assay against five solutions of known GSH concentration. Results were repeated in triplicated, and error bars shown. The fluorescence intensity was approximately linear with the known GSH concentration.
Chapter 5

A 2D Equation-of-State Model for Corona Phase Molecular Recognition on Single-Walled Carbon Nanotube and Graphene Surfaces

This work originally appeared as: Zachary W. Ulissi, Jingqing Zhang, Vishnu Sresht, Daniel Blankschtein, and Michael S. Strano. A 2D Equation-of-State Model for Corona Phase Molecular Recognition on Single-Walled Carbon Nanotube and Graphene Surfaces. Langmuir, 2014. It has been edited to include the supporting information in-line.

5.1 Abstract

Corona Phase Molecular Recognition (CoPhMoRe) has been recently introduced as a means of generating synthetic molecular recognition sites on nanoparticle surfaces. A synthetic heteropolymer is adsorbed and confined to the surface of a nanoparticle, forming a corona phase capable of highly selective molecular recognition due to the conformational imposition of the particle surface on the polymer. In this work, we develop a computationally predictive model for analytes adsorbing onto a polymer corona phase around a single-walled carbon nanotube (SWCNT) surface using a 2D equation of state that takes into consideration the analyte-polymer, analyte-nanoparticle, and polymer-nanoparticle interactions using param-
Figure 5-1: Illustration of a Corona Phase Molecular Recognition (CoPhMoRe) sensor using a single-walled carbon nanotube (SWCNT) and an amphiphilic polymer (hydrophobic and hydrophilic regions). (A) An example studied here of rhodamine isothiocyanate (RITC) segments connected with a polyethylene glycol (PEG) chain, referred to as RITC-PEG-RITC. (B) Cartoon of the same RITC-PEG-RITC polymer, illustrating the hydrophobic corona phase anchors and the hydrophilic chain connection. (C) Schematic of a RITC-PEG-RITC configuration on the SWCNT surface, with the hydrophobic corona phase anchors preferentially adsorbed to the hydrophobic SWCNT surface and the hydrophilic chain extending out into solution.

Parameters determined independently from molecular simulation. The SWCNT curvature is found to contribute weakly to the overall interaction energy, exhibiting no correlation for three of the corona phases considered, and differences of less than 5% and 20% over a larger curvature range for two other corona phases, respectively. Overall, the resulting model is able to correctly predict 83% of an experimental 374 analyte-polymer library, generating experimental fluorescence responses within 20% error of the experimental values. The modeling framework presented here represents an important step forward in the design of suitable polymers to target specific analytes.

5.2 Introduction

Corona Phase Molecular Recognition (CoPhMoRe) is an emerging experimental platform for the detection of various small molecules by engineering the adsorbed phase on single-molecule fluorophores such as Single-Walled Carbon Nanotubes (SWCNTs). Examples of experimentally-studied adsorbed phases on SWCNTs include single-stranded DNA [217, 269], small molecule surfactants such as sodium dodecyl sulfate (SDS) or sodium cholate (SC) [131], and complex polymers with various hydrophobic and hydrophilic regions [271], as illustrated in Figure 5-1. Specific small molecules can induce changes in the corona phase of the SWCNT, modulating the fundamental fluorescence signal of the SWCNT and providing experimentally-detectable fluorescence. In many cases, target analytes replace part of the corona phase, leading to a change in the local environment of the SWCNT and changing the
SWCNT fluorescence efficiency, as evidenced by single-molecule imaging studies [269] and simulations of the adsorption process [153]. The selectivity and response of the sensors to specific molecules is determined by the specific corona phase. From an applied standpoint, CoPhMoRe allows for the development of highly-selective sensors [13, 131] without relying upon known biological recognition sites, such as antibodies or aptamers.

Experimentally, changes in the corona phase have been shown to modulate the band gap fluorescence of the SWCNT in the near-infrared (870-1400 nm, nIR) [193]. Mechanisms for this include solvatochromism [42], exciton quenching [219], and bleaching of valence-band electrons [192]. Accordingly, SWCNTs have been used as biological sensors for β-D-glucose6, nitric oxide [269, 131], and the protein avidin [219], among many others. SWCNTs have advantages as sensors, especially for biological applications, since near-infrared fluorescence excitation and emission do not overlap with the natural auto-fluorescence or absorption of cell media, blood, or tissue. SWCNTs also have photo-stable emission [193, 218]; and single-molecule sensitivity to certain analytes of interest [269, 45, 116, 117, 231, 230]. Hence, they are an ideal platform for the study of the CoPhMoRe mechanism. The prospect that other nanoparticle surfaces can exhibit CoPhMoRe remains an open question.

The selectivity of adsorbed phases to specific target molecules has been studied experimentally but is poorly understood and not easily predicted, motivating this work. The corona phase can interact with a target molecule through several mechanisms, including steric hindrance [269], van de Waals interactions, or electrostatic interactions [271]. Recent work explored this concept by screening fluorescence intensity changes of various polymer-SWCNT CoPhMoRe sensors against a panel of molecules [271]. Figure 5-1 illustrates one such CoPhMoRe sensor composed of an amphiphilic polymer with two hydrophobic rhodamine isothyocyanate (RITC) connected by a hydrophilic poly-ethylene glycol (PEG) chain (~5kDa in size). We refer to such a corona phase as RITC-PEG-RITC, with experimentally observed selective recognition to estradiol [271], a hormone molecule in the human body as shown in Figure 5-2. This particular example has been studied using molecular simulations [153]. The structures of the various corona phase polymers used in the present study are included in Figure 5-8. Changing the hydrophobic portion of the corona phase from RITC to fluorescein isothyocyanate (FITC), referred to as FITC-PEG-RITC, changes the recognition capabilities to a non-selective recognition profile [271], shown in Figure 5-2. The difference exhibited in the responses for the two corona phases is very interesting due to
Figure 5-2: Structure and analyte-response profile of two CoPhMoRe sensors using polymer-SWCNT complexes. (a, b) Polymer structure, schematics of polymer-SWCNT complex, and front and side views calculated from coarse-grained MD simulation for (a) rhodamine isothiocyanate segments connected with polyethylene glycol (RITC-PEG-RITC), and (b) fluorescein isothiocyanate segments connected with polyethylene glycol (FITC-PEG-FITC). The schematics are deduced from a combination of polymer molecular structure and fingerprinted response profile, supported by MD results. (c, d) Bar charts that show intensity changes of RITC-PEG-RITC (c) and FITC-PEG-FITC (d) against a panel of 35 biological molecules. RITC-PEG-RITC shows selective quenching response upon addition of 100 µM estradiol, but FITC-PEG-FITC shows a non-selective response profile.

their structural similarities, and demonstrates the need for detailed thermodynamic models and simulations.

In this work, we introduce the first comprehensive thermodynamic model for CoPhMoRe sensors where competitive adsorption at the SWCNT interface is dominant. We develop a simple, albeit practical, theoretical platform that is able to describe the adsorbed phase created by a large library of polymer-SWCNT constructs, and to provide insight on the distinct fluorescence responses. The predictions of this platform are compared to previous semi-empirical models of small-molecule adsorption on carbon materials. Finally, the influence of the SWCNT chirality on model predictions is investigated, an important consideration for developing multi-functional sensors using multiple SWCNT chiralities with
different corona phases.

5.3 Theory

5.3.1 Structure of Corona Phase Molecular Recognition Sensors

Understanding the selectivity of CoPhMoRe sensors towards analytes requires an understanding of the structure of the corona phase on the nanoparticle of interest, including how such a phase is influenced by target analytes. Predicting the structure of an arbitrary adsorbed corona phase on nanoparticles is an unsolved problem in the literature. Despite many advances in the capabilities of molecular simulations, the large systems sizes (well over 100,000 atoms) and long time scales (microseconds) required to equilibrate the adsorption of the long (>5 kDalton) polymer chains used to construct the corona phases in recent work [271] makes such an approach currently computationally prohibitive. Furthermore, deriving accurate force fields for arbitrary polymers is an active research area, making the accuracy of such simulations difficult to gauge. Other approaches have been attempted in the literature to model polymer chains attached to various surfaces using statistical polymer theories [193, 179, 203], Monte Carlo simulations [83, 84], or the adsorption of larger diblock copolymers [182], but these do not provide the molecular description of the surface necessary to determine if small-molecule analytes can adsorb. Most literature efforts to simulate SWCNT corona phases have therefore focused on scenarios with established parameter sets, including DNA adsorbed on a SWCNT [217, 276, 175, 169, 119, 216, 266], or the adsorption of small molecules like surfactants [152, 264, 11, 258], or coarse-grained block copolymers [227, 189]. Even in these limited cases, it is difficult for these studies to reach the timescales necessary to reach full adsorption equilibrium, requiring making assumptions about the coverage of molecules on the surface. Most importantly, these studies do not describe the wide range of corona phases that have been created experimentally [271].

For a class of studied corona phases, constructed with amphiphilic polymers composed of hydrophobic anchors tethered together with hydrophilic chains, the resulting polymer corona phase is much simpler to model. Figure 5-1 illustrates one example of such a polymer: hydrophobic rhodamine isothiocyanate (RITC) molecule connected with a hydrophilic poly-ethylene glycol (PEG) chain. Molecular dynamics simulations confirm that the hydrophobic RITC molecules form a corona phase on the SWCNT surface, while the PEG
chains loop out into solution. Sufficiently hydrophobic anchors will adsorb directly to the hydrophobic SWCNT surface, and the hydrophilic connections will extend out into solution. The corona phase directly adsorbed at the SWCNT surface is therefore composed entirely of the adsorbed hydrophobic anchors. For analytes to influence the SWCNT fluorescence, some of these hydrophobic anchors must be removed and replaced with analyte molecules, a process that does not require knowledge of the hydrophilic polymer structure. This process can be observed and confirmed experimentally by attaching small-molecule fluorophores to the corona phase-polymers that quench in close proximity to the SWCNT. Introducing target analytes causes both the quenching of the SWCNT and the restoration of the fluorophore emission, suggesting that part of the original corona phase has detached from the SWCNT surface [271]. Furthermore, changing the length of the hydrophilic part of the polymer does not dramatically affect the recognition selectivity of the sensor [271]. This scheme motivates focusing solely on the hydrophobic anchor regions of the corona phase competing with analyte molecules for access to the SWCNT surface, and the assumption of negligible selectivity contribution from the hydrophilic polymer regions. This process can be modeled thermodynamically as competitive adsorption of the hydrophobic anchors and the analytes of interest onto the SWCNT surface.

5.3.2 Thermodynamic Model of Competitive Adsorption at the Hydrophobic SWCNT Surface

We model the competitive adsorption of corona phase anchors and analytes onto the SWCNT surface using a 2D equation of state developed previously for surfactant adsorption at air-water interfaces [180]. That model accounted for the thermodynamic equilibrium between surfactant molecules adsorbed at the air-water interface and those present in the bulk aqueous solution. The same model is used here to describe the competitive adsorption of the hydrophobic polymer anchors and analyte molecules onto the SWCNT surface, as illustrated in Figure 5-3. The SWCNT is treated as a single layer of graphene, essentially neglecting the curvature effects to further simplify the problem. This is reasonable, because for each polymer, multiple SWCNT chiralities show similar responses (although the extent of each response may vary). Note that the neglect of curvature effects is investigated below through the study of the curvature dependence for a small number of representative corona phases and analytes.
Figure 5-3: Equilibrium of polymer “anchors” (1) and the analyte molecules (2) adsorbing on the SWCNT surface. Each species on the surface is in thermodynamic equilibrium with the same species in the bulk solution.

We designate species 1 as the polymer anchor and species 2 as the analyte molecule. The fractional surface coverage of each species is designated by $\theta_i$. Adsorbing molecules are modeled as adsorbing hard discs with molecular radius $r_i$ and area $a_i$, in equilibrium with a bulk monomer with molar fraction $x_i^b$. The free-energy difference between molecules on the surface and in the bulk is controlled by the standard-state adsorption free energy $\Delta \mu_i^0 = \mu_i^\sigma - \mu_i^{b,0}$, the van der Waals interactions between molecules on the surface (captured with the second-order virial coefficient $B_{ii}$), and the hard-sphere interactions with other molecules on the surface. Note that $B_{11}$ and $B_{22}$ describe the self-interactions of the molecules, whereas $B_{12}$ (and equivalently $B_{21}$) describe interactions between the analyte and the corona phase anchors. Electrostatic effects could be considered in future work with an enhanced understanding of the corona phases dielectric properties.

Thermodynamic equilibrium between the analytes in the bulk solution and at the air-water interface is described by the following equation of state:

$$\ln \left( \frac{x_i^b}{x_i} \right) = \frac{\mu_i^\sigma - \mu_i^{b,0}}{k_B T} + \ln \left( \frac{x_i^b}{a - \sum_k x_k^s a_k} \right) + \frac{a_i + 2\pi r_i \sum_k x_k^s r_k}{a - \sum_k x_k^s a_k} + \frac{\pi a_i (\sum_k x_k^s r_k)^2}{(a - \sum_k x_k^s a_k)^2} + \frac{2}{a} \sum_k B_{ik} x_k^s,$$

(5.1)

$$\{1\} = \{2\} + \{3\} + \{4\} + \{5\} + \{6\}$$

(5.2)
where \( x_i^s \) represents the molar fraction of species \( i \) on the surface, \( a \) is the area occupied per adsorbed surfactant molecule, \( \Delta \mu_i^0 = \mu_i^{\sigma,0} - \mu_i^{b,0} = f (D_{SWCNT}) \) defines the standard-state chemical potential difference of surfactant molecules of type \( i \) at the surface and in the bulk solution and is potentially a function \( f \) of the SWCNT diameter \( D_{SWCNT} \). Although this EOS does not explicitly consider surface curvature, the possible curvature dependence of the adsorption free energy is investigated below and found to be weak. Equation 5.2 describes a simple thermodynamic equilibrium between the solution phase (left-hand side, LHS) and the surface phase (right-hand side, RHS). On the LHS, term \{1\} is the ideal (entropic) solution chemical potential contribution. On the RHS, term \{2\} is the empty-surface adsorption free energy, term \{3\} is the entropic chemical potential contribution for the surface configuration, terms \{4\} and \{5\} account for the hard-sphere repulsions of the molecules adsorbed on the surface, and term \{6\} represents the van der Waals interactions between the molecules adsorbed on the surface. It is important to note that the units for the \( \ln \left( \frac{x_i^s}{a \sum x_i^s a_k} \right) \) term are accounted for by an adjustment of \( \Delta \mu_i^0 \) by approximately 6 kcal/mol, corresponding to the units of square angstroms for the molar surface area \( a_{44} \).

The system of equations in 5.2 represents one equation for each species present – in our case, two species - with the additional constraint that all molar fractions must add to unity, that is, that \( \sum_i x_i^s = 1 \). Specifically, the following three equations apply:

\[
\ln \left( \frac{x_i^b}{k_B T} \right) = \Delta \mu_i^0 \left( \frac{x_i^s}{a - (x_i^s a_1 + x_i^s a_2)} \right) + \frac{a_1 + 2 \pi r_1 (x_i^s r_1 + x_i^s r_2)}{a - (x_i^s a_1 + x_i^s a_2)} + \frac{\pi a_1 (x_i^s r_1 + x_i^s r_2)^2}{(a - (x_i^s a_1 + x_i^s a_2))^2} + \frac{2}{a} (B_{12} x_i^s + B_{11} x_i^s),
\]

\[
\ln \left( \frac{x_2^b}{k_B T} \right) = \Delta \mu_2^0 \left( \frac{x_2^s}{a - (x_2^s a_1 + x_2^s a_2)} \right) + \frac{a_2 + 2 \pi r_2 (x_2^s r_1 + x_2^s r_2)}{a - (x_i^s a_1 + x_i^s a_2)} + \frac{\pi a_2 (x_2^s r_1 + x_2^s r_2)^2}{(a - (x_i^s a_1 + x_i^s a_2))^2} + \frac{2}{a} (B_{21} x_1^s + B_{22} x_2^s),
\]

\[
1 = x_1^s + x_2^s,
\]

Equations 5.4, 5.6, and 5.7 need to be solved simultaneously for the three unknowns: the surface mole fractions \( x_i^s, x_2^s \) on the SWCNT, and the average area per molecule, \( a \). The bulk molar fractions \( x_i^b, x_2^b \) are known from our experiments. For surfactants such as SDS and SC, bulk solutions were prepared with total surfactant concentrations above the critical micelle concentration (CMC), such that the monomer concentrations \( x_i^b \) are approximately equal to
the CMC. Molecular volumes for each molecule are accessible using either experimentally-determined parameters from the van der Waal equation of state, or estimated from the molecular structure (using VMD and default van der Waals radii). $r_i$ and $a_i$ are computed using molecular volumes under the assumption that the molecules are spherical. $B_{11}$, $B_{22}$, $B_{12}$, and $\Delta \mu_1^0$, $\Delta \mu_2^0$ can be estimated using molecular simulations, as discussed below.

5.3.3 Adsorption Free-Energy Estimates Using Molecular Simulations

It then follows that for each pair of polymer and analyte, we can solve for $(x_1^a, x_2^a, a)$ given the parameters $(r_1, r_2, a_1, a_2, B_{11}, B_{12}, B_{22}, \Delta \mu_1^0, \Delta \mu_2^0)$ by solving simultaneously Eqs. 5.4, 5.6, and 5.7. Once $(x_1^a, x_2^a, a)$ are determined, the analyte surface coverage $\theta_{\text{cal}}$ is calculated as follows:

$$\theta_{\text{cal}} = \frac{a_2 x_2^a}{a}.$$  \hfill (5.8)

To calculate the analyte surface area $\theta_{\text{cal}}$, it is necessary to estimate $\Delta \mu_1^0$, $\Delta \mu_2^0$, $B_{12}$, $B_{11}$, $B_{22}$, which were computed using a series of all-atomistic molecular dynamics simulations. The simulations were run in the software NAMD, with CHarMM. Force-field parameters for the sp2-carbon atoms in nanotube/graphene were obtained from previous work [262], and parameters for the large variety of analytes and polymers considered were obtained automatically by the CGenFF force field (version 2b7 and parameterization tool version 0.9.6) [253, 254, 252]. The tool compares the molecule of interest with existing molecules in the database, searching for the most accurate parameters for the simulation. However, the CGenFF force field was unable to automatically type some of the molecules considered in this study, which include one analyte molecule, sodium azide, and two wrapping “anchors”, boronic acid, and d(GT)$_{15}$ single-stranded DNA. Because sodium azide was not observed experimentally to quench the SWCNTs [271], it was excluded from the results presented here. We also did not include d(GT)$_{15}$ single-stranded DNA, since DNA is not handled by CGenFF and instead needs to be modeled using existing biological parameter sets (i.e., established CHarMM parameter sets). In addition, DNA has been shown to wrap SWCNTs in a way that nearby bases interact strongly through the helical structure, so adsorbed bases are not adsorbed independently [217, 169, 119]. DNA would thus not be well-characterized using this thermodynamic model. CGenFF does not currently support molecules with boron
atoms, and therefore, for boronic acids, we approximated the boron atom using nitrogen. In many cases, the CGenFF analogy was poor, but the molecular parameters were used as a first approximation. It should be noted that such methods represent the current state-of-the-art for automatic parameterization methods of small-molecule organic compounds. Planned improvements to the CGenFF methods, such as automatic refinement with supplemental quantum mechanical simulations, will allow for more accurate simulations.

The free energy of adsorption, $\Delta \mu_i^0$, was computed using an adaptive biasing force simulation in NAMD. Specifically, the molecule of interest was placed in between two (3nm x 3nm) graphene sheets (corresponding to SWCNTs with no curvature) at a 6 nm separation, with periodic boundary conditions in all directions (Figure 5-4a). TIP3P water molecules then solvated the system, which was taken from an equilibrated water sample at room temperature and a pressure of 1 bar, and excess charge in the system was neutralized with counterions ($\text{Na}^+$ or $\text{Cl}^-$) depending on the simulation (with no set overall NaCl concentration). The system was then equilibrated under the NVT ensemble at room temperature for another 100 ps. The potential of mean force for the molecule of interest between the two graphene sheets was then computed using an adaptive biasing force (ABF) simulation [51, 94], allowing the molecule to freely move. The potential of mean force was expected to converge when it became nearly symmetric (due to the symmetry of the system), and the energy minimum near the graphene surface was sufficiently resolved (Figure 5-4c). The full simulation details are provided in section 5.5. The calculated adsorption free energies, $\Delta \mu_i^0$, are summarized in Table 5.1. Molecules with more aromatic groups tend to have higher adsorption energies. This is due to an optimal alignment of the aromatic group with the SWCNT hexagonal lattice. This effect, an affinity between aromatic groups, is normally referred to as $\pi - \pi$ stacking, although in this simulation is not explicitly due to overlap in electronic structure.

Calculating adsorption energies in between two graphene sheets rather than on SWCNTs was preferable due to the simpler simulation geometry, faster convergence, and reduced number of simulations. This simplification was tested for five of the molecules which were shown experimentally to participate in selective detection, R.I.TC, FITC, estradiol, riboflavin, and FMOC, by performing similar adsorption simulations onto SWCNTs of various chiralities corresponding to diameters between 0.7 and 1.8 nm, in a TIP3P water box of 5nm x 5nm cross section, and length of approximately 5nm corresponding to the nearest mul-
Figure 5-4: Molecular simulation of the molecules of interest. (a) Simulation cell of a salicylic acid molecule surrounded by water in between two graphene sheets. (b) The chemical structure of salicylic acid. (c) Two examples of a $\Delta \mu_i^0$ calculation: $\Delta \mu_i^0$ calculated from the simulation as a function of distance from the graphene surface for salicylic acid, and PVA.
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Figure 5-4: Molecular simulation of the molecules of interest. (a) Simulation cell of a salicylic acid molecule surrounded by water in between two graphene sheets. (b) The chemical structure of salicylic acid. (c) Two examples of a $\Delta \mu_i^0$ calculation: $\Delta \mu_i^0$ calculated from the simulation as a function of distance from the graphene surface for salicylic acid, and PVA.

tiple of the SWCNT unit cell for each chirality. Simulation convergence was worse than for the graphene simulations, resulting in only a modest number of simulations with significantly higher variance in the calculated adsorption energy, shown in Figure 5-8. Two of the molecules, RITC and riboflavin, had adsorption free energies that correlated significantly ($p>0.95$) with SWCNT diameter, with a range of approximately 6 kcal/mol between the smallest and the largest diameters, and approximately 3 kcal/mol between moderate diameter SWCNTs and those closest to the zero-curvature limit of graphene. The high computational cost for these simulations made a treatment of this type impractical for all the molecules considered in the current study, but could be plausible for future studies with greatly increased computational resources.

The adsorption free energies calculated correlate favorably with previous studies of organic small-molecule adsorption from water onto heterogeneous activated carbon surfaces based on Quantitative Structure-Activity Relationship (QSAR) methods [213, 270, 53]. Activated carbon surfaces have a distribution of pore sizes and adsorption sites, and therefore, increasing solution concentrations allows for adsorption to higher energy sites, in contrast to our thermodynamic model which relates solution concentrations to surface coverage for a uniform surface. The quantum QSAR method empirically predicts the solution concentra-
tion, \( \log(C_E) \), in equilibrium with a commercial activated carbon filter. This concentration implies a free-energy difference between small molecules in the bulk solution and those adsorbed on the activated carbon surface as described in the Polanyi adsorption theory [206, 168]:

\[
\Delta \mu_{\text{eff}} = RT \ln \frac{C_s}{C_e},
\]

(5.9)

where \( \Delta \mu_{\text{eff}} \) is the effective free-energy difference, \( C_s \) is the saturation concentration, and \( C_e \) is the predicted solution concentration as described above. This free-energy difference is not identical to the adsorption free energy calculated separately in this work, which represents the adsorption free energy onto an empty pristine graphene surface, but is nevertheless strongly correlated to it, because both reflect adsorption onto graphitic surfaces. Therefore, the quantum QSAR approach, relating experimental loadings of small molecules onto a commercial activated carbon surface to quantum-mechanical calculations of the molecular polarizability \( \alpha \), the HOMO-LUMO band-gap energy, and the mean atom charge, was used to independently verify the predictions in this work. The isotropic polarizability and HOMO-LUMO bandgap were calculated for 43 of the CoPhMoRe anchors and analytes considered in this study using Gaussian 09 at the DFT-B3LYP/6-311g(d) level. Two molecules were excluded due to computational limitations (NADH, acetylcholine chloride), and L-thyroxine could not be treated without an additional basis set for the iodine atom. The saturation concentrations of each analyte/anchor in water were taken from literature studies or from estimates from commercial samples, as indicated in Table 5.5. Figure 5-5 compares this effective partition free energy to the adsorption chemical potential deduced from our MD studies, and a correlation is observed between the two. The variance observed in the correlation is similar to the variation observed between predictions from different QSAR methods for activated carbon [270].

5.3.4 Estimation of van der Waals Interactions using Molecular Simulations

\( B_{ik} \) captures the van der Waals interactions between molecules \( i \) and \( k \), or self-interactions, and is defined as a correction to the hard-sphere model of intermolecular interactions. \( B_{ik} \)
Figure 5-5: Comparison of the free energy of adsorption calculated from molecular dynamics simulations, $\Delta \mu^0$, with the effective partition free energy between solution and a commercial activated carbon filter, $\Delta \mu^{eff}$, as listed in Table 5.5. A linear correlation is included as a guide. The indicated $r^2$ value is similar to that observed during the fitting of the QSAR model and the experimental data [53].
is defined [191] as follows:

\[ B_{ik} = \pi \int_{r_i + r_k}^{\infty} \left[ 1 - \exp \left( -\frac{u_{ik}(r)}{kT} \right) \right] r dr, \]  

(5.10)

where \( u_{ik}(r) \) is the interaction energy between molecules \( i \) and \( k \) relative to infinite separation (no interaction), and \( r_i, r_k \) are the appropriate hard-sphere radii given above. Note that \( u_{ik}(r) \) is affected by the environment, because the ensemble average of the potential at a given distance depends on the local environment and water solvation (making certain molecule-molecule orientations more or less likely). However, as a first approximation to these parameters, we calculated the energy between various molecules in vacuum for distances ranging from 3Å to 100Å for a single set of molecular orientations using the same CHARMM/CGenFF force-field parameters as above. The resulting \( B_{ik} \) parameters are summarized in Table 5.3. Future work is necessary to compare the potential curves measured in this way to those obtained from solvated simulations. Parameters including \( r_i, a_i, \) and \( B_{12} \) are provided as Tables 5.2, 5.3, and 5.4.

### 5.3.5 Model Behavior after Complete Adsorption or Desorption of the Corona Phase

If one of the species adsorbs at the interface much more strongly than the other, computationally, this results in \((x_1^* \approx 1, x_2^* \approx 0)\) or \((x_1^* \approx 0, x_2^* \approx 1)\). The latter case indicates that it is possible that addition of analytes replaces the corona phase anchors almost completely on the SWCNT surface. Experimentally, this indicates that the SWCNT suspension would be no longer stable, and aggregates would form in solution. However, this was not observed experimentally. In our model, we treated corona phase anchors as individual molecules, and as if they are not connected by the backbone of the polymer. Therefore, if adsorption of certain analytes is predicted to be much stronger than that of the corona phase anchors, the model indicates that the anchors are expected to be pushed off the SWCNT surface. Single-molecule imaging of SWCNTs during adsorption events confirms that this is the case for some systems, such as FITC and RITC anchors connected by long PEG chains [271]. However, polymer wrappings with more anchors per unit length would exhibit a kinetic trapping phenomenon, since the desorption of nearby anchors is correlated, rather than independent as assumed in this model. In other words, the model here does not account for
this kinetic-trapping effect of the polymer in some cases. In those extreme situations where either \(x^1_1 \approx 1, x^2_1 \approx 0\) or \(x^1_2 \approx 0, x^2_2 \approx 1\) is predicted by the model, we compared values of \(\frac{\Delta \mu}{\Delta \kappa}\) of the polymer anchor and the competing analyte, assuming that only one of them is present in the bulk, and then selected the one with the larger value to be the species present on the SWCNT surface. This criterion is consistent with the adsorption free-energy calculations shown in Figure 5-4. In other words, when the model predicts that the “anchors” of the polymers completely desorb from the surface as a result of strong analyte binding, we simply consider \(x^1_1 = 1, x^2_2 = 0\) to avoid numerical problems in the calculation.

5.3.6 Experimental Fitting of the Analyte Quenching Coefficient

The optical fluorescence modulation (intensity increase or decrease) of a SWCNT sensor shown in Figure 5-2 \((\Delta I/I_0)\) is approximately proportional to the analyte coverage on the SWCNT surface, \(\theta\), that is,

\[
\frac{\Delta I}{I_0} = \beta \theta, \tag{5.11}
\]

where \(\beta\) is the coefficient that correlates the relative intensity change of the SWCNT fluorescence to the surface coverage of a specific analyte-polymer pair. Adsorption of certain analytes modulates the photoemission of the SWCNT to a greater extent than others, leading to a more significant optical change and to a larger value of \(\beta\). The mechanisms of how analytes modulate SWCNT fluorescence have been described by three major routes: bleaching of valence-band electrons [13, 192], quenching of excitons [219], and solvatochromism [42]. Ideally, for the first two mechanisms, \(\beta\) can be estimated by calculating the overlap between the density of states of the SWCNT and the molecular orbitals and vibrational states of the analyte molecule [170, 96]. The electronic states of those molecules can potentially be estimated from density functional theory. However, SWCNTs are exitonic in nature, and therefore, the actual calculation of \(\beta\) will in fact involve proper estimation or measurement of the excited-state lifetime [235], which is corona phase dependent. In addition, the polymer wrapping also fundamentally affects the redox level of the SWCNT53, complicating the estimation of \(\beta\). In practice, there is no way to readily estimate \(\beta\) with confidence. Therefore, we experimentally determined the value of \(\beta\) once, assuming that it is unique to each analyte and is polymer-independent. Specifically, we chose two reference
polymers, polyvinyl alcohol and FITC-PEG-FITC (Figure 5-2), a combination which provides a relatively complete response profile for all the analytes in our library. We used a response-weighted estimate, that is,

$$
\bar{\beta} \equiv \frac{\beta_{PVA}(\Delta I/I_0)_{PVA} + \beta_{FITC-PEG-FITC}(\Delta I/I_0)_{FITC-PEG-FITC}}{(\Delta I/I_0)_{PVA} + (\Delta I/I_0)_{FITC-PEG-FITC}},
$$

since a large intensity response is a more reliable indicator of \( \beta \). The value of \( \beta \) was only computed once using the two reference polymers, and all other polymer-SWCNT construct predictions used this same estimated \( \beta \). Calculated values of \( \beta \) for each of the corona phase polymers are included as Table 5.3.

5.3.7 Model Comparison to Literature Experimental Data

The accuracy of the model was tested by comparing the model response \( \beta_{cal} \) to the experimental fluorescence modulation for a library of analytes and SWCNT wrappings [271], shown in Figure 5-6. Using this model, 83% of the fluorescent responses (374 data points) were predicted to within 20% error of their experimental values (purple area in Figure 5-6). However, for a small subset of cases (3.7%, grey area in Figure 5-6), the model was found to underpredict the experimental intensity modulation by more than 20%. Therefore, our 2D EOS-based model captures the physics underlying the competitive adsorption between the analytes and the corona phase anchors reasonably well, and represents the first fully-predictive model for this type of problem. Previous simulation efforts were able to capture the interactions between the corona phase and analyte molecules with higher resolution using coarse-grained molecular dynamics [153], but due to the high computational costs, were only able to do so for a single corona phase and under an assumed non-equilibrium surface coverage.

A further test of the model is its ability to model the adsorption isotherm of the analyte, illustrated in Figure 5-7. Binding isotherms of estradiol to RITC-PEG-RITC and of L-thyroxine to Fmoc-Phe-PPEG8 are shown in Figure 5-7, where we were able to fit the isotherm with our model using B12 and \( \beta \) as fitted parameters.
Figure 5-6: Calculated intensity of fluorescent response, $\beta\theta_{cal}$, as a function of experimental intensity modulation, $\Delta I/I_0$, for 11 distinct CoPhMoRe phases responding to a library of 34 analyte molecules. The purple region indicates that modeled responses are within 20% error of the actual responses, which accounts for 83% of the total number of polymer-analyte trials. Orange indicates the “false positive” region (13.1%), where the model overpredicts over 20%. Gray indicates gray the “false negative” region (3.7%), where the model underpredicts the response more than 20%.
Figure 5-7: Comparison between calculated and experimental CoPhMoRe adsorption isotherms (a) Fluorescence quenching of (7,5) chirality of RITC-PEG-RITC – SWCNT as a function of estradiol concentration (red). The dashed black lines are fits of the data to the 2D EOS model with $\beta=1$ and $B_{12}$ of $-400$ Å$^2$. (b) Fluorescence quenching of (7,5) chirality of Fmoc-Phe-PPEG8 – SWCNT as a function of thyroxine concentration (red). The dashed black lines are fits of the data to the surface-adsorption model with $\beta=3.2$ and $B_{12}$ of $-1150$ Å$^2$. Data were taken with three replicates, and error bars are 2 standard deviations.
5.4 Conclusion

Future work is necessary to extend our thermodynamic model to more accurately reproduce the experimental findings, and to improve the accuracy of the necessary molecular parameters through more detailed simulations. Further consideration should be given to the effect of hydrophilic connections between the corona phase anchors, which inhibit the free adsorption of the anchors onto the SWCNT surface. In some cases, the assumption of a molecular monolayer on the SWCNT surface may not be accurate, especially if the polymer chains are able to hinder analyte access to the SWCNT surface. In addition, the force-field parameters used here were determined automatically through CGenFF, and require further refinement and verification. Finally, we anticipate that the evaluation of $\beta$ using quantum-mechanical calculations may be possible in the future, and that doing so would allow the model to be fully predictive (i.e., without an experimental determination of $\beta$ from two reference polymers). Experimental advances in understanding and imaging the structure of CoPhMoRe phases would also assist in developing models that have a stronger molecular basis.

5.5 Simulation Details

5.5.1 Adsorption Energy Calculations

The workflow for the calculation of the adsorption energy of the various small molecule analytes to graphene surface, as described in the manuscript, was as follows:

1. The small molecule PSF/PDB was generated in accordance with the CGenFF/Paramchem.

2. A single copy of the small molecule was placed at the centerline between two parallel graphene sheets (size 30 angstroms by 30 angstroms). The graphene sheets were 60 angstroms apart. The simulation cell was set to be periodic in the X and Y directions (the directions of the graphene sheet). The cell was also periodic in the Z direction (perpendicular to the sheets), but with a cell distance of 150 angstroms so that 90 angstroms of vacuum separated each unit cell from the next in the periodic Z direction.

3. The simulation cell was solvated using the default settings in the VMD solvate plugin. Ions (Na or Cl) were added to neutralize the simulation cell if the small molecule analyte was charged.
4. The simulation cell was minimized for 100ps in an NVT ensemble with a 1fs time step, with the temperature set to 300 K. The position of the graphene atoms were fixed to preserve the hexagonal lattice.

5. The simulation was run using an adaptive biasing force on the z-position of the center of mass of the small molecule for 24hrs on NICS/Kraken using 24 cores (two nodes) in an NPT ensemble. Various lower-bounds on the ABF were used (from 3 to 4.5 angstroms) to prevent the simulation spending too much time resolving the highly repulsive potential as the molecule was pushed against the graphene surface. The position of the graphene atoms were fixed.

5.5.2 Radial Adsorption Energy Calculations

The workflow for the calculation of adsorption energy of the various small molecule analytes to single-walled carbon nanotubes with various chiralities, as described in the manuscript, was as follows:

1. The small molecule PSF/PDB was generated in accordance with the CGenFF/Paramchem.

2. A single-walled carbon nanotube of approximately 50 angstroms with the appropriate chirality was generated. The length was approximate, as an integer number of unit cells was necessary to have a periodic cell.

3. A single copy of the small molecule was placed 15 angstroms radially from the SWCNT surface (measured from the center or mass of the SWCNT to the center of the small molecule).

4. The simulation cell was set to be periodic in all directions. The unit cell length in the X/Y directions (perpendicular to the SWCNT) were set to 50 angstroms, and the cell length in the SWCNT direction was set to the SWCNT length plus one angstrom.

5. The simulation cell was solvated using the default settings in the VMD solvate plugin, to a final size of 50 angstroms in the X/Y directions. Ions (Na or Cl) were added to neutralize the simulation cell if the small molecule analyte was charged.

6. The simulation cell was minimized for 100ps in an NVT ensemble with a 1fs time step, with the temperature set to 300 K.
7. The simulation was run using an adaptive biasing force on the radial position of the center of mass of the small molecule for 24hrs on NICS/Kraken using 24 cores (two nodes) in an NPT ensemble, resulting in a total simulation time of approximately 15ns. The lower-bounds on the ABF was set to the SWCNT radius plus 4 angstroms to prevent the simulation spending too much time resolving the highly repulsive potential as the molecule was pushed against the graphene surface.

5.5.3 van der Waals Interaction Calculations

The workflow for the calculation of van der Waals interactions between small molecules and hydrophobic monomers was as follows. For each pair of analyte and anchor unit, and each analyte and anchor unit with themselves:

1. The two molecules were separated by distances from 2Å to 30Å (measured from the center of mass of each) using VMD.

2. The energy was calculated using the CGenFF forcefield in NAMD. The dielectric constant was set to 80 to simulate intermediate water. The cutoff for interactions was set to 100Å to ensure that all interactions were captured even at large separations.
Table 5.1: Calculated standard-state chemical potential difference of surface adsorbed surfactant with bulk, $\Delta \mu_i^0$, for the corona-phase anchors and analytes in the library (the data highlighted in red is less accurate than the rest of the data due to convergence problems in the simulation).

$$\Delta \mu_i^0 \ (kcal / mol)$$

<table>
<thead>
<tr>
<th>Corona Phase Anchors</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BA-PhO-Dex</td>
<td>12.7</td>
<td>SDS</td>
<td>18.0</td>
</tr>
<tr>
<td>PhO-Dex</td>
<td>11.6</td>
<td>PVA</td>
<td>8.8</td>
</tr>
<tr>
<td>RITC-PEG-RITC</td>
<td>16.0</td>
<td>Fmoc-Phe-PPEG8</td>
<td>15.3</td>
</tr>
<tr>
<td>FITC-PEG-FITC</td>
<td>15.6</td>
<td>Fmoc-Phe-PPEG4</td>
<td>15.3</td>
</tr>
<tr>
<td>PE-PEG</td>
<td>16.9</td>
<td>NH$_2$-PPEG8</td>
<td>8.1</td>
</tr>
<tr>
<td>SC</td>
<td>16.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Analytes</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>17-alpha-estradiol</td>
<td>16.9</td>
<td>Histamine</td>
<td>10.7</td>
</tr>
<tr>
<td>2,4-Dinitrophenol</td>
<td>15.0</td>
<td>L-Ascorbic acid</td>
<td>13.2</td>
</tr>
<tr>
<td>Acetylcholine chloride</td>
<td>11.5</td>
<td>L-Citrulline</td>
<td>10.5</td>
</tr>
<tr>
<td>alpha-Tocopherol</td>
<td>25.9</td>
<td>L-Histidine</td>
<td>10.2</td>
</tr>
<tr>
<td>Adenosine</td>
<td>15.5</td>
<td>L-Thyroxine</td>
<td>15.4</td>
</tr>
<tr>
<td>ATP</td>
<td>22.7</td>
<td>Melatonin</td>
<td>20.3</td>
</tr>
<tr>
<td>cAMP</td>
<td>16.5</td>
<td>NADH</td>
<td>30.9</td>
</tr>
<tr>
<td>Creatinine</td>
<td>10.9</td>
<td>Quinine</td>
<td>18.2</td>
</tr>
<tr>
<td>Cytidine</td>
<td>16.0</td>
<td>Riboflavin</td>
<td>24.7</td>
</tr>
<tr>
<td>D-Aspartic acid</td>
<td>9.6</td>
<td>Salicylic acid</td>
<td>13.0</td>
</tr>
<tr>
<td>D-Fructose</td>
<td>11.5</td>
<td>Serotonin</td>
<td>14.0</td>
</tr>
<tr>
<td>D-Galactose</td>
<td>10.7</td>
<td>Sodium pyruvate</td>
<td>9.0</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>11.7</td>
<td>Sucrose</td>
<td>14.3</td>
</tr>
<tr>
<td>D-Mannose</td>
<td>17.3</td>
<td>Thymidine</td>
<td>16.9</td>
</tr>
<tr>
<td>Dopamine</td>
<td>13.1</td>
<td>Tryptophan</td>
<td>16.2</td>
</tr>
<tr>
<td>Glycine</td>
<td>8.5</td>
<td>Tyramine</td>
<td>11.6</td>
</tr>
<tr>
<td>Guanosine</td>
<td>18.1</td>
<td>Urea</td>
<td>9.2</td>
</tr>
</tbody>
</table>
Table 5.2: $r_i, B_{ii}$ values of analyte molecules and polymer "feet".

<table>
<thead>
<tr>
<th>Chemical</th>
<th>$r_i$ (Å)</th>
<th>$B_{ii}$ (Å$^2$)</th>
<th>Chemical</th>
<th>$r_i$ (Å)</th>
<th>$B_{ii}$ (Å$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17-α-estradiol</td>
<td>4.55</td>
<td>-71.50</td>
<td>Melatonin</td>
<td>4.26</td>
<td>-92.20</td>
</tr>
<tr>
<td>2,4-Dinitrophenol</td>
<td>3.62</td>
<td>-42.80</td>
<td>NADH</td>
<td>4.95</td>
<td>-2715.10</td>
</tr>
<tr>
<td>Acetylcholine chloride</td>
<td>3.97</td>
<td>-32.20</td>
<td>Quinine</td>
<td>4.78</td>
<td>-327.90</td>
</tr>
<tr>
<td>α-Tocopherol</td>
<td>5.63</td>
<td>-103075.40</td>
<td>Riboflavin</td>
<td>4.84</td>
<td>-904.90</td>
</tr>
<tr>
<td>Adenosine</td>
<td>4.05</td>
<td>-1626.30</td>
<td>Salicylic acid</td>
<td>3.43</td>
<td>-34.60</td>
</tr>
<tr>
<td>ATP</td>
<td>4.66</td>
<td>-453.20</td>
<td>Serotonin</td>
<td>3.89</td>
<td>-42.70</td>
</tr>
<tr>
<td>cAMP</td>
<td>4.17</td>
<td>-520.30</td>
<td>Sodium pyruvate</td>
<td>2.94</td>
<td>-20.40</td>
</tr>
<tr>
<td>Creatinine</td>
<td>3.36</td>
<td>-38.90</td>
<td>Sucrose</td>
<td>4.35</td>
<td>-960.40</td>
</tr>
<tr>
<td>Cytidine</td>
<td>3.96</td>
<td>-139.00</td>
<td>Thymidine</td>
<td>3.99</td>
<td>-372.30</td>
</tr>
<tr>
<td>D-Aspartic acid</td>
<td>3.37</td>
<td>-41.40</td>
<td>Tryptophan</td>
<td>3.99</td>
<td>-47.60</td>
</tr>
<tr>
<td>D-Fructose</td>
<td>3.54</td>
<td>-125.70</td>
<td>Tyrosine</td>
<td>3.67</td>
<td>-30.30</td>
</tr>
<tr>
<td>D-Galactose</td>
<td>3.54</td>
<td>-76.40</td>
<td>Urea</td>
<td>2.59</td>
<td>-21.00</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>3.53</td>
<td>-326.30</td>
<td>BA-Pho-Dex</td>
<td>3.67</td>
<td>-29.02</td>
</tr>
<tr>
<td>D-Mannose</td>
<td>3.54</td>
<td>-137.60</td>
<td>Pho-Dex</td>
<td>3.59</td>
<td>-22.20</td>
</tr>
<tr>
<td>Dopamine</td>
<td>3.72</td>
<td>-33.80</td>
<td>RTIC-PEG-RTIC</td>
<td>5.52</td>
<td>-96.40</td>
</tr>
<tr>
<td>Glycine</td>
<td>2.93</td>
<td>-15.70</td>
<td>RTIC-PEG-RTIC</td>
<td>4.98</td>
<td>-98.70</td>
</tr>
<tr>
<td>Guanosine</td>
<td>4.42</td>
<td>-908.80</td>
<td>PEG-PEG</td>
<td>4.72</td>
<td>-37.20</td>
</tr>
<tr>
<td>Histamine</td>
<td>3.31</td>
<td>-30.20</td>
<td>SC</td>
<td>4.81</td>
<td>-641.04</td>
</tr>
<tr>
<td>L-Ascorbic acid</td>
<td>3.44</td>
<td>-59.00</td>
<td>SDS</td>
<td>4.64</td>
<td>-32.29</td>
</tr>
<tr>
<td>L-Citrulline</td>
<td>3.78</td>
<td>-38.20</td>
<td>PVA</td>
<td>3.3</td>
<td>-22.80</td>
</tr>
<tr>
<td>L-Histidine</td>
<td>3.51</td>
<td>-70.80</td>
<td>Fmoc-Phe-PEG8</td>
<td>4.07</td>
<td>-238.20</td>
</tr>
<tr>
<td>L-Thyronine</td>
<td>4.84</td>
<td>-83.70</td>
<td>Fmoc-Phe-PEG4</td>
<td>4.07</td>
<td>-238.20</td>
</tr>
<tr>
<td>NE2-PEG8</td>
<td>4.37</td>
<td>-8.20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.3: $B_{ij}$ values for pairs of analytes and corona phase monomers.

<table>
<thead>
<tr>
<th></th>
<th>BA-PMO-Des</th>
<th>PMO-Des</th>
<th>FITC-PMO-RHCT</th>
<th>FITC-PMO-FITC</th>
<th>PE-PEU</th>
<th>SC</th>
<th>SDS</th>
<th>PVA</th>
<th>Fmoc-PMO-TPSQR</th>
<th>Fmoc-PMO-TPSQR</th>
<th>NEZ-TPSQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>17-alpha-estradiol</td>
<td>54.4</td>
<td>43.2</td>
<td>400.0</td>
<td>73.5</td>
<td>42.5</td>
<td>164.5</td>
<td>41.6</td>
<td>42.9</td>
<td>121.6</td>
<td>121.6</td>
<td>22.2</td>
</tr>
<tr>
<td>L-Ascorbic acid</td>
<td>37.3</td>
<td>31.0</td>
<td>48.9</td>
<td>54.8</td>
<td>31.4</td>
<td>157.1</td>
<td>38.0</td>
<td>31.5</td>
<td>84.1</td>
<td>84.1</td>
<td>18.8</td>
</tr>
<tr>
<td>Acetylsalicylic acid</td>
<td>36.8</td>
<td>28.1</td>
<td>40.2</td>
<td>46.1</td>
<td>27.3</td>
<td>107.9</td>
<td>23.7</td>
<td>26.1</td>
<td>66.6</td>
<td>66.6</td>
<td>14.4</td>
</tr>
<tr>
<td>alpha-Tocopherol</td>
<td>202.2</td>
<td>154.9</td>
<td>215.5</td>
<td>305.1</td>
<td>135.9</td>
<td>10755.5</td>
<td>111.5</td>
<td>162.5</td>
<td>789.1</td>
<td>789.1</td>
<td>93.4</td>
</tr>
<tr>
<td>Adenosine</td>
<td>81.9</td>
<td>69.1</td>
<td>88.6</td>
<td>114.9</td>
<td>56.9</td>
<td>12754</td>
<td>55.1</td>
<td>80.7</td>
<td>295.6</td>
<td>295.6</td>
<td>40.4</td>
</tr>
<tr>
<td>ATP</td>
<td>76.9</td>
<td>64.6</td>
<td>131.8</td>
<td>178.6</td>
<td>104.2</td>
<td>1102.3</td>
<td>61.9</td>
<td>60.6</td>
<td>194.6</td>
<td>194.6</td>
<td>33.3</td>
</tr>
<tr>
<td>ATP</td>
<td>148.1</td>
<td>125.4</td>
<td>131.9</td>
<td>215.0</td>
<td>102.0</td>
<td>662.2</td>
<td>78.0</td>
<td>147.4</td>
<td>590.4</td>
<td>590.4</td>
<td>53.9</td>
</tr>
<tr>
<td>Cysteamine</td>
<td>42.5</td>
<td>29.8</td>
<td>39.2</td>
<td>45.4</td>
<td>24.9</td>
<td>133.4</td>
<td>24.1</td>
<td>30.3</td>
<td>85.3</td>
<td>85.3</td>
<td>17.6</td>
</tr>
<tr>
<td>Cysteine</td>
<td>41.4</td>
<td>46.3</td>
<td>66.4</td>
<td>88.8</td>
<td>43.3</td>
<td>392.1</td>
<td>40.9</td>
<td>49.4</td>
<td>145.2</td>
<td>145.2</td>
<td>26.5</td>
</tr>
<tr>
<td>D-Aanine acid</td>
<td>35.5</td>
<td>26.1</td>
<td>33.3</td>
<td>39.3</td>
<td>24.6</td>
<td>111.4</td>
<td>21.2</td>
<td>27.1</td>
<td>75.4</td>
<td>75.4</td>
<td>15.7</td>
</tr>
<tr>
<td>D-Fructose</td>
<td>54.5</td>
<td>42.2</td>
<td>52.8</td>
<td>63.3</td>
<td>37.6</td>
<td>222.3</td>
<td>35.2</td>
<td>45.9</td>
<td>144.4</td>
<td>144.4</td>
<td>26.0</td>
</tr>
<tr>
<td>D-Glucuronic acid</td>
<td>43.5</td>
<td>34.8</td>
<td>47.7</td>
<td>55.7</td>
<td>30.2</td>
<td>188.1</td>
<td>30.0</td>
<td>36.8</td>
<td>103.6</td>
<td>103.6</td>
<td>22.1</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>71.0</td>
<td>47.5</td>
<td>55.5</td>
<td>71.5</td>
<td>56.6</td>
<td>385.8</td>
<td>35.3</td>
<td>51.8</td>
<td>244.8</td>
<td>244.8</td>
<td>33.7</td>
</tr>
<tr>
<td>D-Mannose</td>
<td>47.1</td>
<td>38.8</td>
<td>51.2</td>
<td>60.6</td>
<td>32.5</td>
<td>244.7</td>
<td>32.6</td>
<td>42.9</td>
<td>121.8</td>
<td>121.8</td>
<td>24.9</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>32.5</td>
<td>26.9</td>
<td>43.6</td>
<td>46.7</td>
<td>26.4</td>
<td>128.8</td>
<td>27.8</td>
<td>27.0</td>
<td>65.4</td>
<td>65.4</td>
<td>15.3</td>
</tr>
<tr>
<td>Glycine</td>
<td>21.8</td>
<td>18.2</td>
<td>21.0</td>
<td>27.6</td>
<td>15.4</td>
<td>10.7</td>
<td>15.1</td>
<td>19.2</td>
<td>52.6</td>
<td>52.6</td>
<td>12.8</td>
</tr>
<tr>
<td>Glucosamine</td>
<td>191.6</td>
<td>154.7</td>
<td>152.8</td>
<td>243.1</td>
<td>96.0</td>
<td>1127.2</td>
<td>84.8</td>
<td>270.6</td>
<td>493.8</td>
<td>493.8</td>
<td>104.6</td>
</tr>
<tr>
<td>Histamine</td>
<td>29.7</td>
<td>22.7</td>
<td>33.9</td>
<td>38.8</td>
<td>28.7</td>
<td>96.6</td>
<td>21.5</td>
<td>23.2</td>
<td>59.3</td>
<td>59.3</td>
<td>13.6</td>
</tr>
<tr>
<td>L-Aanine acid</td>
<td>42.6</td>
<td>32.2</td>
<td>46.1</td>
<td>54.1</td>
<td>38.1</td>
<td>168.9</td>
<td>28.4</td>
<td>32.6</td>
<td>92.4</td>
<td>92.4</td>
<td>28.3</td>
</tr>
<tr>
<td>L-Glutamic acid</td>
<td>32.5</td>
<td>26.6</td>
<td>41.0</td>
<td>49.3</td>
<td>27.9</td>
<td>124.9</td>
<td>24.1</td>
<td>26.1</td>
<td>68.2</td>
<td>68.2</td>
<td>14.9</td>
</tr>
<tr>
<td>L-Histidine</td>
<td>70.7</td>
<td>41.5</td>
<td>50.9</td>
<td>61.0</td>
<td>39.4</td>
<td>182.0</td>
<td>35.2</td>
<td>42.9</td>
<td>137.9</td>
<td>137.9</td>
<td>26.6</td>
</tr>
<tr>
<td>L-Threonine</td>
<td>41.2</td>
<td>37.8</td>
<td>77.0</td>
<td>88.1</td>
<td>51.2</td>
<td>169.4</td>
<td>46.4</td>
<td>35.4</td>
<td>1150.0</td>
<td>1150.0</td>
<td>19.3</td>
</tr>
<tr>
<td>Melatonin</td>
<td>90.4</td>
<td>53.0</td>
<td>76.9</td>
<td>82.2</td>
<td>47.3</td>
<td>356.7</td>
<td>41.6</td>
<td>50.2</td>
<td>167.9</td>
<td>167.9</td>
<td>31.7</td>
</tr>
<tr>
<td>NAC</td>
<td>600.4</td>
<td>460.5</td>
<td>259.0</td>
<td>1785.5</td>
<td>839.3</td>
<td>7525.8</td>
<td>290.4</td>
<td>508.5</td>
<td>1019.6</td>
<td>1019.6</td>
<td>122.9</td>
</tr>
<tr>
<td>Quinol</td>
<td>783.2</td>
<td>666.4</td>
<td>259.1</td>
<td>772.3</td>
<td>190.9</td>
<td>1119.4</td>
<td>168.8</td>
<td>322.7</td>
<td>370.5</td>
<td>370.5</td>
<td>155.6</td>
</tr>
<tr>
<td>Riboflavin</td>
<td>500.0</td>
<td>450.0</td>
<td>189.5</td>
<td>414.4</td>
<td>150.6</td>
<td>1223.9</td>
<td>154.9</td>
<td>264.2</td>
<td>492.3</td>
<td>492.3</td>
<td>97.8</td>
</tr>
<tr>
<td>Salicylic acid</td>
<td>30.6</td>
<td>26.2</td>
<td>38.6</td>
<td>43.9</td>
<td>24.8</td>
<td>123.8</td>
<td>24.5</td>
<td>27.0</td>
<td>66.5</td>
<td>66.5</td>
<td>15.7</td>
</tr>
<tr>
<td>Serotonin</td>
<td>37.0</td>
<td>31.4</td>
<td>46.6</td>
<td>55.3</td>
<td>38.1</td>
<td>145.7</td>
<td>28.7</td>
<td>31.9</td>
<td>79.1</td>
<td>79.1</td>
<td>17.7</td>
</tr>
<tr>
<td>Sodium pyruvate</td>
<td>24.8</td>
<td>28.2</td>
<td>26.1</td>
<td>31.2</td>
<td>17.4</td>
<td>47.1</td>
<td>17.1</td>
<td>26.4</td>
<td>57.7</td>
<td>57.7</td>
<td>13.0</td>
</tr>
<tr>
<td>Spermine</td>
<td>182.2</td>
<td>108.7</td>
<td>121.4</td>
<td>145.2</td>
<td>67.2</td>
<td>766.2</td>
<td>81.3</td>
<td>117.3</td>
<td>585.1</td>
<td>585.1</td>
<td>55.2</td>
</tr>
<tr>
<td>Thymidine</td>
<td>80.4</td>
<td>52.9</td>
<td>71.4</td>
<td>93.8</td>
<td>46.7</td>
<td>472.1</td>
<td>41.0</td>
<td>53.3</td>
<td>192.8</td>
<td>192.8</td>
<td>32.3</td>
</tr>
<tr>
<td>Thymidine</td>
<td>37.5</td>
<td>31.0</td>
<td>45.4</td>
<td>55.3</td>
<td>30.6</td>
<td>131.5</td>
<td>28.7</td>
<td>31.1</td>
<td>74.7</td>
<td>74.7</td>
<td>17.1</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>72.4</td>
<td>24.9</td>
<td>40.0</td>
<td>42.9</td>
<td>24.5</td>
<td>114.6</td>
<td>24.5</td>
<td>24.9</td>
<td>56.2</td>
<td>56.2</td>
<td>13.4</td>
</tr>
<tr>
<td>Colo</td>
<td>25.0</td>
<td>20.1</td>
<td>22.4</td>
<td>28.7</td>
<td>14.9</td>
<td>85.5</td>
<td>15.1</td>
<td>22.2</td>
<td>65.1</td>
<td>65.1</td>
<td>12.7</td>
</tr>
</tbody>
</table>
Table 5.4: Values of $\beta$ for each analyte molecule.

<table>
<thead>
<tr>
<th></th>
<th>$\beta$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>17-alpha-estradiol</td>
<td>3.76</td>
<td>NADH</td>
<td>0.58</td>
</tr>
<tr>
<td>2,4-Dinitropheno</td>
<td>0.24</td>
<td>Quinine</td>
<td>0.02</td>
</tr>
<tr>
<td>Acetylcholine chloride</td>
<td>4.12</td>
<td>Riboflavin</td>
<td>0.91</td>
</tr>
<tr>
<td>alpha-Tocopherol</td>
<td>0.14</td>
<td>Salicylic acid</td>
<td>0.05</td>
</tr>
<tr>
<td>Adenosine</td>
<td>0.06</td>
<td>Serotonin</td>
<td>16.05</td>
</tr>
<tr>
<td>ATP</td>
<td>0.09</td>
<td>Sodium azide</td>
<td>NaN</td>
</tr>
<tr>
<td>cAMP</td>
<td>0.06</td>
<td>Sodium pyruvate</td>
<td>0.96</td>
</tr>
<tr>
<td>Creatinine</td>
<td>1.10</td>
<td>Sucrose</td>
<td>0.03</td>
</tr>
<tr>
<td>Cytidine</td>
<td>0.04</td>
<td>Thymidine</td>
<td>0.08</td>
</tr>
<tr>
<td>D-Aspartic acid</td>
<td>50.86</td>
<td>Tryptophan</td>
<td>0.13</td>
</tr>
<tr>
<td>D-Fructose</td>
<td>0.03</td>
<td>Tyramine</td>
<td>14.43</td>
</tr>
<tr>
<td>D-Galactose</td>
<td>0.08</td>
<td>Urea</td>
<td>0.30</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-Mannose</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dopamine</td>
<td>3.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glycine</td>
<td>1.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guanosine</td>
<td>0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histamine</td>
<td>4.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-Ascorbic acid</td>
<td>1.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-Citrulline</td>
<td>31.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-Histidine</td>
<td>5.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-Thyroxine</td>
<td>1653.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Melatonin</td>
<td>0.52</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.5: QSAR Parameters. Properties computed with Gaussian 09, the corresponding QSAR predictions, and the adsorption free energies computed using molecular dynamics as described in the main text.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Computed with Gaussian 09 (this study)</th>
<th>Quantum QSAR Prediction</th>
<th>Adsorption Potential, [kcal/mol]</th>
<th>Adsorption Potential, [kcal/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3-galactosyl</td>
<td>3.6</td>
<td>2.996-06</td>
<td>7.4</td>
<td>-11.0</td>
</tr>
<tr>
<td>D-glucopyranose</td>
<td>15.3</td>
<td>2.980-06</td>
<td>5.5</td>
<td>-4.9</td>
</tr>
<tr>
<td>alpha-D-glucopyranose</td>
<td>75.3</td>
<td>2.973-06</td>
<td>7.9</td>
<td>-21.7</td>
</tr>
<tr>
<td>Adenine</td>
<td>32.2</td>
<td>3.238-06</td>
<td>6.8</td>
<td>-11.7</td>
</tr>
<tr>
<td>AMP</td>
<td>22.9</td>
<td>3.097-06</td>
<td>4.5</td>
<td>-8.4</td>
</tr>
<tr>
<td>Creatinine</td>
<td>18.0</td>
<td>4.960-06</td>
<td>10.8</td>
<td>-6.4</td>
</tr>
<tr>
<td>D-Aqueous acid</td>
<td>9.9</td>
<td>4.140-06</td>
<td>8.3</td>
<td>-0.7</td>
</tr>
<tr>
<td>D-Fructose</td>
<td>15.8</td>
<td>3.795-06</td>
<td>8.6</td>
<td>-2.3</td>
</tr>
<tr>
<td>D-Galactose</td>
<td>13.7</td>
<td>3.260-06</td>
<td>8.2</td>
<td>-4.0</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>13.7</td>
<td>3.260-06</td>
<td>8.2</td>
<td>-2.5</td>
</tr>
<tr>
<td>D-Manose</td>
<td>13.7</td>
<td>3.260-06</td>
<td>8.7</td>
<td>-2.3</td>
</tr>
<tr>
<td>Cysteine</td>
<td>5.6</td>
<td>4.140-06</td>
<td>10.9</td>
<td>-3.4</td>
</tr>
<tr>
<td>Glutamate</td>
<td>22.8</td>
<td>2.362-06</td>
<td>7.6</td>
<td>-0.8</td>
</tr>
<tr>
<td>L-Aqueous acid</td>
<td>14.1</td>
<td>3.795-06</td>
<td>5.5</td>
<td>-4.2</td>
</tr>
<tr>
<td>L-Histidine</td>
<td>14.3</td>
<td>3.795-06</td>
<td>4.3</td>
<td>-8.8</td>
</tr>
<tr>
<td>L-Isoleucine</td>
<td>22.8</td>
<td>2.362-06</td>
<td>4.3</td>
<td>-11.5</td>
</tr>
<tr>
<td>L-Serine</td>
<td>14.7</td>
<td>3.212-06</td>
<td>5.1</td>
<td>-4.4</td>
</tr>
<tr>
<td>Tryptophane</td>
<td>22.8</td>
<td>3.150-06</td>
<td>8.0</td>
<td>-4.5</td>
</tr>
<tr>
<td>Tryptophane</td>
<td>23.5</td>
<td>3.400-06</td>
<td>6.4</td>
<td>-7.7</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>24.1</td>
<td>3.150-06</td>
<td>7.1</td>
<td>-3.6</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>16.8</td>
<td>3.502-06</td>
<td>6.2</td>
<td>-4.9</td>
</tr>
<tr>
<td>Ison</td>
<td>4.0</td>
<td>5.135-06</td>
<td>7.9</td>
<td>-1.1</td>
</tr>
</tbody>
</table>

Molecules for which aqueous solubility not readily available
- ATP
- Cysteine
- Glutamine
- Glutamine
- Histamine
- L-Cysteine
- L-Aspartate
- Riboflavin
- Serine
- Sodium pyrophosphate
- RA-Py-DiC
- P-0-DiC
- H-F-PC
- F-PC
- P-PC
- D-Serine
- P-VA
- P-Pyrogen
- P-PP
- P-Pyrogen
- NIP-Pyrogen

Molecules for which QSAR results could not be computed
- STS
- Sodium nitrate
- NADH
- L-Tryptophane
- Acrylonitrile chloride
Table 5.5: QSAR Parameters (continued).


Figure 5-8: Molecular adsorption energies on SWCNTs of various diameters for five selected molecules. p-values in the legend indicate the significance of the correlation between adsorption energy and diameter (p>0.95 is significant). Linear fits, their corresponding r² values, and corresponding shaded 95% confidence intervals are included as visual guides. Two molecules, RITC and riboflavin, have adsorption energies that depend significantly on diameter.
Figure 5-9: Structures of the polymers that were used to suspend SWCNT.
Figure 5-9: (continued) Structures of the polymers that were used to suspend SWCNT.
Part II

Stochastic Transport Inside of SWCNTs
Chapter 6

Carbon Nanotubes as Molecular Conduits: Advances and Challenges for Transport through Isolated Sub-2nm Pores


6.1 Abstract

Devices that explore transport through the narrowest diameter single-walled carbon nanotubes (SWCNTs) have only recently been enabled by advances in SWCNT synthesis methods and experimental design. These devices hold promise as next generation sensors, platforms for water desalination, proton conduction, energy storage, and to directly probe molecular transport under significant geometric confinement. In this perspective, we first describe this new generation of devices, and then highlight two important concepts that have emerged from recent work. First, the most reliable way to identify transport is to borrow techniques from the biological and silicon nanopore communities and analyze the discrete
stochastic events caused by molecules blocking the SWCNT channel. Second, it is nearly impossible to isolate mass transport within a SWCNT without a substantial suppression of leakage transport and around the SWCNT. To highlight this, we discuss experiments showing water transport along the exterior of SWCNTs. Finally, we describe some further innovations to these devices in the near future that will allow for a more complete understanding of confined molecular transport.

6.2 Introduction

Recent experimental advances have led to several systems capable of directly monitoring transport through the interior of sub-2nm, isolated single walled carbon nanotubes [43, 145, 211, 33, 90, 159]. In this perspective, we identify nanopores of this size as having properties that are distinct from larger multi-walled conduits that have been used as Coulter detectors for sub-micron particles [106]. Carbon nanotube (CNT) membranes have been studied extensively in literature [73, 100, 97, 167] but provide less insight into transport physics compared with single nanotube devices [43, 145, 211, 33, 90, 159], and we direct the reader to recent reviews of membranes for details [99]. This perspective focuses on the emergence of single nanotube pores or collections of pores, since they are ideal systems to validate theoretical predictions of nanopore transport [102, 60] and to elucidate new ones [43, 145]. In this size regime of sub-2nm pores, there has been extensive investigation of isolated transmembrane proteins, silicon nanopores, and others (see reviews [101, 58]). It is noteworthy that very few silicon nanopores have been fabricated and studied with diameters comparable to that of SWCNTs [93, 98, 260, 174]. The simple geometry and large aspect ratio of SWCNT devices appear to result in transport regimes that are distinct from these other systems, motivating our current perspective.

Single-SWCNT devices will be able to address the validity and predictions of what is now an extensive literature on SWCNT molecular simulations [95]. Computational studies and physical models of transport through SWCNT nanopores [102] were developed before the original CNT membrane experiments [100, 97, 167] and these results will apply directly to single-SWCNT devices. Most importantly, the hydrophobic nature of the SWCNT internal surface suggests that decreasing SWCNT diameter should increase the ordering of internal water [138]. This ordering is predicted to increase fluid flow rates [248], proton transport
rates [60], and ion transport rates [19]. A complete listing of simulation predictions and results can be seen in recent reviews [99, 95]. However, spectroscopic studies and experiments with CNT membranes have not been able to confirm many of these predictions. Additionally, simulations have not yet predicted the pore-blocking effects that we have observed experimentally [145] and that are present in other nanopores [101]. Electrochemical and fluid models [142] have also been proposed but do not yet quantitatively explain all of the device characteristics seen experimentally or in simulation (e.g. continuum/sub-continuum transitions [248]). Data from single-SWCNT devices will improve our simulations of confined flows and lend more insight into biological nanopores and many-SWCNT membranes.

6.3 Experimental Devices in Literature

Several studies on devices with individual SWCNTs have been reported due to advances in synthesis techniques and the application of standard methods of analysis and verification such as Coulter states. Last year, our group demonstrated for the first time the detection of single ion translocation events and coherent resonance in SWCNT pores through the analysis of stochastic state-switching known as the Coulter effect. Other studies have reported devices with significantly larger multi-walled nanotubes (MWNT) [105], devices with a single SWCNT for the detection of DNA [90, 159], devices for the analysis of SWCNT electronic structure upon water filling [33], and a device for the measurement of water transport rate through a single SWCNT [211]. However, across many different size regimes, the signature of a single, isolated nanopore of any type continues to be the observation of stochastic pore blocking by a guest molecule or particle comparable in size. Even for membrane systems, pore size is characterized with respect to transport and the size of rejected molecules, and not by electron microscopy. Therefore, studies relying on the mere presence of a carbon nanotube in a barrier or physical characterization have not adequately proven that observed transport is through a single nanopore.

Our laboratory recently demonstrated the device illustrated in Figure 6-1 capable of analyzing the Coulter states of a single SWCNT [145]. Devices were made by growing parallel centimeter-long SWCNTs on a silicon substrate and forming an epoxy barrier covering the SWCNTs between two reservoirs with various electrolyte solutions. Upon the application of electrical potential between the two reservoirs, we observed stochastic current fluctuations.
which were attributed to the entrance and exit of cations within a single SWCNT, for several reasons. First, we observed that increasing the ionic concentration led to a decrease in current measurements, suggesting ions interfere with current through the nanopores. Second, reducing the pH of solution increased the current measurements, suggesting that protons are the majority carriers of current across the nanopores. Thirdly, we noticed that using various cations led to different dwell times and pore-blocking currents. Finally, in order to determine that the cations were the blockers, as opposed to the chloride ions, we showed in our previous work [145] that a large cation electrolyte (tetramethylammonium chloride) does not produce any pore-blocking characteristics. For a subset of conditions, we also observed coherent current oscillations when pore blocking events coordinated with diffusion limited proton aggregation at the pore mouth. In a further study [43], we studied the importance of end-group electrostatics and made devices with multiple functioning SWCNTs that demonstrated additional Coulter states.

A recent study by another group involved a single-SWCNT microfluidic device for the purpose of DNA detection [159]. Short (2μm) SWCNTs were grown on a silicon surface and a microfluidic device was built on top using PMMA as the barrier material. Devices were first tested with aqueous salt solutions and an applied potential difference. Upon the introduction of DNA on one side of the SWCNT, some devices demonstrated periods of greatly enhanced current, and DNA was observed on the other side upon PCR amplification. However, Coulter states from ion pore-blocking were not observed indicating that the SWCNT may not be solely responsible for the observed electro-osmotic current or DNA transport. In a further study [90], the translocation of individual nucleotides and DNA sequences of various lengths was investigated.

In subsequent work, the same group monitored the effect of water filling on the conductance of a single SWCNT field-effect transistor (FET) [33]. A single-SWCNT was grown on a silicon surface, and gold electrodes were attached to create a FET with a connecting SWCNT. The FET was covered with a PMMA photoresist connecting two aqueous reservoirs. Importantly, control studies showed a difference in FET characteristics between nanotubes with internal or external water. Upon internal filling with water, the FET was disabled, presumably caused by large water dipole moments. The results were consistent with electronic calculations of SWCNTs with and without internal water, however, the Coulter effect was not demonstrated.
Different authors report a single-SWCNT device for the measurement of internal water flow [211]. A single SWCNT was grown over several parallel FETs and a water droplet placed on one end. This device had no matrix or shielding to prevent parallel or otherwise external transport. The water flow rate was measured by observing the arrival time to the various FETs. External transport was thought to be negligible since addition of a thin spin-coated hydrophobic film over the SWCNTs did not significantly change the reported flow rates, however, the majority of the measurements were performed using the uncovered device. We demonstrate below that external electro-osmotic flow along a nanotube is significant, and that a barrier is required to observe internal transport only.

The primary experimental method for analyzing either synthetic or biological nanopore systems has historically been the use of patch-clamps to isolate a section of membrane with a single active nanopore or small collection of nanopores [86]. A single nanopore is then characterized by observing the stochastic fluctuations in transport properties. For biological trans-membrane proteins like aquaporins or α-hemolysin [101], these states might correspond to various protein conformations induced by local changes in the environment. Similar effects are observed in synthetic nanopores when the nanopores are blocked by the translocation of a small molecule or particle (e.g. DNA in silicon nanopores [174], or if precipitation occurs at the entrance regions [208]. This blocking effect is known as Coulter states [101], illustrated in Figure 6-2.

Coulter states play an important role in characterizing synthetic nanopores and checking for other sources of mass transport in the system. The rate of stochastic switching between states (or equivalently the dwell time during blocking events) is related to mass transport rates through a nanopore, as well as molecular entrance and exit kinetics, as illustrated in Figure 6-2A,B. Based on studies of silicon nanopores and our own experiments [43, 145, 93, 98, 174], we expect that most experimental systems consisting of a single nanopore with molecule-scale diameters (e.g. less than 2nm for aqueous systems), a smaller, fast-translocating species, and a larger atomic or molecular species capable of entering the nanopore should exhibit Coulter states. Under these conditions, a lack of switching between stochastic states could indicate that any observed electrical resistance is the result of many parallel channels. Note that for detection experimentally, a state must persist for a threshold period of time, set by the resolution of typical voltage clamp equipment which is of order microseconds. For any nanopore system, one should find a blocking species and
conditions such that the Coulter effect is observed. When analyzing our own nanopore devices, we do not attribute transport measurements to a nanopore unless we can observe well-defined Coulter states, proving that single, isolated nanopores are observed.

Coulter states are often straightforward to identify since the change in conductance between two states is usually significant compared to experimental noise, as shown in Figure 6-2C. Furthermore, the timescale for moving from one state to another is usually much faster than the time spent in each state, resulting in sharp changes in the conductance signal. If multiple independent nanopores are observed simultaneously, these stochastic fluctuations become more complicated with multiple possible states of the system. However, since small current fluctuations for each pore will generally be additive, the electrical noise in a system with many nanopores may conceal stochastic switching events. Devices with a single functional SWCNT are thus the most useful for initially studying and characterizing a nanopore device.

A variety of other experimental methods can be used to further characterize nanopore-based devices but none offer the unambiguous discrete nature of the Coulter effect. The most common method for analyzing electrochemical devices is to measure the electrical current across the nanopore as a function of an applied voltage difference, but it is difficult to separate current passing through the nanopore from leakage current through the barrier. Spectroscopy of the SWCNTs during translocation events would also be useful as an independent confirmation of transport. Several groups have used spectroscopy to probe the ordering of internal water, but none have done time-resolved spectroscopy. It may also be possible to measure either the effect of internal molecules on the SWCNT radial breathing mode, or vibrations of the molecules themselves.

An enabling advance in analyzing single-SWCNT devices has been the adoption of thicker and larger sealant barriers to eliminate background and leakage impedance. To measure a blockade current from a single nanopore, the background current or leakage current must be reduced by appropriate sealing of the device. Various materials have been used, such as SU-8 epoxy [43, 145] or PMMA [33, 90, 159]. Both of these materials invariably have small imperfections and cracks arising from the curing process making the width of the barrier apparently very important. Most recent devices have used sealant barriers of various widths [43, 145, 33, 90, 159], although a recent study used uncovered SWCNTs [211]. We have found that the barrier presence and width can have a large impact on the observed transport
Figure 6-1: Illustration of a single-SWCNT device [43, 145], with a blocking sodium ion.

Figure 6-2: Demonstration of Coulter States, which are characteristic of nanopores with diameters similar to analyte molecules in solution. A) Stages of a blocking event, B) characteristic current profile, and C) current profile for a SWCNT device with a 3M KCl solution [145].
characteristics due to the possibility of flow external to the SWCNTs.

We learned the importance of barrier design while performing preliminary experiments [144] for our recent study [145], illustrated in Figure 6-3A. Parallel SWCNTs were first grown on a silicon substrate. A droplet of aqueous salt solution was placed on one end of the SWCNTs, and a droplet of de-ionized water was placed on the other end. A voltage was applied across the two droplets and upon contact between the two water droplets the current increased dramatically, as shown in Figure 6-3B. After the droplets evaporated, we confirmed mass transport by showing residual NaCl with energy dispersive X-ray spectroscopy (EDX) on the region with initially pure water. Using scanning electron microscopy (SEM) on the sample (Figure 6-3C), we noted that there was a significant build-up of NaCl crystals around the SWCNTs, indicating external mass transport. The SEM images show the SWCNT as well as the NaCl crystals, which were deposited quite far from the SWCNT. On subsequent devices, we introduced either metal or silica covers over some of the SWCNTs, as shown in Figure 6-3D. SWCNTs that were covered had a lower conductance and did not show NaCl buildup on the pure water side of the device, while uncovered SWCNTs again showed salt crystallization along the SWCNT length. Thus, a barrier is required to eliminate mass transport external to the SWCNTs. Our experience indicates that without such a barrier, the bulk of electro-osmotic flow is invariably from the exterior of the SWCNT.

The trend in isolated SWCNT literature seems to be towards wider barriers to completely remove excess transport. The effect of barrier width on leakage current can be seen in Figure 6-4, using control devices similar to Figure 6-1, but without a SWCNT. As expected, without the presence of a SWCNT these devices showed no stochastic pore-blocking. The leakage current and barrier conductance is observed to decrease roughly exponentially as a function of barrier width. If conduction through the barrier was through a uniform network of pores, the current would be expected to vary inversely proportional to the width. However, conduction through the barrier should occur along networks of cracks and defects, making this a complex percolation problem, and suggesting that the current will decrease more rapidly than a 1/width dependence. Although this plot is not representative of all the different materials that could be used to construct the barrier, it illustrates the necessity of understanding the proper barrier resistance required in order to minimize leakage enough so that stochastic pore-blocking events will not be masked by leakage currents. We expect further improvements to be made in barrier construction in the future.
Figure 6-3: Demonstration of water and NaCl transport along the outside of uncovered SWCNTs. A) Device design, with a voltage applied between across the two droplets. B) Typical current trace after droplet deposition, showing a sharp increase in current upon water translocation. C) SEM image of device after water/NaCl translocation and water evaporation, with bright areas indicating NaCl deposited external to the SWCNTs. D) SEM image of a device with a barrier. *Reproduced with permission [144]*
Figure 6-4: The conductance of devices with water in both reservoirs is plotted as a function of SU-8 epoxy barrier width. These devices all did not show stochastic pore-blocking.

Further work is necessary to fully understand these new SWCNT devices. Most importantly, SWCNTs must be tested using these new methodologies to determine the precise dependence of transport on nanotube characteristics on transport. Important characteristics to test are the chirality (and thus diameter), length, and end-group functionalization. Although a few simulation papers have speculated on the effect of end-groups [76], the effect in single nanopores needs to be studied experimentally. Information about the end-groups would also ensure that errant effects that may be mistaken for translocation events like salt precipitation [208] and nanobubble formation [232] are not occurring at the entrance and exit regions.

6.4 Conclusion

We see a need for convergence between the current simulation methods, results for single SWCNT devices, and the extensive SWCNT membrane literature, all of which describe the same fundamental phenomena under different conditions. Once simulations can predict transport properties for arbitrary SWCNT chiralities, membranes could be modeled statistically using known chirality distributions from synthesis methods. These devices could
clarify the rates and mechanism of proton transport under confinement, which have been simulated [60, 145] but not completely tested experimentally. Convergence of these methods would be an exciting advance since these transport systems are one of the few available that can be completely simulated by modern molecular simulations. The success (or failure) of these simulations could also help clarify if the force fields developed for bulk materials are sufficient to model confined environments.

Finally, we see many possibilities for new devices with enhanced construction and further analysis methods available. A completely enclosed microfluidic system could be used to apply a pressure gradient across the SWCNT expanding upon the measurements conducted recently [211]. An enclosed system could also be used for the study of new materials with high vapor pressures, and allow for the accurate control of temperature in the system. The possibility of DNA sequencing suggests that new devices will soon be designed with built-in spectroscopic probes that will identify larger molecules as they translocate across the SWCNT.
Chapter 7

Diameter Dependent Ion Transport through the Interior of Single Isolated Single Walled Carbon Nanotubes

This work originally appeared as: Wonjoon Choi*, Zachary W Ulissi*, Steven F. E. Shimizu, Darin O. Bellisario, Mark D. Ellison, and Michael S. Strano. Diameter-dependent ion transport through the interior of isolated single-walled carbon nanotubes. Nature Communications, 4, 2013. It has been edited to include the supporting information in-line.

7.1 Abstract

Nanopores that approach molecular dimensions demonstrate exotic transport behavior and are theoretically predicted to display discontinuities in the diameter dependence of interior ion transport due to structuring of the internal fluid. No experimental study has been able to probe this diameter dependence in the 0.5 - 2nm diameter regime. Herein, we observe a surprising 5-fold enhancement of stochastic ion transport rates for SWCNT centered at a diameter of approximately 1.6 nm. An electrochemical transport model informed from literature simulations is used to understand the phenomenon. We also observe rates that scale with cation type as Li$^+$ > K$^+$ > Cs$^+$ > Na$^+$ and pore blocking extent as K$^+$ > Cs$^+$ > Na$^+$ > Li$^+$ potentially reflecting changes in hydration shell size. Across several ion types, the pore-blocking current and inverse dwell time are shown to scale linearly at low electric
field. This work opens up new avenues in the study of transport effects at the nanoscale.

7.2 Introduction

Various types of nanopores and nanochannels have attracted significant interest in recent years [30]. Examples include silicon-based nanopores [72, 239, 148, 35, 7, 147], which achieve selectivity primarily through size-exclusion of macromolecules, and biological nanopores [56, 165, 278, 124, 55], which manipulate their shape or present a specific pore-opening to allow the passage of only specific ions such as potassium [165], calcium [56], or sodium [56]. Single-walled carbon nanotubes (SWCNTs) are promising candidates for nanopore studies [159, 104, 80, 102, 122, 210, 199, 200, 198] since they can match the well-defined diameter and high aspect ratios of traditional silicon nanopores with sub-2 nm diameters and hydrophobic interior that allows for ion selectivity. These properties potentially allow for interesting desalination [73] and DNA-sequencing applications [159], as well as the ability to probe basic fluid structure properties at the smallest of possible scales. For this reason, a large number of molecular simulations have demonstrated interesting diameter-dependent phenomena such as ion selectivity [80, 73], rapid proton conduction [210, 60] that can be caused by the unique water structures and geometric confinements [31, 145, 49], and altered water-ice phase behavior [241]. However, most studies have focused on theoretical simulations, and their experimental verification is still a subject of debate [167, 100, 211, 248].

In previous work [43, 145] we demonstrated pore-blocking transport phenomena through the interior of multiple parallel SWCNTs with lengths of approximately 1 mm. We attributed discrete stochastic changes in the measured current to the blocking of a large proton current by translocating ions based on a number of experimental observations. First, we noticed a large dependence of the blocking current on the solution pH, suggesting that protons were the majority charge carriers. Second, we only observed pore-blocking phenomena in electrolyte solutions (e.g. KCl, as opposed to water or HCl) and only with relatively small cations, suggesting that cations, not anions, were responsible for the pore-blocking phenomena. Finally, we noted that the pore-blocking phenomena are quantitatively altered with various cation species, an observation which we further explore in this work with new single-SWCNT devices. In follow-up work, we were able to further demonstrate pore-blocking phenomena through multiple parallel SWCNTs resulting in a stochastic three-state
Figure 7-1: Experimental method for manufacturing characterized single-SWCNT devices. (a), Aligned single-walled carbon nanotubes (SWCNTs) are grown on a silicon wafer, identified with a marker, diameter-characterized with Raman spectroscopy, all but one or a few SWCNT removed with a razor blade, a two-reservoir epoxy structure bonded to the wafer, SWCNT ends opened with oxygen plasma etching, and finally devices are tested with Ag/AgCl electrodes with various electrolyte solutions. (b), Example of scanning electron microscope (SEM) identification of all aligned SWCNT grown on a device with the chosen SWCNT for study marked. Scale bar for the SEM indicates 100 um. (c), SEM microscope images of two representative 1.569 nm, 1.37 nm SWCNTs (left), scale bar for the SEM indicates 100 um. Raman characterization of the diameter of the chosen SWCNT based on the radial breathing mode, and metallic/semiconductor nature based on G-peak (right).
Other groups have studied transport through larger collections of SWCNTs [73, 167, 100] or with much shorter lengths [30, 198], but stochastic pore-blocking was not observed under these conditions.

In this work, we employ a modified version of the platform introduced earlier [145] for explicit study of cation transport through single, isolated SWCNT, that are measured and assigned a diameter and electronic type using single molecule Raman spectroscopy. These diameter-assigned devices are used to probe the diameter dependence of pore-blocking phenomena for the first time. We then rationalize the observations using an electrochemical transport model drawing from previous literature simulations. Finally, we report the dependence of stochastic transport rates on cation type and temperature.

### 7.3 Results

#### 7.3.1 Fabrication and Characterization of Single-SWCNT Devices

Aligned SWCNTs were grown on a silicon wafer by chemical vapor deposition (CVD) as in previous work [145] and characterized via Raman spectroscopy (Figure 7-1a). The position of each SWCNT was marked with e-beam evaporation (Figure 7-1b). Raman spectra were then collected for each identified SWCNT (See Methods, Figures 7-2, 7-3, 7-4 and Table 7.1). The position of the radial breathing mode $\omega_{\text{RBM}}$, a sharp peak between 100 and 300 cm$^{-1}$ shown in Figure 7-1c, was used to assign the SWCNT diameter $D_{\text{SWCNT}}$ via the empirical literature relation $\omega_{\text{RBM}} = (248/D_{\text{SWCNT}})$ [120]. The metal/semiconductor nature of the SWCNT was determined by analyzing the shape of the G peak. A strong second peak (Figure 1c, lower) in the G peak region indicated a metallic SWCNT and the absence of such a peak (Figure 1c, upper) indicated a semiconductor SWCNT. To prevent the use of SWCNTs in a substantial narrowing that can affect the observation of the transport phenomena, we measured raman spectra for over 2 or 3 positions along its length axis. The distance between measured points was at least $100 \, \mu m$.

After characterization of all SWCNT on each wafer, one, two, or three SWCNT were chosen for study, all remaining SWCNT were removed with a razor blade, and a microfluidic platform was fabricated on top as in previous work [145], (Figure 7-1a). Briefly, the wafer was covered by an epoxy structure constructed from SU-8 negative photoresist with defined reservoirs and a $1 \, \text{mm}$ barrier region perpendicular to the SWCNT alignment. The exposed
Figure 7-2: Plots of Raman spectra showing the radial breathing mode (RBM) feature for all carbon nanotubes from devices used in the diameter study, sorted in order of increasing diameter. The position of the RBM and corresponding tube diameter are listed above each plot. The sample at 1.85 nm actually has 2 RBMs observed, indicating the presence of DWNT; the corresponding diameter was calculated using the inner tube RBM.
Figure 7-3: Plots of Raman spectra showing G peak features for all carbon nanotubes from devices used in the diameter study, sorted in order of increasing diameter. The diameter and metallicity of each tube are listed above each plot.
Figure 7-4: $G^-$ peak positions are plotted against inverse tube diameter. The lines are plotted according to the empirical fit found by Jorio et al. [121] The lines indicate the position of the $G^-$ peaks for metallic and semiconducting tubes. For reference, the constant $G^+$ peak position is also shown. Each red point corresponds with a single nanotube used in the diameter study. Vertical red lines connecting two points are for samples which had two possible $G^-$ peaks.
Table 7.1: Calculated diameters and corresponding metallicity assignment

<table>
<thead>
<tr>
<th>Diameter (nm)</th>
<th>Nanotube Metallicity (M = metallic, S = semiconducting)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.94</td>
<td>M</td>
</tr>
<tr>
<td>1.27</td>
<td>M</td>
</tr>
<tr>
<td>1.37</td>
<td>M</td>
</tr>
<tr>
<td>1.39</td>
<td>S</td>
</tr>
<tr>
<td>1.4</td>
<td>M</td>
</tr>
<tr>
<td>1.44</td>
<td>M</td>
</tr>
<tr>
<td>1.48</td>
<td>S</td>
</tr>
<tr>
<td>1.49</td>
<td>S</td>
</tr>
<tr>
<td>1.50</td>
<td>S</td>
</tr>
<tr>
<td>1.54</td>
<td>S</td>
</tr>
<tr>
<td>1.569</td>
<td>S</td>
</tr>
<tr>
<td>1.575</td>
<td>M</td>
</tr>
<tr>
<td>1.63</td>
<td>S</td>
</tr>
<tr>
<td>1.67</td>
<td>M</td>
</tr>
<tr>
<td>1.7</td>
<td>M</td>
</tr>
<tr>
<td>1.74</td>
<td>S</td>
</tr>
<tr>
<td>1.77</td>
<td>S</td>
</tr>
<tr>
<td>1.85*</td>
<td>S</td>
</tr>
<tr>
<td>1.92</td>
<td>S</td>
</tr>
<tr>
<td>2.01</td>
<td>M</td>
</tr>
</tbody>
</table>

* Diameter and metallicity are for the inner tube of this DWNT
ends of the SWCNT were removed using oxygen plasma leaving open SWCNTs that spanned the epoxy barrier. The reservoirs were then filled with electrolyte solutions and Ag/AgCl electrodes added to determine the ionic current between the reservoirs at fixed voltage differences. Electrolyte solutions were all slightly acidic from exposure of DI water-based solution to air. Approximately 200 such devices were fabricated in this manner with a controlled number of SWCNT and SWCNT diameters spanning 0.94 to 2.1 nm. We observed a roughly similar successful device yield – defined as the observation of regular stochastic current fluctuations in response to the application of both an electric field and electrolyte solutions to both reservoir – of approximately 10%.

To confirm ion transport through SWCNTs, we checked the current traces before and after adding electrolyte solutions (Figure 7-5a). Before adding the electrolyte solutions, the current trace is flat with low intrinsic noise (typical RMS noise level). However, after adding electrolyte solutions like KCl and NaCl, within several minutes, the clear Coulter effect was shown with relatively large blockade current compared to the intrinsic noise. Also, it seems...
that there was some regular time interval of each pore blocking events like the events in biological ion channels. The flat baseline current without electrolyte were constructed by proton flux through CNTs. However, with electrolyte, the cation was the blocker for the path of proton flux, and the repetitive penetrations made this rhythmic current change.

Devices using epoxy structures in the same batch, in general, maintained similar background and leakage current levels in control devices. To investigate the effects of SWCNTs on the baseline current, devices with SWCNTs are compared to those without SWCNTs fabricated by epoxy structures in the same batch. Figure 7-5b illustrates that the device with many SWCNTs (13) obtain a higher current level than that of the device without SWCNTs. Impurities in the device or the defect appearing during fabrication could make permanently or instantly blocked SWCNTs. However, the baseline current up to 365 pA in a device with SWCNTs is much larger than 32 pA in a device without SWCNTs. It shows that a flow current through the interior of SWCNTs is added to the background and leakage path in sealant barriers. Figure 7-6 summarizes the water baseline current, KCl baseline current and pore-blocking current for 23 devices. In most cases, there is a moderate increase in baseline current upon addition of electrolyte solution, which includes leakage current through the epoxy structure and UV glue.

In pore-blocking events, fast proton flux through the interior of SWCNT results in a high current level, depleting the proton concentration in the near-pore region and increasing the concentration of cations near the pore mouth (Figure 7-1a). Next, cations enter the SWCNT and obstruct the proton flux, resulting in a low current level (Figure 7-1b). Once the blocker emerges from the other side, the high current level is rapidly restored due to the high proton concentration near the pore mouth [145] (Figure 7-1c).

7.3.2 Cation Dependence and Voltage Scaling of Transport Phenomena

We first investigated the influence of ion type and applied voltage on the observed stochastic transport phenomena using several single-SWCNT devices with an unassigned diameter. Figure 7-8a shows typical, unprocessed current traces for a voltage stepping experiment using 3M KCl solution. At an applied voltage of 900 mV, stochastic current fluctuations are observed with a dwell time of 0.16 s and a pore-blocking current $I_{BC}$ of 28 pA. After increasing the applied voltage to 1000 mV, stochastic pore blocking is re-established but with a decreased $\tau$ of 0.10 s and an increased $I_{BC}$ of 50 pA. This testing process was repeated
Figure 7-6: Additional examples of two SWCNTs undergoing coherence resonance simultaneously (top) and the conductance change with blocking, $\Delta G$ and ion mobilities of two SWCNTs constructing coherence resonance (#1 and #2) (bottom).
for a range of voltages between 500 mV and 1000 mV, and for both K\(^+\) and Cs\(^+\) cations through the same tube, illustrated in Figure 7-8b. The average pore-blocking current and dwell time for K\(^+\) and Cs\(^+\) cations in another SWCNT device were tabulated as a function of applied voltage for each cation and shown in Figure 7-8c and 7-8d, respectively. The average pore-blocking current increased monotonically with applied voltage with a linear low-voltage regime described by our model of pore-blocking below with non-linear, convex deflection at large voltages, while the dwell time decreases monotonically. From a simple scaling analysis, we expect that the pore-blocking current will scale linearly with the electric field inside the tube, calculated as the potential drop per unit length or \(\Delta I \propto (\Delta V - \Delta V_t)/L\), where \(\Delta V\) is the applied voltage difference across the two reservoirs, \(\Delta V_t\) is the threshold voltage loss across the pore observed previously [43] and the minimum voltage to observe pore-blocking phenomena, and \(L\) is the length of the connecting SWCNT. Similarly, we expect that the dwell time will scale as, \(\tau = L/[(\Delta V - \Delta V_t) / \mu_{eff}]\), where \(\mu_{eff}\) is an effective ion mobility taking into account both diffusive and convective effects. These relations can also be recovered using a series expansion of the nonlinear model below to first order for small electric fields. The minimum voltage \(\Delta V_t\) to observe stochastic blocking is larger for cesium ions (800mV) than for potassium ions (500 mV), consistent with an electrostatic
barrier to pore transport, as observed earlier [43]. We show similar measurements for a divalent cation, Ca$^{2+}$, in Figure 7-8e/7-8f, which shows a $\Delta V_t$ of 200 mV, and follows similar scaling relationships (solid line). Also, it should be noted that lower concentration of salt (K$^+$, Cs$^+$, Ca$^{2+}$) caused the long unblocked durations and the pore-blocking events would be rare events because this condition would decrease the probability of the penetration of blockers inside of SWCNTs.

The cation type (K$^+$, Cs$^+$, Li$^+$, Na$^+$) was then varied for a single device with a single anion type (Cl$^-$) resulting in regular stochastic fluctuations with a range of dwell times and pore-blocking current, shown in Figure 7-8g. Interestingly, the average pore-blocking currents and dwell time, shown in Figure 7-8h/7-8i, exhibit a non-intuitive scaling with K$^+ >$ Cs$^+ >$ Na$^+ >$ Li$^+$ for the former and Li$^+ <$ K$^+ <$ Cs$^+ <$ Na$^+$ for the latter. The rapid transport of Li$^+$ seems to be consistent with our previous observations [145], despite its larger bulk ionic radius [150]. The unique scaling of these transport parameters may reflect changes in hydrated radius from bulk to a nano-confined environments, induced by shedding its hydration shells of ions to enter the molecular confined nanochannels and suggest future theoretical studies on the solvation structure of cations within SWCNTs. We note that the strong dependence of blocking phenomena on cation type reinforces our understanding that the cation is central to the blocking mechanism, as we have previously observed [43, 145].

### 7.3.3 Diameter Dependence of Transport Phenomena

Differences in stochastic pore-blocking phenomena for 12 devices with a single connecting SWCNT of varying diameter reveal the first direct experimental demonstration of strongly non-monotonic diameter dependence. Figure 7-9 shows current traces and dwell time / pore-blocking current histograms for two single-SWCNT devices, one with a diameter of 1.74 nm (top) and the other with a diameter of 1.67 nm (bottom), both using a 3M KCl solution and applied voltage of 1000 mV. The device with the smaller 1.67 nm diameter shows qualitatively different pore-blocking phenomena and has a much larger pore-blocking current (95 pA compared to 53 pA) and much smaller dwell time (9 ms compared to 16 ms). Despite the small difference in diameter, there is a large disparity in blockade current, contrary to a simple hypothesis that transport rates increase monotonically with diameter, as would be expected for a larger nanopore with bulk-like transport [239, 58].

Exploring this disparity further, the dependence of transport phenomena on SWCNTs
Figure 7-8: The effect of cation type on pore-blocking phenomena. (a), Example of pore-blocking phenomena tested with 3M KCl at two applied voltages. (b), Voltage-scanning experiment for a single SWCNT with two cation types at several voltages. (c/d), Tabulated data for the effect of voltage on dwell time and pore-blocking current for potassium and cesium ions. (e/f), Effect of voltage on dwell time and pore-blocking current for a divalent cation, calcium. (g), Qualitative demonstration of the impact of four cation types on pore-blocking phenomena (left), as well as current histograms clearly demonstrating two-state oscillations. The expanded raw data (right) shows distinctive pore blocking current and dwell time behavior as cation types are changed. (h/i), Tabulated data for the effect of cation type on observed dwell time and pore-blocking current.
Figure 7-9: Pore-blocking for two single-SWCNT devices with different SWCNT diameters. (a), 1.74 nm, (b) 1.67 nm, tested at the same applied voltage (1V) and electrolyte solution (3M KCl).
with diameters between 0.94 nm and 2.01 nm is presented in Figure 7-13a, revealing that proton transport in SWCNTs is at a local maximum at approximately 1.6 nm. Data collected from single-SWCNT devices are shown in blue, while data from devices intentionally containing two or three SWCNT are depicted in black, all using a 3M KCl solution and applied voltage of 1,000 mV, and identical fabrication conditions. The scatter plot from single SWCNT devices was constructed first. From an analysis of only single-SWCNT containing devices, there is a statistically significant enhancement at 1.63 nm (a Student t-test suggests that the maximum at 1.6 nm is statistically significant from the other devices with p<10^{-6}). We note a main peak at 1.6 nm (Fig 7-13b), and two significant but smaller increases in pore-blocking current at the limits of the diameter range (0.94 and 2.01 nm), but no clear maximum in the dwell time (Fig 7-13c). Our device fabrication techniques can selectively choose a SWCNT diameter for the platform, and it can be used to explore the unique trend near 1.6 nm range. Two devices fabricated to have multiple-SWCNT channels show similar enhancement with each containing one SWCNT in the vicinity of 1.6 nm (1.57 nm and 1.58 nm), further supporting the trend. Using the observed maximum, it was possible to assign blocking events to specific individual SWCNTs. For example, a device with two SWCNTs of diameter 1.6nm and 1.8nm that exhibited two sets of stochastic behavior with very different pore-blocking currents, could be assigned with the knowledge that there is a strong peak in pore-blocking current at 1.6nm. We used this data to supplement the trends in the single-device data. The assignment of metallic or semiconducting of each SWCNT was determined from Raman characterization, but somewhat surprisingly, the designation does not seem to correlate with observed transport characteristics. All data points from each device are shown as scatter plots (See Figures 7-10, 7-11, 7-12).

### 7.3.4 Temperature Dependence of Transport Phenomena

The temperature dependence of pore-blocking can shed light on the transport mechanism, and determine the influence of structured, solid water as suggested in simulations [241, 87]. Reversibly heating the platform (Fig 6a) to 50°C while recording I_{BC} was used to explore three single SWCNT devices of unassigned diameter (See the Methods and section 7.8). Room temperature I_{BC} data suggests that one SWCNT (red) lies near 1.6 nm and the other two do not. I_{BC} decreases with an Arrhenius dependence (Figure 7-14b) for all three with apparent activation energies of 6, 11, 15, kcal/mol (see Table 7.2). These values are larger
Figure 7-10: Scatter plots of pore-blocking currents versus dwell times for nanotubes used in the diameter study (0.9 nm-1.49 nm).
Figure 7-11: Scatter plots of pore-blocking currents versus dwell times for nanotubes used in the diameter study (1.5 nm-1.74 nm).
Figure 7-12: Scatter plots of pore-blocking currents versus dwell times for nanotubes used in the diameter study (1.766 nm-2.01 nm).
Figure 7-13: Diameter dependence of ion transport phenomena. (a) Pore-blocking current for each device separated by observed dwell time, with diameter and metallic/semiconductor nature marked. x-axis is displayed on a log scale ($10^0$-$10^3$ (milliseconds)), all tested with 3M KCl and 1V applied voltage. (b,c), Observed pore-blocking current and dwell time as a function of SWCNT diameter, along with the results from the electrochemical model. Error bars represent the range of measurements over the many stochastic events for each SWCNT. (d), Illustration of the physical effects accounted for in the electrochemical model.
Figure 7-14: Temperature dependence of ion transport for three single-SWCNT devices. (a), Illustration of the modified setup for temperature-dependent measurements. (b), Arrhenius plot of the pore-blocking current for the three devices. (c/d), Pore-blocking current and dwell time for each device over the range of tested temperatures. Error bars represent the range of transport measurements for each SWCNT at each temperature.
than the activation energies necessary for accelerated proton transport via the Grotthus mechanism alone, which is estimated at only 2-3 kcal/mol [56, 5]. Possible sources of this activation energy are the presence of an energy barrier at the SWCNT entrance or exit region, or a secondary effect from temperature dependence of the proton-water equilibrium [137]. Especially, the energy barrier near the entrance might be due to the desolvation of a cation species in going into one SWCNT [19], with an activation energy of about 12 kcal/mol activation [59]. Also, transition of atomic water density structures depending on temperature changes [87] might affect the requirement of energy to occupy the nanoscale channels by the blockers. Most interesting is that there is not a discontinuity indicative of a phase transition, suggesting that a liquid water phase is present throughout our diameter range. Similar temperature scaling data is shown in Figure 7-13d for the dwell time, with the SWCNT near 1.6 nm (red) decreasing as temperature increases. The trend for the other two is opposite. Such diverse behavior is perhaps anticipated by the non-monotonic trends with diameter uncovered in this work, motivating further study of SWCNT transport in this range.

7.4 Discussion

Our results are easily understood within a simple electrochemical model building upon previous theoretical studies on the diameter dependence of transport through SWCNTs. Water confined in nanopores of diameter similar to its molecular size demonstrate slip-flow at the walls [248], reduced viscosity [268], and increased proton transport rates [60]. Both protons and blocking ions within a SWCNT will feel these effects and our simple model, illustrated in Figure 7-13d, builds upon these studies to reproduce the transport maximum.
that we observe experimentally. We note that previous transport models proposed to explain similar effects [198] do not explicitly contain the diameter dependencies in all parameters.

First, we assume a fitted diameter-independent linear charge density on the SWCNT, similar to that of previous works [198], that results in a net positive proton concentration in the SWCNT interior. With the much larger aspect ratio, we expect a more linear electric field throughout most of the length of our device than previous studies [198], resulting in convective proton transport as well as diffusive proton transport if the SWCNT is not blocked with a larger cation. If the protons are unable to interact directly with the SWCNT walls, the energy being dissipated at steady state from the electric field must be dissipated to the surrounding fluid in the SWCNT. We model this proton driving force as an effective pressure that drives water convection. At steady state, the energy required for hydrodynamic flow (lhs) is balanced by the energy of proton transport through the electric field (rhs), hence:

\[
32\frac{\bar{v}^O \eta(D)}{\varepsilon(D)} = 4 \frac{eC^O_H E_f}{\pi} \left( \frac{\mu_H(D) E_f}{\bar{v}^B} + 1 \right) \tag{7.1}
\]

for the open channel state and

\[
32\frac{\bar{v}^B \eta(D)}{\varepsilon(D)} = 4 \frac{eC^B_H E_f}{\pi} \left( \frac{\mu_H(D) E_f}{\bar{v}^B} \right) \tag{7.2}
\]

for the blocked state. Here \(\bar{v}^O\), \(\bar{v}^B\) are the mean fluid velocity in the SWCNT in the open and blocked states respectively, \(\eta\) is a diameter-dependent water viscosity [268], \(D\) is the SWCNT diameter, \(C^O_H, C^B_H\) are the proton concentration (balancing the SWCNT charge) in the open and blocked states respectively, \(\mu_H(D)\) is the diameter-dependent proton mobility, \(E_f\) is the uniform electric field magnitude, and \(\varepsilon\) is a diameter-dependent enhancement factor fitted to smoothly represent literature simulation results that represents deviations in fluid transport from an ideal Poiseuille flow through a pipe of equivalent diameter (See section 7.7 and Figure 7-15). We approximate the proton mobility with an exponential interpolation between the small diameter enhanced rate mobility [60] and bulk transport rates [52]. We note that most of the properties are strongly diameter-dependent, currently not well-understood, and with varying values in literature, since only simulation results have been available to date without an experimental platform for validation. The proton concentration is assumed to be diameter independent and influenced by whether the SWCNT is blocked by a translocating ion. After solving for the open and blocked fluid velocities, \(\bar{v}^O\)
and $\tilde{v}^B$, the key experimentally-observable quantities can be calculated: $I_{BC} = e(C_H^O \tilde{v}^O + \mu_H E - C_H^B \tilde{v}^B)$ and, assuming the ion is carried in the convective flow, the dwell time $\tau = L/\tilde{v}^B$, where $L$ is the length of the SWCNT. Although our model uses two fitted parameters as in previous literature studies [198], the SWCNT surface charge in the open and closed state, $C_H^O, C_H^B$, these quantities affect only the magnitude of the pore-blocking current and dwell time and not the characteristic diameter dependence we report here.

A comparison of our experimentally determined diameter dependence and this electrochemical model are shown in Figures 7-13b and 7-13c. Critically, we note that the position of the local maximum in Figure 7-13b is approximately reproduced at 1.5 nm compared to 1.6 nm observed, primarily through the strong diameter-dependence of $\varepsilon$. There is an increasing trend of $I_{BC}$ as diameter decreases for $D<1.2$ nm as the water structure becomes more important and at large diameters ($D>1.9$ nm) as transport approaches the bulk (Poiseuille) case. The overall trend of $I_{BC}$ is similar since it is fitted through the proton concentrations, but the model predicts a smaller peak in the blockade current at the 1.6 nm local maximum found experimentally. There is less agreement between this model and the observed dwell times, but the predicted times are within an order of magnitude. Also, there is a hypothesis about the change of coordination number of ions near this critical diameter. It is well known that the bulk hydration radius is not the same as that in the nano-confined...
structures. However, it is not known which channel sizes tend to shed hydration shells and change hydrated radius to accept the specific ions. Changing the cation type could alter the precise location of this transition region based on the ion hydration structure, but this is unexplored in this work aside from noting the ionic dependence on the blockade current and dwell time.

7.5 Conclusion

In conclusion, the first experimental support for non-monotonic diameter-dependent transport in single-walled carbon nanotubes is demonstrated and analyzed. We expect further simulation and theoretical study to elucidate the precise mechanisms behind these effects. These results highlight several outstanding issues that prevent the prediction of these phenomena from first-principles. An obvious extension to a quantitative understanding of these effects would be the design of functionalized SWCNT with specific diameters to optimally transport or filter new molecules of interest.

7.6 Methods

7.6.1 Growth of Ultra-Long Aligned SWCNTs.

The platform is constructed using an epoxy structure that acts as both an oxygen plasma mask for the opening of the nanotube ends, and to form two liquid reservoirs at either side. The SWCNT are synthesized and aligned using by methane CVD in a horizontal quartz tube furnace with an inner diameter of 22 mm (CVD furnace: Thermo Fisher Scientific Lindberg/Blue M * 1100°C, TF55035A, Mass flow controller: Aalborg SDPROC Microprocessor Driven Command Module). After a catalyst layer, 0.5 nm-thick Fe, was deposited on a Si/SiO₂ wafer by electron beam evaporation, the substrate was placed in the quartz tube. Methane (CH₄) was used as the carbon source. Hydrogen (H₂) and argon (Ar) were used as catalysts and carrier gases, respectively. The flow rate was 3 sccm of H₂ during increase of temperature up to 950°C for 46 minutes, and the temperature and the flow rate were maintained for 30 minutes. Next, the temperature was increased up to 1015°C for 33 minutes. After these steps, CH₄ was introduced into the furnace at 1015°C and 1 atm, and ultra-long aligned SWCNTs were grown for 3 h 30 minutes.
7.6.2 Characterization of a Single SWCNT by Raman Spectroscopy.

The diameter and metallicity of each carbon nanotube used in devices for the diameter study was characterized using Raman spectroscopy (Horiba LabRAM HR). In order to locate individual single-walled carbon nanotubes (SWCNT), optically-observable markers were placed on the substrate and imaged in a scanning electron microscope (SEM), which can be used to image carbon nanotubes. The relative distance between the marker and SWCNT were used to locate the SWCNT in the Raman’s optical microscope. A 633 nm laser excitation source was predominantly used to identify the SWCNT, although a 532 nm laser excitation source was also used in some cases.

From the Raman spectrum, the radial breathing mode (RBM) peak position has been found to be inversely related to the carbon nanotube diameter through the following relation: \( d_t = \frac{248}{\omega_{RBM}} \), which is valid for isolated SWCNT sitting on a silicon oxide substrate [120]. The Raman RBM spectra for all 20 different nanotube diameters are shown in Figure 7-3. One device actually contained a double-walled carbon nanotube (DWNT) as indicated by the presence of two RBM peaks; in this case, the smaller, inner tube’s diameter was used.

The G band of the carbon nanotube corresponds to tangential vibrations of the carbon atoms in the carbon nanotube, and it is observed at higher wavenumber shifts (~1550-1600 cm\(^{-1}\)) in the Raman spectrum. The G band contains two peaks, the G\(^-\) and G\(^+\) peaks, where the G\(^+\) peak stays mostly constant around 1591 cm\(^{-1}\) and the G\(^-\) peak is at lower wavenumber shifts and changes more dramatically. The shape of the G\(^-\) peak gives evidence of the metallicity of the tube. Metallic tubes have broader G\(^-\) peaks that are softened compared to those of semiconducting tubes. Metallic G\(^-\) peaks can also be fitted to a Breit-Wigner-Fano (BWF) lineshape, compared with a Lorentzian lineshape for those of semiconducting tubes [121]. The deconvoluted Raman G band spectra for all 20 different nanotube diameters are shown in Figure 7-3, with the G\(^-\) peak fitted to a BWF or Lorentzian (depending on whether the nanotube was determined to be metallic or semiconducting), and the G\(^+\) peak fitted to a Lorentzian. In several cases, an additional peak was observed, which was thought to be due to amorphous carbon around the SWCNT from the growth process.

The criteria used to determine the metallicity of the tube was by first looking for distinctly broad or sharp G\(^-\) peaks, which would indicate that the nanotube was metallic or semiconducting, respectively. For tubes whose assignment was still ambiguous, the posi-
tion of the $G^*$ peak was used to determine the metallicity, as metallic tubes have softened $G^*$ phonon modes relative to semiconducting tubes. The empirical fits from Jorio et al. were used to assign metallicity to the ambiguous tubes, as shown in Figure 7-4 [121]. The diameters and metallicity of all the nanotubes are summarized in Table 7.1.

7.6.3 Device Fabrication and Measurement of Pore-blocking

Horizontally-aligned SWCNT were grown using chemical vapour deposition. The specific markers that indicate the position of SWCNTs on silicon wafer were deposited by E-beam evaporation technique. At this stage, SWCNTs on the specific area were characterized by Raman spectra, which would give the information of diameters and types (metal or semiconducting) of SWCNTs. According to the collected information, the only one SWCNT was chosen and remained as the specific nanochannel in the device, whereas all other SWCNTs were removed by a razor blade etching process. SU-8 photoresist was used to fabricate the epoxy structure for reservoirs of ionic solution and a mask against plasma etching. A constant-volume-injection method with spin-coating was used to construct an ultra-thick SU-8 epoxy structure. The epoxy structure was glued onto the silicon wafer containing one ultra-long aligned SWCNT using a UV-curing optical adhesive (Norland) to form a tight seal. The plasma etch removes an exposed SWCNT leaving 1 mm across the protected section, and opens both ends at the bottom of epoxy reservoirs. The duration of oxygen plasma etching was optimized to remove the exposed parts of a SWCNT and not to etch out the nanofluidic part of a SWCNT underneath the epoxy wall. SEM images were recorded during the process, repeatedly. With both compartments filled with ~ 15-60 µL aqueous ionic solution (KCl, LiCl, NaCl, CsCl, CaCl$_2$) ion current across the reservoirs was monitored using Axopatch 200B (Molecular Devices, 2 kHz Bessel low-pass filter, 250 kHz acquisition frequency). Ag/AgCl electrodes are used to apply electric field across the reservoirs.

7.6.4 Successful Device Manufacturing Rate.

A number of devices with one, two or three SWCNTs were fabricated and tested for ion translocation with a voltage clamp setup. A higher failure rate has been observed in a device with a single SWCNT compared to multi-SWCNTs devices. In the previous work, multiple SWCNTs in one device were fabricated to increase the probability of the observation of ion transport during experiments. Many SWCNTS in multi-SWCNTs devices were
permanently blocked by impurities or defects from CVD or fabrication processes. Moreover, SWCNTs with a high aspect ratio might be bent or damaged during the fabrication, and these uncertain obstructions could block the paths of ions. An applied electric field (max 1000 mV) may also be below the necessary field to begin ion translocation by cleaning the blocking species or to overcome the potential barrier (threshold voltage) near the pore mouth. Therefore, many devices were fabricated and tested. Pore-blocking events were identified in about 15 devices out of over 100 devices.

7.6.5 Temperature Dependence Experiments.

In order to determine the effect of temperature on observed transport characteristics, the devices were heated during a typical voltage clamp experiment. Because of the low currents being measured (picoamps), a butane torch was used as the heating device, as opposed to a hot plate, which produced too much interfering electrical noise. Figure 7-17 is a photo of the temperature scaling setup. The torch is fixed to the optical table and directed toward the sample, which is placed on a thermally-conductive surface. A thermocouple placed close to the sample is used to record the temperature in real-time. During the experiment, the torch was turned on when regular pore blocking events are observed, using the same 3M KCl solution as in the diameter experiments. Figure 7-16 shows the typical temperature response from application of the torch. The temperature during this experiment was kept under 50 °C to avoid excessive evaporation. According to the calibration process, we found that applying heat from the torch for 7 seconds would increase the temperature up to 50°C. Due to the heat transfer delay, the temperature reaches the maximum after 20 seconds of stopping the torch. After the maximum temperature is reached, the system cools down slowly through heat transfer to the environment. During this time, ion transport events are monitored using the voltage clamp apparatus and correlated to specific temperatures.

7.7 Electrochemical Model for Diameter-Dependent Pore-Blocking

We start by considering the scenario when the tube is in the “open” state - that is, there is no blocking ion. Furthermore, we consider the case when there is a net fluid velocity in the tube, with some amount of slip at the walls (the precise velocity profile is not so important).
Figure 7-16: Temperature (Celsius) vs time (sec) plot during the heating by torch and subsequent cooling.

Figure 7-17: Picture of temperature scaling experimental setup.
The net current in this case is

\[ I_{\text{open}} = eE(\mu_H C_{\text{open}}^{H} - \mu_{OH} C_{\text{open}}^{OH}) + e\nu(C_{\text{open}}^{H} - C_{\text{open}}^{OH}) \]

where \( e \) is the electron charge, \( \mu_H \) and \( \mu_{OH} \) are the proton and hydroxide mobilities which are strongly dependent on diameter, \( \bar{v}^{\alpha} \) is the average fluid velocity in the open state, and \( C_H \) and \( C_{OH} \) are the number of protons and hydroxides per unit length in the nanotube. We assume that there is a net negative charge on the SWCNT that from the environment (similar to previous studies) that results in a dominant proton concentration so that the open current simplifies to

\[ I_{\text{open}} = eE \mu_H C_{\text{open}}^{H} + e\bar{v}^{\alpha} C_{\text{open}}^{H} \]

When a large cation has entered the tube, proton hopping is limited to the rate at which the large cation moves through the tube (we assume a large energy barrier to approaching and passing the cation in a confined space). For very small diameter nanotubes, the large cation maybe not be able to easily pass water molecules, and cation movement is reduced to pushing water through the nanopore. The current in the closed state is thus approximated as the convective carrying of protons, \( I_{\text{closed}} = eC_{\text{closed}}^{H} \bar{v}^{b} \). The pore-blocking current can then be calculated as

\[ \Delta I = I_{\text{open}} - I_{\text{closed}} = eE(\mu_H C_{\text{open}}^{H}) + e\bar{v}^{\alpha}(C_{\text{open}}^{H}) - eC_{\text{closed}}^{H} \bar{v}^{b}. \]

The electrical energy imparted to protons through the electric field is transferred to the water molecules through which it passes, effectively dragging water molecules in the axial direction. Due to the significant current \( \sim 10^8 \) protons/s and the low resistance to water transport in small diameter carbon nanotubes, this leads to a non-negligible flow velocity. The rate of water transport in small diameter carbon nanotubes has been extensively studied in literature [248] which used standard MD potentials and methods to carefully calculate the water permeation rate as a function of nanotube size. In these papers, water transport is calculated through Darcy’s law

\[ \bar{v} \gamma \frac{\Delta P}{L} = \gamma G \]
where $G$ is the pressure gradient and $\gamma$ is a coefficient that contains all of the flow physics. $\gamma$ is further related to the no-slip coefficient under no-slip conditions $\gamma_n s$ via a flow-enhancement factor $\varepsilon$, yielding $\gamma = \varepsilon \gamma_n s$. The no-slip coefficient is obtained through the standard equation for Poiseuille flow

$$\gamma_n s = \frac{D^2}{32\eta}$$

where $D$ is the SWCNT diameter and $\eta$ is a cross-section averaged water viscosity. Since no theory is available to predict the precise form of the flow-enhancement factor, we adopt values from literature simulations \[248\] and fit it to a simple double-exponential continuum curve for convenience, shown in Figure 7-12. A sharp discontinuity is seen at approximate 1.4 nm as ordering in the water structure becomes more important.

Further diameter-dependence is introduced since the proton mobility and water viscosity are also diameter dependent. The water viscosity $\eta$ is adopted from literature simulation studies \[268\]. The proton mobility is known to be enhanced at small diameters \[60\], but the precise diameter dependence is not known. It is thus assumed to be of a simple exponential form,

$$\mu_H(D) = \mu_H^{bulk} \left(1 + 39 \exp \left(-\frac{D - 0.81 \text{nm}}{0.33 \text{nm}}\right)\right),$$

to match the literature simulations at a diameter of 0.81 nm and the bulk value at large diameters.

The flow velocity during proton transport can be calculated by equating the energy dissipation necessary to sustain the flow (LHS) and the electrical energy lost through ion translocation (RHS),

$$\bar{\nu}^o \frac{\pi D^2}{4} G = eC_H^{open}(\mu_H E + \bar{\nu}^o) E$$

It is possible to solve directly for the open fluid velocity $\bar{\nu}^o$. The blocked fluid velocity can be obtained through a simpler equation, since there is assumed to be only convective proton transport

$$\bar{\nu}^b \frac{\pi D^2}{4} G = eC_H^{open}(\bar{\nu}^b) E$$
All terms in these equations are known functions of diameter as described above, so the open and blocked velocities can be solved for and the pore-blocking current and dwell time calculated. The results and comparison to experimentally observed values can be seen in Figure 7-9b and 7-9c of the main text.

7.8 Correlation between proton concentration and temperature change

Because the temperature scaling experiments do not show any discontinuities in the pore-blocking currents, and assuming water is in the liquid phase at 50°C, these experiments confirm that the water inside the nanotube at room temperature is in the liquid phase, as opposed to an ice phase.

The proton concentration in solutions are related to the water dissociation constants, $K_w$. The water dissociation constants have been explored experimentally, but there is no completed theoretical analysis up to date. The following empirical formula can be used to determine this dissociation constant across a range of temperatures [121],

$$K_w = 8.754 \times 10^{-10} \exp \left( \frac{-1.01 \times 10^6}{T^2} \right)$$

where $T$ is the absolute temperature in Kelvin. The water dissociation constant as a function of temperature is plotted in Figure 7-18a. Since proton concentration is proportional to $\sqrt{K_w}$, or

$$\text{Proton Concentration} \propto \left( \exp \left( \frac{-1.01 \times 10^6}{T^2} \right) \right)^{\frac{1}{2}}$$

This relationship is used to plot proton concentration as a function of temperature (Figure 7-18b). The range of interest is between 293 K and 323 K. The proton concentration at 323 K is about 3 times larger than that at 293 K ($8.3 \times 10^{-8}$ M vs $2.35 \times 10^{-7}$ M). Assuming the proton concentration near the pore mouth and inside the SWCNTs also exhibit this trend with temperature, one would expect the pore-blocking current to increase roughly by a factor of 3 between 298 K and 323 K.

Figure 7-19 is a direct comparison between the blockade current in experiments and the calculated proton concentration. The factor of increase in the blockade current across
Figure 7-18: Temperature dependence of (a) water dissociation constant and (b) proton concentration.

Figure 7-19: Comparison of the blockade current of experimental dataset from SWCNTs and calculated proton concentration.
the temperature range (298 K to 232 K) is between 2.5 and 4 times. Furthermore, the overall pore-blocking current trend with temperature roughly follows the same trend of proton concentration, as shown in Figure 7-19. The increase in pore-blocking current may be due to an increase in the proton concentration near the pore mouth. Another possible mechanism is the increase in the D defects in water chain structures inside the SWCNT [56]. To explain this, the Grotthus mechanism predicts that protons are transferred along water chains, where the proton transfer is regarded as the transfer of defects along the water chains. The flux of protons should be determined by the number of defects (called D defects) occupied by protons [56]. Thus, increasing the number of defects by increasing the temperature would allow for a higher flux of protons traveling through the SWCNT.
Figure 7-20: Analysis of baseline current of water and ionic solutions. Comparison among water baseline current, KCl baseline current (opened channel) and pore-blocking current (closed channel) for 23 devices. All devices were tested using 3M KCl, except #14 and #3, which used 1M KCl.
Figure 7-21: $\Delta G$ values from 3M KCl at different pH. The value is smaller in D$_2$O than in H$_2$O. Larger $\Delta G$ at acidic pH verifies that protons are the major charge carriers.
Part III

Material Properties of Fluctuating Membranes
Chapter 8

Persistently Auxetic Materials (PAMs): Engineering the Poisson ratio of 2D Self-Avoiding Membranes with Finite Anisotropic Strain

8.1 Abstract

Entropic surfaces such as fluctuating 2D membranes are predicted to have desirable mechanical properties when unstressed, including a negative Poisson’s ratio. We present measurements of the strain-dependent Poisson ratio of self-avoiding membranes. We show that finite size membranes with free boundary conditions in fact have a positive Poisson ratio due to spontaneous non-zero mean curvature, which can be suppressed with an explicit bending rigidity in agreement with literature. Applying longitudinal strain to this system suppresses this mean curvature and entropic out-of-plane fluctuations, resulting in a negative Poisson’s above a critical strain, with Poisson ratios significantly more negative than the zero-strain limit for infinite sheets. We find that this auxetic behavior persists to surprisingly high strains (over 20% for the smallest surfaces), and finite size effects are actually desirable in producing a surface with a negative Poisson ratio over a wide range of strains. These results give clues to designing surfaces with a tunable negative Poisson ratio by using materials with a set amount of initial applied strain or adjusting the surface rigidity.
8.2 Introduction

Materials with a negative Poisson’s ratio, known as auxetics, contract in transverse directions when strained. This property is highly desirable in several applications, such as impact mitigation where material failure is caused by a thinning of the materials in the impact region, and for sealants, where it is desirable to materials to expand to fill regions as anisotropic pressure is applied. A negative Poisson ratio can be engineered at the macroscopic scale with carefully designed lattice structure [267], but there are limited ways to create molecular structures with a tunable Poisson’s ratio. At the microscopic scale, it is well established that fluctuating membranes should, in the zero-strain limit, possess a negative Poisson ratio. Applying anisotropic in-plane strain to a self-avoiding 2D membrane suppresses out-of-plane roughness, which allows the material to expand in the transverse direction [190]. This effect has been confirmed with simulations in the zero-strain limit for simple inter-connected beads with periodic boundary conditions [274] and with triangular lattices with small bending rigidity with free boundary conditions [25, 23, 24].

Experimental realizations of these predictions for microscopic surfaces have shown limited success. For example, graphene should exhibit these properties as it can be modeled as a 2D self-avoiding fixed connectivity membrane. However, the significant bending rigidity of graphene suppresses most out-of-plane fluctuations leading to no measurable transverse expansion in detailed molecular simulations [156, 82]. A recent study proposed the introduction of atomic vacancies into the lattice to promote out-of-plane structure that could be suppressed [81]. The difficulties in determining the Poisson ratio of graphene illustrates an important problem that has been overlooked in the more general literature of 2D entropic surfaces: how do we design materials with a negative Poisson’s ratio over a range of relevant strains, and what properties affect how persistent these properties are. The increasing complexity of nanoscale devices suggest that there may be many new materials with these properties that can be engineered. Possible routes to surfaces with desirable functionality include 2D DNA origami surfaces, 2D materials more flexible than graphene, and interlocking molecular structures.

In this work, we present the first simulations of the strain-dependent behavior of 2D self-avoiding fixed connectivity surfaces, starting with a simple model studied in the zero strain limit in previous literature. We show that membranes with free boundary conditions and
without an explicit bending rigidity actually possess a positive Poisson ratio at zero-strain due to a non-zero mean curvature of the surface. After suppression of this curvature, the material becomes auxetic (a negative Poisson ratio) and this persists over a large range of applied strains for small surfaces. Larger surfaces or those with more significant bending rigidity show a smaller window for a negative Poisson ratio. At very large strains the membrane connectivity becomes limiting and the membrane begins to contract, placing an upper limit on the window for auxetic behavior.

8.3 Background Theory

The Hamiltonian for a strained continuum elastic surface with small out-of-plane fluctuations in the harmonic approximation coupled to an external stress source \[ F[u, h, \tau_{\alpha \beta}] = \frac{1}{2} \int d^2 r \left[ \kappa (\nabla^2 h)^2 + 2\mu u_{\alpha \beta}^2 + \lambda u_{\alpha \alpha}^2 + \tau_{\alpha \beta} u_{\alpha \beta} \right] \] (8.1)

where \( u \) is the strain tensor for in-plane strain, \( h \) is the membrane height, \( \tau_{\alpha \beta} \) is the in-plane stress tensor \( \tau_{\alpha \beta} = \lambda \delta_{\alpha \beta} u_{\alpha \beta}^{ext} + 2\mu u_{\alpha \beta}^{ext} \), \( \kappa \) is the bending rigidity, \( \lambda \) is the first Lame coefficient, and \( \mu \) is the shear modulus. For an unstrained membrane, \( u_{\alpha \beta}^{ext} = 0 \). The internal strain tensor of a thin membrane, to first order, is

\[ u_{\alpha \beta} = \frac{1}{2} \left( \partial_\alpha u_\beta + \partial_\beta u_\alpha + \partial_\alpha h \partial_\beta h \right). \] (8.2)

This internal strain is important for understanding the state of the system. This system has been studied in detail, especially in the case of no external strain. We can also define a local 2D strain for the membrane projected onto the mean surface

\[ u_{\alpha \beta}^P = \frac{1}{2} \left( \partial_\alpha u_\beta + \partial_\beta u_\alpha \right). \] (8.3)

This definition is valuable for considering how the local strain contributes to the macroscopic strain for the entire membrane, and is related to angle between the local surface tangent and the mean plane of the membrane. Key measurables that have been described for 2D self-avoiding membrane with fixed connectivity based on this Hamiltonian include the RMS out-of-plane fluctuations \( \langle h^2 \rangle \), the radius of gyration \( R_g \), the induced bending rigidity from
self-avoidance $\kappa$. The most interesting property of the systems is the prediction of a universal
Poisson ratio $\sigma$, defined as the ratio of transverse to longitudinal strain. In this study, we
consider a practical macroscopic definition of the Poisson ratio

$$\sigma^L = \frac{\partial u_{yy}}{\partial u_{xx}} \frac{u_{xx}}{u_{yy}},$$  \hspace{1cm} (8.4)

$$\sigma^M = \frac{\delta W/W}{\delta L/L}. \hspace{1cm} (8.5)$$

The first definition $\sigma^L$ is based on the strain definition presented in Eq 8.2, and represents
the local Poisson ratio on the membrane surface including out-of-plane fluctuations. The
macroscopic Poisson ratio $\sigma^M$ is defined as the center-of-mass distance between the mem-
brane edges in the longitudinal/strained direction $L$ and the transverse/free direction $W$. $\sigma^M$ is the Poisson ratio we would observe for the entire sheet if we only probed it through
interactions at the membrane edges, and the most important for consideration of practical
experiments. It is important to note that all of these definitions are highly strain-dependent,
as their properties depend on out-of-plane fluctuations that can be suppressed or enhanced
through external strain. Interestingly, the local Poisson ratio $\sigma^L$ has been predicted to be
approximately -1/3 in the limit of no external strain. This follows analytical theory using
renormalization group theory [143], and numerical simulations for finite sized membranes
[274, 23]. The Poisson ratio in this limit of zero strain appear to be nearly universal and
independent of the precise connectivity geometry or tethering, under the presence of periodic
boundary conditions or explicit bending rigidity.

In this study, we report the first strain-dependent measurements of the Poisson ratio in
2D self-avoiding fixed connectivity membranes. These membranes exhibit a transition from
previously reported universal limits to a positive Poisson ratio at a size-dependent critical
strain. Further, we show that this critical strain decreases with membrane size suggesting
that maintaining a small membrane size is actually beneficial for maintaining a negative
Poisson ratio over a large regime. In addition, we show that other experimentally-relevant
measureables, such as the RMS out-of-plane fluctuations undergo nonlinear transformations
at similar strains. We show that this transition is necessary as the behavior transitions from
being dominated by entropic fluctuations of the membrane to enthalpic interactions in the
strained lattice.
Figure 8-1: Example geometry for a 6x6 mesh. (left) Forces were added to edge beads in the longer (longitudinal) direction. Actual mesh sizes were much larger (minimum 28x28, up to 150x150). Example improper dihedrals, used to increase the bending rigidity of the sheet, are also indicated for a single central atom, as shown with the red/green/blue connections. The direction of the applied forces were updated periodically based on the orientation of the membrane. (right) Cartoon of the effect of applying longitudinal strain for a sheet without explicit rigidity. At $u_{xx} = 0$, there is a non-zero mean curvature in both directions. At small extensions, the curvature in the longitudinal direction is quickly suppressed, but the transverse curvature increases slightly. For large extensions, curvature in both directions is suppressed and the surface becomes more flat.

### 8.4 Simulation methods:

We performed molecular dynamics simulations of self-avoiding fixed connectivity membranes in the NVT ensemble with varying external anisotropic strain. For easy comparison to previous studies, we adopted a literature physical model [274]. Square NxN lattices of beads were connected in a triangular mesh (i.e. connectivity of 6), as illustrated in Figure 8-1. All beads interacted via a truncated self-avoiding Lennard Jones potential of the form

$$U_{LJ} = \begin{cases} 
4\epsilon \left( \frac{\sigma}{r} \right)^{12} - \frac{2}{3} \left( \frac{\sigma}{r} \right)^6 + \frac{1}{4} \frac{4\epsilon}{\sigma} & r \leq 2^{1/6}\sigma \\
0 & r > 2^{1/6}\sigma.
\end{cases} \quad (8.6)$$

Bonded beads were connected with a Finite Extensible Nonlinear Elastic (FENE) bond of the form

$$U_{FENE} = \begin{cases} 
-\frac{1}{2}kR_0^2 \ln \left[ 1 - \left( \frac{r}{R_0} \right)^2 \right] & r \leq R_0 \\
\infty & r > R_0.
\end{cases} \quad (8.7)$$
As in previous studies [274], parameters were taken such that \( k = 6\epsilon/\sigma^2, R_0 = 1.5\sigma, \) and \( T = \epsilon/k_BT. \) The periodic boundary conditions used in literature study were not amenable to numerical study with anisotropic strain, so the edges were free to fluctuate, as would be the case in an experimental realization of systems of this size. Forces were applied to the edge beads in the longitudinal (long direction). The same force was applied to each bead along each edge, with opposite edges having opposite forces. The direction of these forces were updated every 1,000 steps based on the vector defined by the center of each edge, after projection onto a 2D surface by using the two largest components of the singular value decomposition (SVD) of the bead positions. The system was integrated using a timestep of \( 10^{-3}\sqrt{m/\sigma}. \)

Self-avoidance in fluctuating membranes leads to an induced bending rigidity which stabilizes the flat phase of these membranes, preventing the system from crumpling. However, many practical membranes, such as 2D materials like a graphene sheet, have an explicit bending rigidity as well. To investigate the effect of the surface rigidity on measurable quantities like out-of-plane fluctuations and the Poisson ratio, three quadratic improper dihedral terms were added for each bead, as shown in Figure 8-1, of the form

\[
V(r) = \kappa(\chi - \chi_0)^2,
\]

where \( \kappa \) represented the strength of the added rigidity, \( \chi \) was the dihedral angle, and \( \chi_0 = \pi \) was the equilibrium angle ensuring that the equilibrium surface was flat. \( \kappa \) was varied from \([0, 1000]\) for the N=40 sheet.

Simulations were performed for systems with size \( N=[28, 40, 100, 150] \). Forces were applied to reach longitudinal extension from approximately 0-60%. For each simulation, the first \( 10^7 \) steps were discarded for equilibration. Simulation statistics were collected every \( 10^5 \) steps thereafter, which was the minimum to provide uncorrelated samples as determined by the autocorrelation function. For larger systems, multiple replicas with random initial velocities were used to generate extra samples. For most samples, greater than \( 10^{10} \) steps were achieved, resulting in approximately \( 10^5 \) independent samples. In all cases, error estimates on measurables were generated using the bootstrap method with \( 10^3 \) samples.

Simulations were performed on GPUs in HOOMD-BLUE 1.0 [9, 1], enabling several orders of magnitude more simulation capability than previous studies. This capability was
necessary to analyze surface behavior under a variety of longitudinal strains. The use of GPUs placed an upper bound on the system size that could be considered, since the volume of the simulation cell is directly proportional to the number of regional neighbor lists needed for the simulation. To maximize possible system size, the membrane was placed in a simulation cell with a large aspect ratio (e.g. a width/length proportional to the area of the membrane, and fixed cell height of 100 bead radii corresponding to relatively small out-of-plane fluctuations). To prevent the membrane from rotating out of plane and interacting with neighbors via the periodic boundary conditions, every $10^3$ time steps the membrane and velocities were rotated such that the smallest basis vector from the SVD decomposition was aligned to the z-axis, keeping the membrane extent in the x- and y- directions with out-of-plane fluctuations in the z-direction. Temperature control was implemented with the default HOOMD NVT integrator with a timescale of $10^3$ simulation steps. The momentum of the simulation was zeroed every $10^3$ steps.

For comparison to previous studies, we also report the size scaling of the radius of gyration $R_g \propto L^\nu, \nu = 1.02 \pm 0.0004$, and the size-scaling roughness exponent for the out-of-plane fluctuations, $(z^2) \propto L^{2\zeta}, \zeta = 0.79 \pm 0.07$. The roughness scaling is slightly larger than previous studies [274, 25] due to the difference in boundary conditions.

8.5 Results:

Anisotropic straining of the membrane led to an initial flattening of the surface, as shown in Figure 8-2 for an example case of a 40x40. At approximately 10% strain for the 40x40 surface, the out-of-plane fluctuations reaches a minimum. After that point, further straining the membrane leads to an increase in the RMS height. This transition also corresponds to the point where the membrane loses its auxetic property (i.e. a transition from a negative Poisson’s ratio to a positive one), as discussed later. The initial decrease can be understood using continuum elastic theory in the harmonic approximation developed for the elastic surface with the Hamiltonian in Eq. 1 [215]. That work established the RMS height fluctuation as

$$h^2 = \int d\mathbf{q} G_0 \frac{2\pi |\mathbf{q}|}{(2\pi)^2}, \quad G_0(\mathbf{q}) = \frac{k_BT}{q^2 \left( \kappa q^2 + \lambda u_{\alpha\alpha}^{ext} + 2\mu u_{\alpha\beta}^{ext} \frac{q_\alpha q_\beta}{q^2} \right)} \quad (8.9)$$
where $G_0$ is the Fourier component of the height-height correlation function and $u_{\text{ext}}^{ex}$ is the external strain applied to the membrane. For purely longitudinal external strain ($u = u_{yy}, u_{xy} = 0$), $G_0$ simplifies to

$$G_0(q) = \frac{k_B T}{q^2 \left( \kappa q^2 + u_{xx}^{ex} (\lambda + \mu) + \mu u_{xx}^{ex} \cos[2\theta] \right)}, \quad (8.10)$$

where $\theta$ is the angle between the Fourier mode $q$ and the x-axis. Integrating over the magnitude of the Fourier component $q$ in Eq 8 starting at a minimum Fourier component inversely proportional to the system size $q_{\text{min}}^{-2\pi/L}$ yields

$$\langle h^2 \rangle = \int_0^{2\pi} d\theta \int_0^{q_{\text{min}}} dq \frac{2\pi q}{(2\pi)^2 q^2 \left( \kappa q^2 + u_{xx}^{ex} (\lambda + \mu) + \mu u_{xx}^{ex} \cos[2\theta] \right)} \frac{k_B T}{q_{\text{min}}}, \quad (8.11)$$

$$= \int_0^{2\pi} d\theta \left[ \frac{k_B T \log \left( 1 + \frac{u_{xx}^{ex} (\lambda + \mu)}{q_{\text{min}}^2} + \frac{u_{xx}^{ex} \mu \cos[2\theta]}{q_{\text{min}}^2} \right)}{8\pi^2 u_{xx}^{ex} (\lambda + \mu + \mu \cos[2\theta])} \right]. \quad (8.12)$$

This final term was integrated numerically over a range of imposed external strains for the 40x40 case as shown in Figure 8-2. This term can be evaluated in the limit of zero strain...
Figure 8.3: Suppression of transverse contraction with explicitly added membrane rigidity. (left) Adding an explicit bending rigidity to the surface through the application of an improper dihedral with force constant $k_{\text{imp}}$ leads to a reduction in the maximum in the transverse extension and reduction in the maximum with respect to the applied longitudinal strain. Increasing $k_{\text{imp}}$ above 100 suppresses the initial contraction by reducing the mean curvature of the unstrained membrane with behavior more similar to those of previous studies (i.e. a negative Poisson ratio at zero strain). (right) As system size increases or the membrane becomes more stiff, the maximal transverse extension, a desirable property, decreases. This effect can be attributed to the RMS out-of-plane fluctuations at zero-strain, which determine far the membrane can be extended by removing these fluctuations, relative to the membrane extent represented by the radius of gyration. An empirical exponent of 0.88 for $R_g$ collapses the results obtained by changing the membrane size or adding explicit bending rigidity to the system.

to derive two terms useful for fitting the elastic coefficients,

$$\lim_{\langle h^2 \rangle \to 0} \langle h^2 \rangle = \frac{k_B T L^2}{16\pi^3 \kappa}, \lim_{u_{zz} \to 0} \frac{d \log \langle h^2 \rangle}{d u_{zz}^{\text{ext}}} = - \frac{L^2(\lambda + \mu)}{8\pi^2 \kappa}$$

(8.13)

Using these two zero-strain limits allowed for the estimation of the effective bending rigidity and the combination $\lambda + \mu$. This theory appears to deviate from the simulation results at strains of just a few percent. At this point, straining the membrane is changing the effective bending rigidity and this theory, developed for constant rigidity and elastic coefficients) begins to break down. The induced bending rigidity $\kappa$ from self-repulsion begins to weaken and becomes anisotropic itself and the membrane begins to collapse in the transverse direction.

8.5.1 Non-Zero Mean Curvature of Finite Membranes

A&A

Although finite-size self-avoiding 2D membranes are asymptotically flat (they do not
Figure 8-4: Mean curvature of surfaces during longitudinal extension. (left) Solid lines indicate the mean surface curvature in the longitudinal direction, while dashed lines indicate mean curvature in the transverse direction. Open symbols are averages for ensemble simulations (constant applied force), which filled symbols are averages taken by sub-sampling ensemble results. Lines are smoothing splines included only as visual guides. For surfaces with no added rigidity, applying a longitudinal extension causes the surface to flatten in the longitudinal direction, while becoming more curved in the transverse direction.
Figure 8-5: Transverse strain induced by longitudinal strain for surfaces of various sizes. (left) Circles represent ensemble averages for each simulation condition (i.e. constant end forces), with error bars generated using the bootstrap method. Small points averages of collections from each ensemble, showing variation within each condition. Solid lines are smoothing splines included for visual guides. Dotted lines are approximations of the local gradient for each set of calculations. (right) Transverse strain as a function of the out-of-plane fluctuations. As out-of-plane fluctuations are reduced the transverse strain increases, until the membrane is essentially flat at the critical value \( \langle z^2 \rangle^{1/2} = 0.4 \) after which the membrane begins to contract.

Crumple entropically into spheres, they do contain non-zero mean curvature over the scale of the membrane, as illustrated in Figure 8-4. The extent of this curvature depends on the surface parameters (bead size, bonding, etc), the size of the sheet, and whether there is an explicit bending rigidity present. Previous simulation efforts did not observe this effect because they studied systems with periodic boundary conditions \[274\] or with significant bending rigidity that suppressed this curvature \[25, 23, 24\]. The mean curvature in the transverse and longitudinal strain directions for membranes with varying explicit bending rigidity is shown in Figure 8-4, after averaging out small-scale spatial variation using a Gaussian spatial filter. For all membranes, applying longitudinal strain to the membrane immediately leads to a reduction in curvature in that direction. However, membranes with low bending rigidity the transverse curvature actually increases slightly with initial strain application. This initial curvature reduction corresponds to the initial decrease in transverse membrane extent shown in Figure 8-3. Applying further longitudinal strain leads to a decrease in the transverse curvature, but at a rate slower than in the longitudinal direction. This process is illustrated in the cartoon in Figure 8-1.
8.5.2 Transverse Extent Under Finite Large Strain

Applying a finite longitudinal strain to these self-avoiding membranes leads to three distinct regimes of behavior, as shown in Figure 8-5. All systems initially contract in response to longitudinal strain, in contrast to previous studies due to the non-zero mean curvature of the membrane in absence of explicit bending rigidity or periodic boundary conditions. This effect lasts until approximately \( u_{xx} = 5\% \) for the membranes shown and corresponds to the point at which transverse curvature begins to decrease in Figure 8-4. After an initial contraction, the surface expands in the transverse direction as entropic out-of-plane fluctuations are suppressed. In this regime (approximately 5% to 20% for the 28x28 membrane), the Poisson ratio is negative. This continues until most out-of-plane fluctuations have been reduced \((\langle z^2 \rangle)^{1/2} < 0.4\) corresponding to approximately 10-20% applied longitudinal strain depending on system size. As applied strain increases beyond this critical level, inter-bead stretching takes over leading to a contraction. This effect can be seen more clearly in Figure 8-5b; as the out-of-plane fluctuations are reduced the transverse strain increases, until the critical point at which \((\langle z^2 \rangle)^{1/2} = 0.4\).

At very large applied longitudinal strains, the deformation of the triangular lattice leads to a reduction in the transverse membrane extent. This is a simple geometric effect from the surface connectivity and depends on the precise connectivity and inter-bead potential. For an infinitely stiff network (non-deformable inter-bead distances) this is a simple geometric problem, as illustrated in Figure 8-5. Under a deformation in the longitudinal direction from a longitudinal length \( a \) to a deformed longitudinal link length \( a(1+x) \), the transverse distance \( y(x) \) will simply be

\[
y(x) = \frac{2}{\sqrt{3}} \sin \left[ \arccos \left( \frac{1+x}{2} \right) \right]
\]

where \( y(x) \) has been scaled to the un-deformed length such that \( y(0) = 1 \). Necessarily \( y(1) = 0 \) since that is the maximum extension for this stiff model. Further, this model will under predict the transverse extent since the inter-bead links are deformable. For a system where the inter-bead potentials are Hooke-ian springs with spring constant \( k \) and equilibrium length \( a \), the energy of the system for a configuration with transverse direction...
Figure 8-6: Strain-dependent Poisson ratio. (left) The macroscopic Poisson ratio, defined using the surface edge positions, for 40x40 surfaces with varying degrees of bending rigidity. Effect of surface size on the strain-dependent Poisson ratio. Larger surfaces have a lower minimum Poisson ratio, but have a larger zero-strain Poisson ratio and earlier final transition to a positive Poisson ratio. Disagreement between the results from zero-strain calculations in previous and these strain-dependent results are due to the non-zero mean curvature of the surface which must first be flattened. (right) Increasing the rigidity of the surface increases the minimum Poisson ratio and decreases longitudinal extension at which the Poisson ratio changes from negative to positive.

\[ y \text{ and longitudinal extension } x \text{ will be} \]

\[ E(y, x) = k a^2 \left( 1 - \sqrt{\frac{a(1 + x)}{2}} + y^2 \right). \]  

(8.15)

The average transverse direction, also scaled such that \( \langle y \rangle (0) = 1 \) is then

\[ \langle y \rangle (x) = \frac{2}{\sqrt{3}} \int_0^\infty \exp \left[ -\beta E(y, x) \right] y^2 dy. \]  

(8.16)

The numerator can be integrated analytically, and the denominator was integrated numerically. There is a single adjustable parameter in this model, the dimensionless elastic constant \( \bar{k} = \beta k a^2 \). In the limit of \( \bar{k} \to \infty \), this model reduces to the inflexible limit in Eq 8.14.

8.5.3 Strain-Dependent Poisson Ratio

The strain-dependent Poisson ratio, shown in Figure 8-6, was calculated from the spline fits of the strain-strain relations in Figures 8-2&8-3. The Poisson ratio is positive at zero-strain for membranes of all sizes with no explicit bending rigidity, with larger membranes having larger zero-strain Poisson ratio. This is significantly different from previous estimates of the zero-strain Poisson ratio for the same model system due to the difference in boundary
conditions and resulting non-zero mean curvature in the membrane as discussed above. Most of the sheets transition to a negative Poisson’s ratio at approximately 5% applied longitudinal strain and reach a minimum Poisson ratio significantly more negative than those reported in the zero-strain limit with larger membranes having lower minimum Poisson ratios. This continues until the membrane is essentially flat in the longitudinal direction and further strain forces neighboring beads closer together leading to a transverse contraction and a return to a positive Poisson’s ratio.

The strain-dependent Poisson’s ratio can be engineered by adjusting the bending rigidity of the membrane, as shown in Figure 8-3 or adjusting the membrane size. Adding rigidity by adjusting $k_{imp}$, the force constant for the improper dihedrals as described above, reduces the out-of-plane fluctuations and mean curvature of the membrane. Doing so reduces both the minimum Poisson ratio and the longitudinal strain at which the system transitions back to a Poisson ratio. In both situations, the change in Poisson ratio is a direct effect of adjusting the out-of-plane fluctuations at low strains that allow the system to expand when flattened. The return to a positive Poisson ratio occurs in all membranes when the mean out-of-plane fluctuations is reduced below a critical value of approximately $(z^2)^{1/2} \approx 0.4$, as shown in Figure 8-5b, after which there are essentially no more out-of-plane entropic fluctuations to remove.

The transition from negative to positive Poisson ratio at large strains can be correlated to the out-of-plane fluctuations and the radius of gyration of the membrane at zero-strain. A simple metric $[\langle z^2 \rangle^{1/2}/R_g^{0.88}]_{u_{xz}=0}$ predicts this maximal transverse extension under the addition of bending rigidity or varying system size, as shown in Figure 8-3b. The scaling exponents for $(z^2)$ and $R_g$ given above suggest that this transition point should scale as $\langle z^2 \rangle^{1/2}/R_g^{0.88} L^{-0.11}$, suggesting that even membranes sizes several orders of magnitude larger will have negative Poisson ratios over substantial strain ranges. This could be verified with further work, but simulating larger membranes takes significantly more computational resources.

8.6 Conclusion

These simulations show that exotic mechanical properties of entropic 2D surfaces are more interesting than the universal zero-strain limits proposed in previous literature and that
the properties persist over a surprisingly large range of applied strains. The most-negative Poisson ratios observed in this study are considerable more negative than the zero-strain-limit simulations suggested. Adjusting the rigidity and the size of the membrane both affect the strain range over which auxetic behavior persists, and suggests that there should be noticeable strain-dependent affects for practical surfaces. Sufficiently stiff membrane can completely suppress these regions of auxetic behavior, explaining why attempts to use graphene membranes as auxetic materials have failed. We also provide a metric for the persistence range based on a correlation the out-of-plane fluctuations and radius of gyration. These results also suggest that another path towards making materials with a specific Poisson ratio is to pre-strain the materials to the desired point. This could be achieved by embedding the membranes in a second matrix that can be adjusted.
Chapter 9

Conclusions and Future Work

In chapter 3 of this thesis, we explored how collections of stochastic SWCNT sensors respond to a chemical concentration gradient. We found an analytical solution for the probability distribution of multiple sensors responding to the same signal and used this to quantify the expected intrinsic sensor-to-sensor variation in the system. We were also able to use this analytical solution to derive estimates for the local chemical concentration given the performance of several nearby SWCNT, and we showed that this analysis gives a better estimate than a more naive method based on average the results from the analysis of individual SWCNT. In future work, we would like to extend these results to the sensing of reaction networks with multiple species (and corresponding sensors) for even more detailed chemical information. We also hope to extend these results to the sensing of spatially-distributed concentration signals and quantify the exact trade-offs between spatial and concentration accuracy in the system.

Armed with an understanding of how collections of d(AT)$_{15}$-wrapped SWCNT behaved in vitro, chapter 4 investigated the use of these sensors inside of melanoma cells. We found that d(AT)$_{15}$-wrapped SWCNT spontaneously uptake into A375 melanoma cells and that they retain their selectivity to nitric oxide detection through the application of a known nitric-oxide promoting drug. Unfortunately we did not observe single-molecule nitric oxide detection events as in the in vitro case, suggesting that multiple SWCNT were being bundled together in each location. These results demonstrated fluctuations in the nitric oxide concentration at sub-cellular length scales in contrast to previous biological literature. In the future, we hope to extend this study to the detection of multiple chemical species simul-
taneously, perhaps through the incubation of cells with collections of SWCNT with different chirality and surface wrappings.

To design new sensors, we needed a platform to quickly predict and understand interactions between SWCNT wrappings and small molecules of interest, which we achieved in chapter 5 through the development of a molecular thermodynamic model for competitive adsorption at the SWCNT/solution interface. We applied an existing surface thermodynamic model to this new interface, and developed a number of molecular simulations to quickly predict the necessary thermodynamic parameters for arbitrary small molecules. The new system was capable of quickly screening against a library of wrappings and small molecules that had been experimentally developed in our lab. The system was most effective at identifying polymers that interacted too weakly with the SWCNT surface to be useful at allowing selective recognition. In the future we hope to improve the model to more accurately model the orientation-dependent interactions between the wrappings and the small molecules of interest. The next step would be to screen against a larger number of potential small molecules to see which could be used with our existing library wrapping.

In the second part of this thesis, we improved our understanding of fluid flow and ion transport inside of SWCNTs. Chapter 6 discusses the challenges in making devices that exhibit verifiable transport through SWCNTs. Importantly, we demonstrated the challenges that our group had discovered in this process and how easy it was to make devices that actually showed transport along the outside of SWCNT or through defects in the device barriers. With this in mind, we proposed stochastic current fluctuations as a necessary indicator for whether a full seal had been achieved around the device.

Chapter 7 demonstrated the first diameter-dependent measurements of transport through 1-2 nm nanopores leading to a number of interesting insights. Interesting behavior was observed for the transport of various ions through the interior of the SWCNT, with transport rates not directly related to ion size or charge. By analyzing the transport rates of a specific ion type through devices with varying SWCNT size, we showed a maximum in transport rates at approximately 1.6 nm diameter, which is roughly related to the transition from continuum to sub-continuum flow structure. Follow-up work is investigating the phase behavior of water in these devices, and in the future we hope to construct devices that can monitor the SWCNT spectroscopically as individual blocking events occur.

Finally, chapter 8 investigated the mechanical properties of fluctuating membranes. We
showed that the expected auxetic behavior of the material did not occur in the unconstrained case for finite-size membranes due to curvature observed in the membrane. Applying strain to the sheet through edge interactions drove the Poisson ratio negative and this property persisted over a large range of strain. We showed that this effect is dependent on both the system size and the inherent rigidity of the membrane, with more rigid membranes showing smaller windows of interesting mechanical properties. In the future, we hope to show how these effects apply to other nanoscale surfaces, such as modified graphene monolayers or perhaps chainmail structures of interlocking graphene rings. We hope that this work will accelerate the design of practical auxetic surfaces in the future.

The proliferation of nanoscale devices, including those based on SWCNT and other materials like colloidal gold and quantum dots, has led to a large number of sensors that can selectively detect various small molecules. In this thesis alone, selective recognition is shown for H₂O₂, NO, and estradiol, among many others. However, relatively few of these devices have been adopted by the biological community, and combining several sensors for multi-modal imaging is rare. Making these sensors more accessible to the biological community through commercialization, collaboration, or simplified synthesis protocols would greatly enhance the impact of this work. The availability of low-cost SWCNT bulk material and separation methods will help the availability problem for biological groups looking to use these devices. Chapter 4 was an attempt by our lab to demonstrate the usefulness of these sensors for intracellular sensing, but this is only the first step to the broader use of these sensors.

The influence of SWCNT chirality on interactions with small molecules, necessary to design multi-modal SWCNT collections, is also an exciting area of future work. Not all small molecules will cause a decrease in the SWCNT fluorescence intensity, and it is unclear how this effect depends on SWCNT chirality. This effect is roughly captured in the parameter β from Chapter 5. The current generation of devices studied in this thesis are primarily based on the quenching of SWCNTs with (6,5) chirality. A number of small molecules could be filtered out of future studies if it could be determined ahead of time that they do not interact with the SWCNT fluorescence. Furthermore, the impact of SWCNT chirality on small molecule adsorption with simulations has only been investigated through geometric effects, effectively using the same carbon force fields in different chiral arrangements. The impact of SWCNT electronic structure on interactions with small molecules or surfactants
would also be of interest, but is a significantly more expensive calculation.

Lessons learned from understanding and designing nanoscale sensors in this work can also be applied to other devices. As an example, engineering selective molecular interactions is also a key challenge in catalysis. Designing interfaces that preferentially react with certain small molecules in mixed solution would be transformative in how we approach chemical reaction engineering. Sensor design is the perfect area to develop the simulation methods and physical intuition for this application.

The majority of this thesis has been focused on understanding the mechanisms that enable selective detection in the current generation of SWCNT-based sensors, but future work should be able to design sensors for specific molecules a priori. The fundamental challenge for the design of selective SWCNT sensors is the prediction of how small molecules will interact with a SWCNT surface. To solve the inverse problem, designing a surface to interact with a specific small molecule of interest, advances are needed in two fundamental steps:

1. prediction of complex interfacial structures formed from adsorption of large molecules or polymers on nanoscale surfaces, and

2. screening for interactions of a selection of small molecules with a specific interfacial structure.

The first step is quickly becoming more realistic through rapidly expanding computational resources and the development of simulation techniques such as coarse-grained modeling and implicit-solvent calculations, both of which allow the simulation of longer time scales to approach steady-state adsorbed structures. These methods are being advanced by a number of groups in the polymer science, statistical mechanics, and molecular simulation communities. The second step, predicting small-molecule interactions, is similar to the challenge faced by the in silico drug-development community. Advances in automated force-field development for small molecules and rapid screening of small-molecule/protein interactions should directly benefit the design of SWCNT sensors. The challenge for both of these steps is how best to adapt tools from other fields to this design problem. This process requires chemical engineering groups that can understand both the challenges in nanoscale device design and these rapidly-developing molecular simulation resources.

In all of these projects, a broad understanding of available modeling and simulation tools
has been key to selecting the best approaches to give physical insight into the problems at hand and identify the most practical path forward for future modeling efforts. All of these projects contain a strong tie to experimental challenges and insight. Working directly with teams of experimentalists directly impacts the modeling approaches taken here, since their physical insights and uncertainty can be incorporated into the model selection process. Encouraging the adoption of these molecular simulation techniques in the design of new systems, as has been seen in the rapid adoption of molecular dynamics in the biological community, requires close interactions with experimental groups.
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Appendix A

Experimental Analysis of Sensors from Chapter 4

Chapter 4 describes the analysis method used to analyze the near-IR movies for the response of individual cells to various stimuli (for example, the introduction of JS-K to cells with or without cisplatin incubation). The analysis and corresponding data is presented for each condition in Figure A-1. Each condition contains (subfigures A-E): The NIR fluorescent intensity of the cell at the start of the experiment, marked with the identified SWCNT locations. The total integrated intensity of the NIR signal over the course of the experiment. A histogram of the distribution of concentration gradients over the entire experiment. When only a single point is identified in the image, gradient information is not available. The fitted intensity of each point, and the de-noised intensity over the course of the experiment. The calculated nitric oxide concentration at each point over the course of the experiment.

Analysis is provided for the following sets of experiments, all mentioned and discussed in the main text

- A375 melanoma cells, after exposure to 16, 20, 25, 28 μM JS-K solution.
- A375 melanoma cells, after incubation with cisplatin and then exposed to 16, 20, 25 μM JS-K solution.
- A375 melanoma cells, after incubation with BSO and then exposed to 16, 20, 25 μM JS-K solution.
- A375 melanoma cells, after exposure to 16, 20, 25 μM NO solution.
• A375 melanoma cells, after incubation with sodium azide and after exposure to 28 μM JS-K solution.

• A375 melanoma cells, after exposure to 28 μM JS-K solution.

• HUVEC cells after exposure to 1, 2, 5, 10, 25, 50, 100 ng/ml VEGF solution.

Figure A-1: Full analysis data for all of the experiments and controls discussed in chapter 4. For each experiment, the organization of the figures is the following: (A) Total cumulative photoluminescence intensity for each cell is displayed along with endosomal centers used for calculations. (B) Whole cell photoluminescence intensity as a function of time for each experimental condition. (C) Display of gradient distribution between all endosomal centers detected. (D) Photoluminescence intensity and curve fitting for each endosomal center. (E) Calculation of NO concentration at each endosomal center.
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