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ABSTRACT

Far-infrared (IR) and submillimeter (15 μm–1 mm) spectroscopy provides a powerful tool to probe a wide range of environments in the universe. In the past thirty years, many space-based observatories have opened the far-IR window to the universe, providing unique insights into several astrophysical processes related to the evolution of the early universe. Nonetheless, the size and cost of the cryogenic spectrometers required to carry out such measurements have been a limiting factor in our ability to fully explore this rich spectral region and answer questions regarding the very first moments of the universe. Among the key technologies required to enable this science are ultra-low-noise, far-IR, direct-detection spectrometers.

In this thesis, Micro-Spec (μ-Spec) is proposed as a novel technology concept to enable a large range of flight missions that would otherwise be challenging due to the large size of current instruments and the required spectral resolution and sensitivity. μ-Spec is a direct-detection spectrometer operating in the 450–1000–μm regime, which employs superconducting microstrip transmission lines to achieve a resolution ($R \geq 1200$) and be integrated on a $\sim 10$–cm$^2$ silicon chip.

The objective of this thesis is to explore the feasibility of the μ-Spec technology. First, analytical models are developed for the dielectric function of silicon compounds to be used as substrates in the transmission lines. These materials represent the ultimate source of loss in the system. The models are used to analyze laboratory spectral data of silicon nitride and oxide films and provide information on the loss within a 4% accuracy. A design methodology is then developed for the spectrometer diffractive region given specific requirements on size and spectral range. This methodology is used to explore the design space and find the optimal solutions that maximize the instrument efficiency and minimize the phase error on the focal plane. Five designs are described with different requirements and performance. Finally, analysis and calibration techniques are developed to study the properties of the superconducting materials employed in the transmission lines and detectors. These techniques are applied to laboratory data of molybdenum nitride and niobium to extract their quality factors and kinetic inductance fraction within a 1% accuracy.
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Chapter 1

Introduction

Since time immemorial man has probed the mysteries of the universe in an attempt to discover its governing laws and learn the origins of mankind. From the Phoenicians to the Egyptians to the Greeks, questions regarding how the Universe came to be, how the stars move in the sky, how life on Earth developed always drew the attention of early astronomers, mathematicians, philosophers, sailors, and engineers. A prominent role in providing answers to these and many other questions has always been played by observation. The first telescope used to study the heavens was pointed up to the sky by Galileo Galilei in 1609. It was a 92.7-cm-long refractor which collected light with a glass lens. From there followed a cascade of discoveries which began unraveling the mysteries of the universe. However, the human eye is only sensitive to a narrow range of wavelengths called visible light.

There exist countless astronomical objects in the universe such as galaxies, stars, comets or asteroids, to name a few, which emit radiation at wavelengths that the unaided eye cannot see. This has spurred the development of new tools that would enable the detection of such objects otherwise invisible to us. In particular, the infrared region of the electromagnetic spectrum proves a powerful area of research for studying the origins and evolution of the universe.

There exist several categorizations of the infrared (IR) spectrum [1,2, and others], but the one shown in Fig. 1.1 proves useful in that it is based on a combination of the atmospheric transmittance windows (i.e., the wavelengths regions in which the infrared radiation is best
transmitted through the Earth’s atmosphere), the detector materials used to build infrared sensors, and their main applications. According to [1], the IR band can be subdivided into five regions. The Near Infrared (NIR) band is mostly used in fiber-optic telecommunication systems, where silica (SiO$_2$) provides a low attenuation loss medium for the near infrared. The Short Wave Infrared (SWIR) band allows for long-distance telecommunications using combinations of detector materials. The Medium Wavelength Infrared (MWIR) and the Long Wavelength Infrared (LWIR) bands find applications in infrared thermography for military or civil applications, e.g. target signature identification, surveillance, non-destructive evaluation, etc. The MWIR band is preferred when inspecting high-temperature objects, while the LWIR band becomes more useful when working with near-room-temperature objects. Finally, the Very Long Wavelength Infrared (VLWIR) or Far Infrared (FIR) band is used in various kinds of spectroscopy, including astronomical spectroscopy.

**Figure 1.1:** The entire electromagnetic spectrum highlighting the infrared band located between the visible and radio waves. The Earth atmosphere’s transmission bands in the infrared are also displayed. Adapted from [3].
1.1 The importance of infrared astronomy and the need for space telescopes

The universe is in a state of constant expansion in which every wavelength traveling through it is stretched. In particular, much of the visible and ultraviolet light released billions of years ago has been stretched into the far-infrared region of the electromagnetic spectrum, a process known as redshift [4]. As a consequence, the very early steps of the universe can be studied by looking at very distant celestial bodies in the far-infrared and microwave regions of the electromagnetic spectrum (Fig. 1.2).

Many of the objects of interest to astronomers and astrophysicists, such as stars and planets in the early stages of formation and the powerful cores of active galaxies [6,7], emit most strongly in the infrared. Astronomical dust has been found in our solar system, around nearby stars with debris disks, in star formation regions and even in far-distant galaxies. A diffuse glow of infrared radiation also permeates our own Milky Way galaxy. This is generated by dust grains which absorb starlight and then reradiate that energy at infrared wavelengths [8–20].

It is in such cold and dusty environments that stellar formation processes often take place [21,22]. While planet formation processes are still under study (e.g., [23–25]), according to the solar nebula theory and planetesimal hypothesis [26], planets are formed during the collapse of a nebula into a thin disk of gas and dust. A protostar forms at the core, surrounded by a rotating protoplanetary disk. Through accretion, dust particles in the disk steadily accumulate mass to form ever-larger bodies. Local concentrations of mass known as planetesimals form and accelerate the accretion process by drawing in additional material by their gravitational attraction. These concentrations become ever denser until they collapse inward under gravity to form protoplanets.

Dust is primarily formed in the quiescent outflows of asymptotic giant branch (AGB) stars \(^1\) and in the stellar material explosively ejected in core-collapse supernovae (Fig. 1.3).

\(^1\)In an AGB star, the core is so hot and its gravitational attraction on its outermost layers is so weak that those layers are expelled in a stellar wind. As each layer blows away, a hotter one is exposed and the stellar wind becomes stronger. These newly formed, fast winds slam into the old, slow winds that are still moving away from the star out in space. The process, thus, continues as more layers are exposed and ejected. These
Figure 1.2: This figure captures the sense of where the energy can be found in the universe. Cosmic Microwave Background (CMB) is a form of electromagnetic radiation left over from an early stage in the creation of the universe. It is not associated with any star, galaxy, or other object, but it shows itself as a faint background glow nearly exactly the same in all directions and is largely unpolarized. It represents the main contribution to the spectrum. The CMB is well characterized below 1 THz as a thermal black-body spectrum at a temperature of $\approx 2.725$ K, thus the spectrum peaks in the microwave range frequency of 160.2 GHz, corresponding to a 1.9 mm wavelength. Other forms of cosmic backgrounds are found in the infrared (CIB) and optical range (COB), which are due to stars and perhaps active galactic nuclei (AGN). The latter would be responsible for the cosmic background in the X-ray band (CXB), where the energy density is much lower. The error bars on the CMB curve are not shown as they are imperceptible on the figure presented; however, they are visible on the other curves, although they remain very small relative to other objects. Adapted from [5].

Dust that forms in the explosive ejecta of a supernova is subjected to the harsh physical environment of the young remnant, such as heating by X-rays and cosmic rays. The high velocities of this material as it is injected into the interstellar medium (ISM) also lead to reverse shocks that further process the dust grains. Standard models of interstellar dust assume a mixture of silicates, graphite (or amorphous carbon), and polycyclic aromatic hydrocarbons (PAHs) collisions produce dense shells of gas, some of which cool to form dust [28].
Dust forms in supernovae and in the outflows from stars, particularly evolved ones. From these sources, through the action of winds and shocks in the interstellar and circumstellar medium, as well as transportation and diffusion processes generated by turbulence, dust becomes an important component of the interstellar clouds in which stars form. Dust can also find itself in the disk around a young star, where it can coalesce with other grains to form planetesimals, and ultimately planets such as Earth. Adapted from [27].

to simultaneously fit the average interstellar extinction, thermal infrared (IR) emission, and elemental abundance constraints [29]. Furthermore, silicates and carbonaceous-type particles have varying degrees of disorder, thus acting as an archaeological record of the environment where they form and evolve [27,30].

Dust shields sources from our view at optical wavelengths (Fig. 1.4), because dust particles are very effective at absorbing and scattering visible light, in accordance with Kirchhoff’s law (“A good absorber is a good emitter”) [31]. Extinction (scattering + absorption) of visible light increases approximately linearly with decreasing wavelength [9]. As a consequence, interstellar dust extinguishes blue light more efficiently than red light (Fig. 1.1), and starlight transmitted through dust is therefore reddened, similarly to what molecular and particulate constituents of the Earth’s atmosphere do. Because extinction is a particle-size
dependent phenomenon, it was possible to infer that dust grains are small compared with optical wavelengths to be able to interact with the electromagnetic radiation and reprocess short-wavelength light to longer wavelengths [6]. Laboratory transmission measurements taken in the far-to-mid-infrared regime between 5.56 μm and 500 μm for SiO$_x$ grains [32,33] have allowed estimating the diameter of the particles (assumed to be spherical) to be 0.4 nm, comparable to that of the SiO$_4$ tetrahedra found in [34] and equal to 0.5 nm. This grain size is the same order of magnitude as predicted by most models explaining interstellar dust grain size distribution [35, and references therein].

The uniqueness of infrared instruments lies therefore in the capability of infrared wavelengths to detect and observe the emission of these dust particles, thereby enabling the observation of the above-mentioned phenomena otherwise impossible with visible light. As a consequence, infrared telescopes are crucial for understanding the distant young Universe. NASA and the European Space Agency (ESA) have recognized the importance of infrared observations, as demonstrated by infrared missions such as NASA’s *Spitzer Space Telescope* [36], *Stratospheric Observatory For Infrared Astronomy* (SOFIA) [37], *James Webb Space Tele-

Figure 1.4: New stars forming in the Carina nebula can be seen in the infrared (right) behind the pillar of gas and dust that appears in the visible-light image on the left. *Credits: NASA, ESA, and the Hubble SM4 ERO Team.*
scope (JWST) [38], and ESA’s Infrared Space Observatory (ISO) [39] and Herschel [40]. The goal of these current and future missions is to explore a wide range of questions related to cosmology and provide the most detailed and highest quality far-infrared and submillimeter spectra of astrophysical sources yet achieved.

The importance of space-borne infrared telescopes resides also in the behavior of the Earth’s atmosphere, which blocks many wavelengths of radiation and lets others through, due to its absorption bands (Fig. 1.1). For example, most infrared radiation is blocked out, except for a few narrow wavelength ranges that make it through to ground-based infrared telescopes. The atmosphere causes another problem: it itself radiates strongly in the infrared, often emitting more infrared radiation than the objects in space being observed. For these reasons, ground-based infrared observatories are usually located in deserts or plateaus, where the air is dry and the atmosphere relatively calm, or near the summits of high mountains, where it is possible to get above as much of the atmosphere as possible. Some examples in this category are the Atacama Large Millimeter Array (ALMA) [41], the Submillimeter Telescope (formerly known as the Heinrich Hertz Telescope) [42], the Submillimeter Array (SMA) [43], the South Pole Telescope (SPT) [44], and the Keck Array [45]. Telescopes in space, such as those mentioned above, and sometimes balloons flown to the high atmosphere (e.g., [46–49]) avoid all these problems and provide scientists with infrared spectra whose high (e.g., $\gtrsim 1200$) resolution enables the exploration of the physical processes in the early universe (redshift $z > 8$).
Chapter 2

Problem statement and objectives

2.1 Existing gaps and future needs

As described in Chapter 1, far-infrared and submillimeter (15 \(\mu\)m–1 mm, or equivalently 20 THz–300 GHz) spectroscopy provides a powerful tool to probe a wide range of environments in the universe. In the past thirty years, many space-based observatories (e.g., [36,39, 40]) have opened the far-infrared window to the universe, revealing rich line and continuum spectra from objects ranging from interplanetary dust particles to major galactic mergers and young galaxies in the early universe. Discoveries made by these observatories have provided unique insights into physical processes leading to the evolution of the universe and its contents. This information is encoded in a wide range of molecular lines and fine-structure lines. The fine-structure lines of abundant elements such as carbon, nitrogen, and oxygen are seen in the 50–200–\(\mu\)m rest frame, but with a spectrometer operating in the far-IR/sub-mm they can be observed in star-forming galaxies out to redshifts \(z > 5\). This therefore enables tracing the obscure star formation and AGN activity into the high-redshift (and thus older) universe. Nonetheless, a number of questions remain to be answered. For example:

- What are the first galaxies? Where did they form?
- When and how did reionization occur? What sources caused it?
- How did the heavy elements form?
• What physical processes determine galaxy formation?
• How does the environment affect star formation and vice versa?
• How do protoplanetary systems form?
• What are the life cycles of gas and dust?
• How do planets form? How are habitable zones established?

The National Academies’ 2010 Decadal Survey report, *New Worlds, New Horizons in Astronomy and Astrophysics* [50], recommended a suite of missions and technology development programs aimed to further our understanding in the following three areas:

• Cosmic dawn: searching for the first stars, galaxies, and black holes
• New worlds: seeking nearby, habitable planets
• Physics of the universe: understanding scientific principles

Some of the specific missions that will probe in more detail all of the above-mentioned processes might be the Wide-Field InfraRed Survey Telescope (WFIRST) [51], NASA’s Explorer Program [52], the US contribution to the Japanese Aerospace Exploration Agency (JAXA) SPace Infrared telescope for Cosmology and Astrophysics (SPICA) mission [53], as well as technology development programs for ultraviolet-optical-infrared (UVOIR) space capabilities and for studying the Epoch of Inflation. These far-IR missions will require technology development in the following areas: large, cryogenic far-IR telescopes; large-format, low-noise, as well as ultra-low-noise far-IR direct detectors; photon-counting far-IR detector arrays; interferometry for far-IR telescopes; and high-performance sub-kelvin coolers. Table 2.1 illustrates the requirements for each of these areas and their potential benefits to the astrophysics community, NASA, and the aerospace industry [54].
Table 2.1: Summary of astrophysics technology needs for the 2015-2035 frame and their benefits (Adapted from [54])

<table>
<thead>
<tr>
<th>Technology</th>
<th>Requirements</th>
<th>Benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large, cryogenic, far-IR telescopes</td>
<td>Provide light gathering power to see the faintest targets. Provide spatial resolution to see the most detail and reduce source confusion. To achieve the ultimate sensitivity, their emission must be minimized, with operating temperatures as low as 4 K. Collecting areas on the order of 50 m².</td>
<td>Provide spatial resolution and sensitivity necessary to follow up on discoveries with current generation of space telescopes. Low-cost, lightweight, cryogenic optics.</td>
</tr>
<tr>
<td>Large-format, low-noise, far-IR direct detectors</td>
<td>Optimized for the very low photon backgrounds present in space. Arrays containing up to tens of thousands of pixels to take full advantage of the focal plane available on large cryogenic telescopes. Detector sensitivity required to achieve background-limited performance, using direct (incoherent) detectors to avoid quantum-limited sensitivity.</td>
<td>Sensitivity reduces observing times from many hours to a few minutes (~100 times improvement). Array format increases areal coverage by 10 to 100 times. Overall mapping speed can increase by factors of thousands.</td>
</tr>
<tr>
<td>Ultra-low-noise, far-IR direct detectors</td>
<td>Optimized for the very low photon backgrounds present in space for spectroscopy. Arrays containing up to tens of thousands of pixels to take full advantage of the spectral information content available. Detector sensitivity required to achieve background-limited performance, using direct (incoherent) detectors to avoid quantum-limited sensitivity.</td>
<td>Sensitivity reduces observing times from many hours to a few minutes (~100 times improvement). Overall mapping speed can increase by factors of thousands.</td>
</tr>
<tr>
<td>Interferometry for far-IR telescopes</td>
<td>Provide spatial resolution to see the most detail and reduce source confusion. Structurally connected or free-flying interferometric telescope systems required for far-future missions in far-IR. Telescopes operated at temperatures as low as 4 K.</td>
<td>40-m baselines required to provide the spatial resolution needed to follow up on discoveries with current and next generation of space telescopes.</td>
</tr>
<tr>
<td>High-performance sub-kelvin coolers</td>
<td>Be compact, low-power, and lightweight to provide cooling for space flight conditions which require temperatures of operation in the order of tens of millikelvin.</td>
<td>Enable the use of far-IR telescopes in the next decade and of certain X-ray detectors.</td>
</tr>
<tr>
<td>Photon-counting far-IR detector arrays</td>
<td>High quantum efficiency and fast response time.</td>
<td>Missions will operate ~ 100 times faster. Distant missions beyond the Zodiacal dust cloud [55, 56] will observe &gt; 10 times faster even in imaging applications.</td>
</tr>
</tbody>
</table>
The ability to fully explore this rich spectral region has been limited by the size, mass, power constraints, limitations in sensitivity, and cost of the cryogenic spectrometers required to carry out these measurements. The work presented in this thesis specifically addresses the need for integrated, ultra-low-noise, far-IR, direct-detection spectrometers, whose specific requirements are expected to be satisfied by Technology Readiness Level (TRL) 6-level technologies in the 2015-2035 frame [57]. These are shown in Table 2.2 and compared against the current state of the art.

Table 2.2: Summary of requirements for far-IR spectrometers and detector arrays and comparison with current state of the art [57]

<table>
<thead>
<tr>
<th>Metric</th>
<th>State of the art</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength, $\lambda$</td>
<td>250–700 $\mu$m</td>
<td>220–2000 $\mu$m</td>
</tr>
<tr>
<td>Noise Equivalent Power, NEP</td>
<td>$\sim 10^{-18}$ W$/\sqrt{\text{Hz}}$</td>
<td>$&lt; 10^{-20}$ W$/\sqrt{\text{Hz}}$</td>
</tr>
<tr>
<td>Resolving power, $R$</td>
<td>$\geq 100$</td>
<td>$\geq 1200$</td>
</tr>
<tr>
<td>Detective quantum efficiency, DQE</td>
<td>$\sim 15%$</td>
<td>$&gt; 90%$</td>
</tr>
<tr>
<td>Temperature, $T$</td>
<td>$&lt; 1$ K</td>
<td>$&lt; 0.05$ K</td>
</tr>
<tr>
<td>Time constant, $\tau$</td>
<td>100 ms</td>
<td>$&lt; 10$ ms</td>
</tr>
</tbody>
</table>

In Table 2.2, the required wavelength range is dictated by the type of science discussed in Chapter 1 and needed to answer the cosmological questions posed at the beginning of this section: high-redshift galaxy evolution, physical conditions of the interstellar medium in normal and star-forming galaxies across cosmic time, study of elemental abundances, etc. [50].

The Noise Equivalent Power (NEP) is a measure of the sensitivity of a photodetector or detector system and is defined as the signal power that gives a signal-to-noise ratio (SNR) of 1 in an output bandwidth $\Delta f = 1$ Hz [58]. An output bandwidth of 1 Hz is equivalent to half a second of integration time, $t = 1/(2\Delta f) = 0.5$ s, from the Nyquist-Shannon sampling theorem. A smaller NEP corresponds to a more sensitive detector. For example, a detector with a NEP of $10^{-18}$ W$/\sqrt{\text{Hz}}$ can detect a signal power of 1 attowatt (aW) with a SNR of 1 after one half second of averaging. The SNR improves as the square root of the averaging time, and hence the SNR in this example can be improved to 10 by averaging for 50 seconds. The NEP values shown in Table 2.2 are determined by the requirement to be background-limited and not detector-limited, that is, the noise thermally generated by the detectors must be lower than that presented by the astronomically observed background flux. This is defined
as background-limited performance (BLIP). Because the far-IR/sub-mm wavelength range is mainly characterized by the cosmic microwave background (CMB, see Fig. 1.2) with a NEP on the order of $10^{-18} \text{ W/} \sqrt{\text{Hz}}$ [59], the detectors’ BLIP is required to be lower than this.

The resolving power, $R$, of a spectrometer is a measure of its ability to resolve spectral features and is defined as $R = \lambda/\Delta\lambda$, where $\Delta\lambda$ is the smallest difference in wavelengths that can be distinguished at a wavelength $\lambda$. For example, with a resolving power of 1000 at a wavelength of 600 $\mu$m, a spectrometer can resolve features 0.6 $\mu$m apart. A resolving power greater than 1200, as shown in Table 2.2, is again imposed by the type of science previously described, and in particular by the need of resolving exoplanets around stars.

The quantum efficiency (QE) is the flux absorbed in the detector divided by the total flux incident on its surface and is a measure of a device’s electrical sensitivity to light. Since the energy of a photon is inversely proportional to its wavelength, the QE is often measured over a range of different wavelengths to characterize a device’s efficiency at each photon energy level. This definition of quantum efficiency, however, refers only to the fraction of incoming photons converted into a signal in the first stage of a detector. In fact, in an ideal scenario, the signal-to-noise ratio attained in a measurement is controlled entirely by the number of photons absorbed in the first stage. However, additional steps in the detection process can degrade the information present in the photon stream absorbed by the detector, either by losing signal or by adding noise. The detective quantum efficiency (DQE) describes this degradation in terms of the square of the ratio of the actually observed signal-to-noise ratio to the signal-to-noise ratio of the incoming photon stream [60, Ch. 1].

Cryogenic temperatures are necessary to achieve background-limited performance by reducing the telescope and instrument thermally-generated noise. For example, away from the galactic plane, the background would be determined by the CMB, associated with a temperature of $\approx 2.725$ K, while in the galactic plane it would be dominated by the infrared emission of dust, as previously discussed (see Fig. 1.2). Cryogenic temperatures also allow for the use of superconducting materials with critical temperatures below 13 K (e.g., niobium and molybdenum nitride) and which are practical from an engineering standpoint.
Finally, the time constant, $\tau$, represents the minimum interval of time over which the detector can distinguish changes in the photon arrival rate. A smaller time constant implies a detector with a faster response and ability to capture variations in the photon flux dynamics, as long as it does not impact the spacecraft performance (e.g., data rate, avionics, etc.).

### 2.2 Filling the gaps with Micro-Spec

To attain the goals outlined in Table 2.2 and fill in the gaps in the current state of the art, a high-performance integrated spectrometer module, $\mu$-Spec, is being developed for use on space-borne telescopes such as SPICA [53] or high-altitude balloon-borne far-IR payloads.

More in detail (Fig. 2.1), $\mu$-Spec operates in the 450–1000-μm (300–650-GHz) spectral range. In $\mu$-Spec, the incoming radiation collected by the telescope is coupled to the spectrometer through a broadband dual-slot antenna used in conjunction with a hyper-hemispherical silicon lens and directed to a series of power splitters and a delay network made of superconducting microstrip transmission lines. The delay network creates a retardation across the input to a planar waveguide multimode region which has two internal phased arrays, one for transmitting and one for receiving the radiation as a function of wavelength. Ab-
sorber structures lining the multimode region terminate the power emitted into large angles or reflected from the receiver antenna array. The radiation is coupled to the multimode region via an array of planar feed structures, which concentrate the light along the focal surface with different wavelengths at different locations. The outputs are connected to a bank of order-sorting filters which terminate the power in an array of microwave kinetic inductance detectors (MKIDs) for detection. Read-out is done using conventional homodyne techniques and commercial field-programmable gate array (FPGA)-based software-defined radios (SDRs) [62,63]. μ-Spec can be used in a modular fashion by assembling several identical spectrometers to perform multi-object spectrography.

One of the techniques adopted for μ-Spec is the use of monocrystalline silicon combined with superconducting materials, which reduce losses to a minimum. This provides a necessary prerequisite to attain the required background-limited sensitivity (NEP < 10^{-20} W/√Hz) at a resolution $R \geq 1200$, thus potentially making μ-Spec four orders of magnitude more sensitive than its most capable predecessors (Fig. 2.2).

![Figure 2.2: Sensitivities of state-of-the-art ground and space telescopes. Adapted from [64].](image-url)
The instrument is integrated on a 100-mm-diameter silicon chip. This size reduction is achieved through the use of single-mode microstrip transmission lines, which can compactly be folded on the silicon wafer and reduce the required physical line length by a factor of the material's effective refractive index. Specifically, a transmission line is a distributed-parameter network whose dimensions are on the order of microwave or submillimeter wavelengths. Because of this, the phase of a voltage or current varies greatly over the physical extent of the transmission line. This is opposed to the behavior at lower frequencies, where the wavelengths are large enough that there is insignificant phase variation across the dimension of the electrical component (a lumped-element circuit). At higher frequencies, instead, the wavelengths are much shorter than the dimensions of the device and Maxwell's equations simplify to the geometrical optics regime [65]. A microstrip line is a type of planar transmission line, whose geometry can be seen in Fig. 2.3. A conductor of width $W$ is printed on a grounded dielectric substrate of thickness $d$ and relative permittivity $\varepsilon_r$. This structure can be fabricated by photolithographic processes and integrated with other active or passive microwave devices. The material's effective dielectric function, $\varepsilon_{r,\text{eff}}$, is a weighted combination of the dielectric functions of both the substrate and the air around the structure: $\varepsilon_{r,\text{eff}} = q_s \varepsilon_r(\text{substrate}) + (1 - q_s) \varepsilon_r(\text{air})$, where $q_s$ represents the dielectric filling fraction of the substrate. The effective dielectric function can be interpreted as the dielectric function of a homogeneous material that replaces both the air and the substrate [65]. The dielectric filling fraction is defined as $q_s = (F + 1)/2$, where $F$ depends only on the substrate thickness and the superconductor width, but not on the substrate dielectric function, $\varepsilon_{r,\text{eff}}$ [66].
As for the choice of the instrument operational spectral range, apart from being of scientific interest for all of the reasons described in Chapter 1, it also lies below the gap frequency of the superconductors that are being considered for the development of the transmission lines. These include niobium (Nb), niobium-titanium nitride (NbTiN), and molybdenum nitride (MoN), with critical temperatures of 9.3 K, 17.1 K, and 5 to 12 K, respectively. In particular, unless a low-loss superconductor with a gap larger than NbTiN becomes available, the technology is confined to wavelengths $\lambda > 250$ μm.

The predicted sensitivity of the instrument can be achieved by employing an array of low-noise ($\text{NEP} < 10^{-20}$ W/√Hz) direct (incoherent) detectors and reducing the stray light falling on the detectors. Direct detectors are promising because they are not affected by quantum noise caused by spontaneous photon emission. In our case, because the infrared thermal background is their dominant source of noise, they are background-limited and photon counting is possible at least in principle [67]. In addition, superconducting materials exhibit extremely low losses below their critical temperature, and thus represent a crucial element for this type of technology, as explained above.

The reduction in stray light is accomplished by coupling the spectrum efficiently to the optical system via a hyperhemispherical lens (Fig. 2.1). Since the only input to the instrument is through its broadband antenna, it provides unique protection of the low-NEP detectors from their surrounding environment. In other words, μ-Spec will be an integrated spectrometer as it has this feature designed in from its conception, thereby overcoming the challenge of controlling undesired radiation in this type of sensitive detectors.

Finally, augmenting the number of μ-Spec modules will allow for multi-object spectroscopy as each module can independently analyze the light coming from different objects. As for the maximum number of modules that can be accommodated, the limiting factor is the power constraints as well as the efficiency and volume available for the electronics, both warm and cold. The warm electronics requires further study as no flightworthy electronics systems for the instrument detectors has been built. High electron mobility transistor (HEMT) amplifiers for use in space can be produced with noise temperature of 3 K for about 2 mW of power dissipation at 4 K [68–70]. With 1000 resonators per GHz, this would be
sufficient for a few thousand detectors. In order to increase the number of detectors, studies will be necessary to explore alternatives for minimizing power dissipation. This, however, is beyond the scope of the work described here and can be addressed when more information becomes available on the specific type of mission that will require to fly the p-Spec technology (e.g., a space telescope or an atmospheric balloon).

2.3 Thesis objectives

Figure 2.4 below is a simplified representation of Fig. 2.1, which shows the different subsystems of p-Spec. The specific contributions of this thesis work look at the delay network, the multimode region, and the detector subsystems.

![Block diagram of the p-Spec module](image)

Figure 2.4: Block diagram of the p-Spec module. The filter banks have been omitted in the Detectors box for clarity. The red box identifies the three subsystems object of this thesis work.

The primary technical questions which must be answered to enable the p-Spec technology are the following:

1. What is the dielectric loss in the microstrip transmission lines over the required spectral range (300–650 GHz)? How does it differ for amorphous and monocrystalline materials? Which materials would be best suited to maximize the coupling efficiency in the system?

2. Does there exist a feasible design of a spectrometer that meets the requirements in Table 2.2? What are the trade-offs involved in this design? How can the instrument performance be optimized in terms of coupling efficiency and spectral purity?

3. What are the propagation properties of the microstrip transmission lines made of superconductors such as molybdenum nitride and niobium? These parameters are needed for the design of the detectors and read-out system. Can the determination and accuracy of these parameters be improved, and how?
The main objective of this thesis is to explore the feasibility of this new technology concept and develop the necessary tools to answer these questions. The approach followed is summarized below.

1. To study the loss of dielectric materials to be used as substrates in the microstrip transmission lines, analytical models and numerical algorithms have been developed to extract the dielectric function of these materials from laboratory transmission data as a function of frequency. The final result is a database of infrared dielectric properties of silicon-based materials with applications in spectrometry and detectors development, such as silicon nitride, silicon oxide, and single-crystal silicon.

2. To find feasible designs for an ultracompact (10 cm²) spectrometer that satisfy the requirements in Table 2.2, an optical design methodology has been developed for the spectrometer diffractive region over the 450–1000-μm wavelength range. This methodology is used to explore the design space and find optimal solutions that simultaneously maximize the instrument throughput and minimize the phase error on the focal plane. Several designs have been found and the following five case studies are examined in detail:
   - A proof of concept of a low-resolution (R = 65), first-order design to be used to build and test a spectrometer prototype
   - Four medium/high-resolution (R > 250), higher-order designs optimized to yield a nearly 100% throughput and maximize the focal plane utilization for potential use on flight missions

3. To study the properties of the superconducting materials employed in the transmission lines and detectors, analysis and calibration techniques have been developed for superconducting resonators commonly employed in MKIDs, with particular attention to what causes performance degradation (e.g., two-level systems mentioned in Chapter 5).
2.4 Thesis outline

The presentation of this thesis will guide the reader through each of the three subsystems illustrated in Fig. 2.4. Each chapter will be articulated as follows: question(s) to be answered, brief review of the state of the art, summary of specific current technology gaps, description of the found solution with details of the adopted methodology, and review of the results.

Chapter 3 will address Question 1 by describing the models developed and used to extract the dielectric properties of two amorphous materials, namely, silicon nitride and silicon oxide. Their derived loss is compared to that of single-crystal silicon data from the literature to show that low-loss monocrystalline materials will be necessary in the transmission lines.

Chapter 4 will address Question 2 and will describe in detail the design of the μ-Spec multimode region with all the trade-offs involved. A discussion of the numerical methods used will also accompany the discussion as a complement to the challenges encountered to solve large complex systems of equations.

Chapter 5 will address Question 3 by presenting novel analysis and calibration techniques for superconducting resonators that compose the μ-Spec detectors. A phenomenological model is first presented for the computation of the resonators’ quality factors and central frequencies. An ABCD-matrix approach is then proposed to validate the phenomenological model and extract more detailed information on the resonators’ internal structure.

Finally, Chapter 6 will summarize the main findings of this thesis work and discuss possibilities for future work.
Chapter 3

μ-Spec transmission lines: materials characterization

Question 1: What is the dielectric loss in the microstrip transmission lines over the required spectral range (300–650 GHz)? How does it differ for amorphous and monocrystalline materials? Which materials would be best suited to maximize the coupling efficiency in the system?

The μ-Spec power divider, delay network, and detectors are all realized through microstrip transmission lines (Fig. 2.4). As shown in Section 2.2, these are generally characterized by a dielectric substrate holding a thin layer of conducting material etched in the substrate surface through photolithographic processes. To reduce materials losses in such high-sensitivity systems, it is crucial to employ superconducting materials and single-crystal dielectric substrates.

In superconductors, electrical currents can flow without resistance below a characteristic critical temperature, thereby minimizing losses in the energy through the material. Examples of superconductors are aluminum, molybdenum, niobium, titanium, mercury, zinc, or alloys such as niobium-titanium, molybdenum-nitride, and magnesium diboride, each characterized by its own critical temperature usually below 40 K. Niobium, niobium-titanium-nitride, and molybdenum nitride have been chosen as possible candidates for μ-Spec, because their conduction bands lie within the spectral range of interest, their critical temperatures are
attainable without requiring sophisticated cooling systems, and they can be handled safely.

In single-crystal dielectrics, the crystal lattice of the entire solid is continuous and without grain boundaries. The grain boundaries are defects in the crystal structure which tend to decrease the electrical and thermal conductivity of the material and are important to many of the mechanisms of creep. The absence of similar defects confers monocrystalline materials unique mechanical, optical, and electrical properties, making them an important resource for many industrial applications, especially in electronics and optics. In addition, they are suited to reach optimal sensitivities because they reduce losses and noise associated with two-level systems typically found in amorphous (non-crystalline) materials (see Sec. 5.1).

This chapter will address the characterization of the dielectric properties of amorphous silicon compounds through the derivation of their complex dielectric functions over the frequency range of interest (the far-infrared, in this case) from measured transmission data. These complex dielectric functions will then be compared with those of single-crystal silicon samples that were previously analyzed by the author [71, 72] or that can be found in the literature [73, 74]. This will serve as a comparison of materials with distinct properties and applications, and it will show the superiority of monocrystalline silicon.

To perform this study, the transmission of these materials samples was measured in the infrared through Fourier Transform Spectroscopy (FTS). Appropriate mathematical models were then used to fit these data and extract the materials’ complex dielectric functions. The mathematical models and numerical methods employed to analyze the transmission measurements have been developed by the author and discussed in [32, 33, 75, 76]. The next two sections report specifically on the characterization of amorphous silicon-nitride samples, as described in [75] (Sec. 3.2), and silicon-oxide membranes (Sec. 3.3). The characterization of the superconducting materials is addressed in detail in Chapter 5, since it requires different measurement approaches and analysis techniques.

### 3.1 The complex dielectric function

The electromagnetic response of a material as a function of frequency, \( \omega \), is represented by its relative permittivity, \( \varepsilon_r(\omega) = \varepsilon'_r(\omega) + i \varepsilon''_r(\omega) \), defined as the ratio of the material’s complex
absolute permittivity (or complex dielectric function), $\varepsilon(\omega)$, to the vacuum permittivity, $\varepsilon_0$.

From a physical perspective, the absolute permittivity defines the material’s polarizability (i.e., the average dipole moment per unit volume) relative to the incident electric field. Its real part determines the phase velocity in the material, while its imaginary part the attenuation of electromagnetic waves passing through the medium.

The real and imaginary components of the complex refractive index, $N = n + i\kappa$, can readily be derived from those of the complex dielectric function as follows:

$$n = \sqrt{\frac{\varepsilon'_r^2 + \varepsilon''_r^2 + \varepsilon'_r}{2}}, \quad \kappa = \sqrt{\frac{\varepsilon'_r^2 + \varepsilon''_r^2 - \varepsilon'_r}{2}}, \quad (3.1)$$

assuming the material to be nonmagnetic ($\mu = \mu_0$).

H. A. Lorentz developed a classical theory for the complex dielectric function, in which electrons and ions are treated as harmonic oscillators subject to an elastic force, a damping force, and the driving force of the applied electromagnetic field. The model assumes the atoms to be a collection of identical, independent, isotropic, harmonic oscillators with a certain mass and charge. The equation of motion of these oscillators can therefore be expressed as a second-order differential equation. The oscillatory solution, with the same frequency as the driving field, can readily be related to the material’s polarizability, and thus to the complex dielectric function. A more in-depth description of this theory is provided in [6], where other models are also discussed, such as the Drude model for free-electron metals or the Debye relaxation model for polarizing matter with permanent (as opposed to induced) electric dipoles. More models exist in the literature [77, 78], some of which will be described in the next sections.

### 3.2 Analysis of the dielectric properties of silicon nitride thin films

The study of the infrared dielectric properties of silicon nitride thin films was presented by the author and collaborators in [75]. It is reported in the remainder of this section as found
in this reference, with minor edits to improve clarity.

“Silicon nitride films are amorphous, highly absorbing in the mid-IR [79], and their general properties are functions of composition [80, 81]. Silicon nitride thin films are commonly employed in the microfabrication of structures requiring mechanical support, thermal isolation, and low-loss microwave signal propagation [82–85]. The optical tests were performed on samples having membrane thicknesses of 0.5 and 2.3 μm with an uncertainty of 3%.

The dielectric response is represented as a function of frequency, ω, by the classical Maxwell-Helmholtz-Drude dispersion model [77]:

\[
\hat{\varepsilon}_r(\omega) = \varepsilon_\infty + \sum_{j=1}^{M} \frac{\Delta \hat{\varepsilon}_j \cdot \omega_{rj}^2}{\omega_{rj}^2 - \omega^2 - i\omega \Gamma_j'(\omega)}
\]

(3.2)

where \( M \) is the number of oscillators and \( \varepsilon_r = \varepsilon_r' + i \varepsilon_r'' \) is a complex function of \((5M + 2)\) degrees of freedom, which are as follows: the contribution to the relative permittivity \( \varepsilon_\infty = \varepsilon_{M+1} \) of higher lying transitions, the difference in relative complex dielectric constant between adjacent oscillators \( \Delta \hat{\varepsilon}_j = \hat{\varepsilon}_j - \hat{\varepsilon}_{j+1} \) which serves as a measure of the oscillator strength, the oscillator resonance frequency \( \omega_{rj} \), and the effective Lorentzian damping coefficient \( \Gamma_j' \), for \( j = 1, ..., M \). For the silicon nitride films analyzed, the following functional form was used to specify the damping:

\[
\Gamma_j'(\omega) = \Gamma_j \exp \left[ -\alpha_j \left( \frac{\omega_{rj}^2 - \omega^2}{\omega \Gamma_j} \right)^2 \right]
\]

(3.3)

where \( \alpha_j \) allows interpolation between Lorentzian (\( \alpha_j = 0 \)) and Gaussian wings (\( \alpha_j > 0 \)) similar to the approach in [86]. The form indicated above enables a more accurate representation of relatively strong oscillator features.

The impedance contrast between free space and the thin-film sample forms a Fabry-Perot resonator. The observed transmission can be modeled [87] as a function of the dielectric response [Eq. (3.2)], thickness, and wavenumber. The dielectric parameters were solved by means of a non-linear least-squares fit of the transmission equation to the laboratory FTS data. Specifically, a sequential quadratic programming (SQP) method with computation of
Figure 3.1: Room-temperature transmission of a silicon nitride sample 0.5 μm thick: measured (grey), model (black dotted), and residual (red). The shaded band's width delimits the estimated 3σ measurement uncertainty. A 30 GHz (1 cm⁻¹) resolution is employed for the measurement. The insert depicts the geometry of the SiNx membrane and micro-machined silicon frame. Adapted from [75].

the Jacobian and Hessian matrices [88, 89] was implemented. The merit function, $\chi^2$, was used in a constrained minimization over frequency as follows:

$$\min_{\text{DOF}} \chi^2 = \min_{\text{DOF}} \sum_{k=1}^{N} \left[ T(\tilde{\epsilon}_r(\omega), h) - T_{\text{FTS}_k} \right]^2$$  \hspace{1cm} (3.4)

where $N$ is the number of data points, $T$ the modeled transmittance, $T_{\text{FTS}}$ the measured transmittance data, and $h$ is the measured sample thickness. We are guided by the Kramers-Kronig relations in defining constraints for a passive material: $|\varepsilon_j| > |\varepsilon_{j+1}|$, $\varepsilon_j'' > 0$ and $\varepsilon_r(0) = \varepsilon_1$ [90]. [The Kramers-Kronig relations ensure causality, so that the light cannot be reflected or absorbed by a system before the arrival of the primary light wave.] For accurate parameter determination the sample should have uniform thickness, be adequately

$^1$The transmission cannot be zero, because if it were the field must vanish throughout the space. This would not be possible when a multilayered stack, as is the case here, is illuminated by a plane wave [91].
Figure 3.2: Measured (solid grey) and model (black dotted) transmission for a 3-layer stack of silicon nitride samples 2.3 μm in thickness with 998-μm intermembrane delays which complements the data shown in Fig. 3.1. The sample response in the far-infrared was acquired with a resolution of 3 GHz (0.1 cm⁻¹). Adapted from [75].

Figure 3.1 illustrates the measured and modeled results obtained from the analysis of a 0.5-μm-thick sample. The peak residual in the transmittance is less than 3% and the 3σ = 0.023 uncertainty band indicated corresponds to the 99.7% confidence level. The standard deviation adopted for the measured data, σ, was estimated assuming the errors as transparent to achieve high signal-to-noise, and have diffuse scattering as a sub-dominant process. The method requires an a posteriori numerical verification for Kramers-Kronig consistency. In the example presented here, a numerical Hilbert transform [92] of ε'_r(ω) reproduces ε''_r(ω) to within 2% (Fig. 3.3). An alternative method employing reflectivity and phase allows a priori Kramers-Kronig consistent results [93]. However, given the details of the thin-film samples and available instrumentation, this approach was not implemented.
a function of frequency are uniform and have a reduced $\chi^2$ equal to unity. An additional uncertainty in the FTS normalization influences the dielectric response function at the 1% level. In addition to the channel spectra, the observed spectrum shows two predominant features at 12 THz and 25 THz. Simulations with $M = 2$ oscillators lead to a peak residual on transmission of 5% and do not enable recovery of the resonance at 25 THz. Using 5 oscillators satisfactorily recovers the observed transmittance and reduces the peak residual by a factor of 4.4. When the resonator's quality factor, $Q_{\text{eff}} = \omega_j / \Gamma_j$, is greater than 5, the data were not reproducible by either a pure Lorentzian oscillator or Eq. (4.6) in [86]. In these regions, the peak transmission residuals were decreased by a factor $\sim 2$ through the use of Eq. (3.3).

In Fig. 3.3 the values of the real and imaginary components of the dielectric function are illustrated as a function of frequency. The uncertainty in $\varepsilon_r$ was propagated and computed as described in [94]. Table 3.1 contains a summary of the best fit parameters for 5 oscillators, which can be used to reproduce the data shown in Fig. 3.3.

**Table 3.1**: Fit parameter summary for the analyzed silicon nitride sample (Adapted from [75])

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\varepsilon_j'$</th>
<th>$\varepsilon_j''$</th>
<th>$\omega_{\gamma_j}/2\pi$ [THz]</th>
<th>$\Gamma_j/2\pi$ [THz]</th>
<th>$\alpha_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.582</td>
<td>0</td>
<td>13.913</td>
<td>5.810</td>
<td>0.0001</td>
</tr>
<tr>
<td>2</td>
<td>6.754</td>
<td>0.3759</td>
<td>15.053</td>
<td>6.436</td>
<td>0.3427</td>
</tr>
<tr>
<td>3</td>
<td>6.601</td>
<td>0.0041</td>
<td>24.521</td>
<td>2.751</td>
<td>0.0006</td>
</tr>
<tr>
<td>4</td>
<td>5.430</td>
<td>0.1179</td>
<td>26.440</td>
<td>3.482</td>
<td>0.0002</td>
</tr>
<tr>
<td>5</td>
<td>4.601</td>
<td>0.2073</td>
<td>31.724</td>
<td>5.948</td>
<td>0.0080</td>
</tr>
<tr>
<td>6</td>
<td>4.562</td>
<td>0.0124</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to characterize the long-wavelength portion of the dielectric function, Fabry-Perot resonators were realized from 1-, 2-, and 3-layer samples. Representative data for the 3-layer resonator stack is presented in Fig. 3.2. A multilayer transfer matrix analysis [87] is used to extract the dielectric function using the measured SiNx (2.3 μm) and silicon spacer (998 μm) thicknesses. The circular symbols at 1.5 THz and 2.5 THz indicated in Fig. 3.3 were computed from a composite analysis of the 3 Fabry-Perot measurement sets. The horizontal range indicates the data used in each fit. The best estimates are $\varepsilon_r \approx 7.6 + i0.08$ over
the range 2-3 THz and $\varepsilon_r \approx 7.6 + i 0.04$ over 0.4-2 THz. The real component of the static dielectric function derived from the data is in agreement with prior reported parameters for this stoichiometry [85]. As shown in Fig. 3.3, the measurements are internally consistent and represent roughly a factor-of-three reduction in uncertainty relative to prior infrared SiN$_x$ measurements identified by the authors [79–81]. The dielectric parameters reported here are representative of low-stress SiN$_x$ membranes encountered in our fabrication and test efforts.” [75]
3.3 Analysis of the dielectric properties of silicon oxide membranes

Amorphous silicon oxide is commonly used as a microwave dielectric medium due to its relatively low loss, insulating properties, and compatibility with microfabrication processing [95, and references therein]. A 1-μm-thick silicon oxide membrane was employed in an experiment to measure its transmission properties. The transmission data are shown in Fig. 3.4, where several large and strong resonators can be seen at frequencies below 40 THz along with some smaller resonators between 40 and 100 THz.

![Transmission plot](image)

**Figure 3.4:** Room-temperature transmission of a silicon oxide sample 1.0 μm thick: measured (grey), model (black dotted), and residual (red). The shaded band’s width delimits the estimated 3σ measurement uncertainty. The orange dots represent the location of the 17 resonators used in the model. A 30 GHz (1 cm⁻¹) resolution is employed for the measurement.

The model presented in Section 3.2 was initially used for the analysis of this dataset, but singularities were seen in the extracted dielectric function’s imaginary component at
approximately 40 and 110 THz. These singularities translated into cusps (i.e., changes in the first derivative) in the transmission function in Fig. 3.4 at those same frequencies. For the dataset analyzed, this behavior was found to be caused by the following factors:

1. Values of $\alpha_j > 10^{-5}$. Figure 3.5 illustrates simulated dielectric-function data for $\alpha = 10^{-5}$. It can be seen that the dielectric function (blue line) loses support as its wings fall off rapidly and fail to cover the spectral range of interest.

2. $\mathbb{Im}\{\Delta \varepsilon_j\} = \Delta \varepsilon''_j > 10^{-4}$. This was found to have the same effect as $\alpha_j$ discussed above and would sometimes lead to resonators with a negative imaginary component. The set of constraints that enforce a positive imaginary part for each of the $M$ resonators in Eq. (3.2) reads as follows:

$$
\begin{align*}
\Delta \varepsilon''_j \cdot \frac{\omega^2_{\tau_j} - \omega^2}{\omega \Gamma'_{\tau_j}(\omega)} \geq -1, \quad &j = 1, \ldots, M \\
\Delta \varepsilon'_j \geq 0, \quad &j = 1, \ldots, M
\end{align*}
$$

(3.5)

It can be seen from the first of Eqs. (3.5) that the ambiguity in the solution arises from the second-order terms in the numerator $(\omega^2_{\tau_j} - \omega^2)$ having both positive and negative roots. These roots, if left unconstrained, could in principle violate Eqs. (3.5), which ensure that the material is passive. This is opposite to what happens in the damping coefficient defined in Eq. (3.3), where the terms $(\omega^2_{\tau_j} - \omega^2)$ are squared and the sign of these roots is uninfluential.

Imposing the above-mentioned lower bounds on $\alpha_j$ and the constraints expressed in Eqs. (3.5), however, increased the computational time enormously and made it impractical to improve the fit to the transmission data when working with more than 6 resonators.

The Brendell-Bormann model [78] was found to be capable of reproducing the large and strong resonators without running into similar computational problems. Its advantages lie in the ability to generate bell-shaped (= larger), asymmetrical resonators whose wings can fall off at different rates imposed by $\Gamma$ and whose imaginary component is always positive by construction. This is achieved by replacing a Lorentzian oscillator with a superposition
of an infinite number of resonators as follows:

$$\varepsilon_r(\omega) = \varepsilon_\infty + \sum_{j=1}^{M} \frac{1}{\sqrt{2\pi} \sigma_j} \int_{-\infty}^{+\infty} \exp \left[ -\frac{(x - \omega_{T_j})^2}{2\sigma_j^2} \right] \times \frac{f_j \omega_{T_j}^2}{(x^2 - \omega^2) + i\omega \Gamma_j} \, dx. \quad (3.6)$$

The $\sigma_j$ parameter enables a continuous change in the absorption line shapes which range from a purely Lorentzian when $\sigma_j \approx 0$ to a nearly Gaussian for $\Gamma_j \approx 0$. The strength of each resonator is given by $f_j$ and its resonance frequency by $\omega_{T_j}$. In Eq. (3.6), $\Gamma_j$ is a real number and does not depend on frequency. The Brendell-Bormann model satisfies the Kramers-Kronig relations by construction. A comparison is given in Figs. 3.5 and 3.6 of the three discussed dielectric function models, i.e., a pure Lorentzian as given by Eq. (3.2) with $\Gamma'(\omega) = \Gamma$, the modified Lorentzian with Eq. (3.3), and the Brendell-Borman model given by Eq. (3.6). The two latter models degenerate into a pure Lorentzian when $\alpha_j = \Delta\varepsilon''_j = 0$ and $\sigma_j \approx 0$, respectively\(^2\). Similarly, it was verified that they can replicate each other with an appropriate choice of parameters.

The integrals in Eq. (3.6) can be calculated analytically through Eqs. (5)-(6)-(7) found in [78]. The analysis of the measured transmission data in Fig. 3.4 was done by minimizing the same merit function defined in Eq. (3.4) and performing a non-linear least-squares fit of the transmission equation to the laboratory data with 17 resonators. A sequential quadratic programming (SQP) algorithm was implemented with finite-difference computation of the Jacobian and Hessian matrices. In addition, given the variables differ from each other by several orders of magnitude, a scaling of the variables and constraints was done at each iteration to condition the problem and speed convergence.

The modeled results for the transmission are shown in Fig. 3.4 with the measured data. The peak residual in the transmission is less than 1.3% and the $3\sigma = 0.0134$ uncertainty band indicated corresponds to the 99.7% confidence level. The standard deviation adopted for the measured data, $\sigma$, was estimated assuming that the errors as a function of frequency are uniform and have a reduced $\chi^2$ equal to unity. An additional uncertainty in the FTS normalization influences the dielectric response function at the 1% level. In Fig. 3.7 the values of the real and imaginary components of the dielectric function are illustrated as a

\(^2\)Equation (3.6) degenerates when $\sigma_j = 0$. 
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\( (a) \alpha = 10^{-5}, \sigma = 1, \Gamma/\Gamma_0 = 1/3, \) where \( \Gamma_0 \) refers to the Lorenztian (black).

\( (b) \alpha = 10^{-5}, \sigma = 300, \Gamma/\Gamma_0 = 1, \) where \( \Gamma_0 \) refers to the Lorenztian (black).

**Figure 3.5:** Real and imaginary parts of simulated dielectric functions for the three models discussed.
(a) $\alpha = 10^{-5}, \sigma = 1, \Gamma / \Gamma_0 = 1/3$, where $\Gamma_0$ refers to the Lorentzian (black).

(b) $\alpha = 10^{-5}, \sigma = 300, \Gamma / \Gamma_0 = 1$, where $\Gamma_0$ refers to the Lorentzian (black).

Figure 3.6: Simulated transmission functions for the three models discussed.
function of frequency. The uncertainty in \( \varepsilon_r \) was propagated and computed as described in [94]. The complex refractive index was computed through Eq. (3.1) and its real and imaginary components, \( n \) and \( \kappa \) respectively, are shown in Fig. 3.8.

A comparison of these \( n \) and \( \kappa \) values with data in the literature [95, and references therein] shows that above 100 THz the absorption index, \( \kappa \), is nearly one order of magnitude higher (Fig. 3.8). This may be ascribed to two factors. First, from an analysis perspective it was noticed that, without constraints on the resonator widths, \( \Gamma_j \), the algorithm would converge to acceptable solutions by making the strongest resonators, namely, those below 40 THz (see Fig. 3.7), too wide. From Fig. 3.5a, this is equivalent to having slowly-dying
Figure 3.8: Real and imaginary parts of the complex refractive index of silicon oxide as extracted from the data shown in Fig. 3.4. Data from the literature [95, and references therein] are overlaid for comparison. The differences between each dataset are to be ascribed to sample diversity among the various authors.

wings. In this initial unconstrained optimization with 9 resonators, the wings were too high to even achieve $\varepsilon''$ values less than $10^{-3}$ above 100 THz. To enable the wings of such resonators to die out faster, their widths were given appropriate upper bounds so as to make the resonators narrower. Consequently, the number of resonators was increased from 9 to 17 to maintain the residual on the transmission data in Fig. 3.4 below 2%. This strategy enabled achieving the results presented in Figs. 3.7 and 3.8, where the wings of $\varepsilon''$ and $\kappa$ appear to vary within an order of magnitude from the data reported in the literature. Further increasing the number of resonators did not lead to substantial improvements, while making the computational effort larger. The second factor to keep in mind when comparing data with those available in the literature is that the samples used in this type of experiments may
differ from one another in terms of stoichiometric composition and level of purity. This can certainly affect the resulting measurements and extracted parameters, leaving one without any expectation of perfect matching between two or more datasets. Considering the spectral range defined in Table 2.2, however, only data below 10 THz are useful for the purposes of this thesis work or other terahertz applications.

### 3.4 Summary of findings

Models were developed and used to compute the complex dielectric function of amorphous materials. The numerical properties of the algorithms implemented were studied in detail and used to guide convergence toward physically meaningful solutions.

The complex dielectric functions of the silicon nitride and silicon oxide samples analyzed in this chapter exhibit several spectral features which are associated with transition modes and provide insights into each material’s behavior. Over the frequency range analyzed, silicon nitride shows fewer narrower lines than silicon oxide, but it is important to note that all these features do not vary substantially with temperature, given the amorphous nature of the materials.

Conversely, over the same frequency range (1–300 THz), monocrystalline silicon is characterized by a complex dielectric function with a constant real part approximately equal to 11.67 and an imaginary part no greater than \( \approx 10^{-3} \) at room temperature [71–74]. The dominant spectral features in the silicon’s dielectric function are in fact further removed in frequency than those found in silicon oxide and silicon nitride for the millimeter wave band of interest. In addition, the spectral line widths decrease and their sharpness increases with decreasing temperature, a characteristic which play a crucial role at cryogenic temperatures when looking for low-loss materials.

In conclusion, given these low loss values and the uniformity in the material’s response, single-crystal silicon substrates are to be preferred over silicon nitride and silicon oxide when developing such high-sensitivity technologies as \( \mu \)-Spec. The spectrometer itself can be used to measure the single-crystal silicon’s spectral features previously mentioned at cryogenic temperatures.
Chapter 4

μ-Spec multimode region: design and analysis

Question 2: Does there exist a feasible design of a spectrometer that meets the requirements in Table 2.2? What are the trade-offs involved in this design? How can the instrument performance be optimized in terms of coupling efficiency and spectral purity?

To answer these questions, a design methodology was developed to efficiently generate solutions that satisfy given requirements on spectrometer size and spectral range. This methodology allows one to explore the trade-space of all feasible solutions and select those that optimize specific figures of merit. In addition, a model was developed to compute the instrument coupling efficiency and derive other parameters of interest, such as the interchannel power isolation and antenna directivity. This chapter will first present a review of previous spectrometer technologies and will illustrate how μ-Spec differs from them. The reader will then be guided through the details of the design methodology and its application to five case studies.
4.1 Literature review of spectrography

μ-Spec is a transmission spectrometer whose function can be compared to a grating spectrometer [96], where a plane wave is reflected from a grating, which is an optical component with a periodic structure that splits the wave into its spectral components and diffracts them into beams traveling in different directions (Fig. 4.1). Gratings usually consist of rulings and the phase of each partial wave scattered from the rulings is a linear function of position across the grating. This approach is defined as passive spectroscopy because the radiation is observed without changing it, as opposed to active spectroscopy in which the radiation is perturbed to enhance or alter its emission.

![Figure 4.1: Geometry of the Rowland grating. The primary beam (grey) enters the Rowland circle through an input and is diffracted and dispersed by a grating. The beams associated with different orders ($M = 0, 1, -1, \ldots$) are seen on the focal plane, where a detector array is located to intercept the first-order beams.](image)
Though remaining a passive spectrometer, µ-Spec does not have rulings. These are replaced by planar feed structures and transmission lines which set the phase delay at the input of its diffractive (multimode) region. Such planar feed structures do not alter the incoming radiation. Figure 4.2 shows an overview of past and current spectrometric technologies, which will be reviewed in detail in the remainder of this section.

In a Rowland spectrometer [96], the light from an input illuminates the grating, whose facets are positioned on a circle of radius \(2R\) (Fig. 4.1). The grating diffracts and focuses the radiation to an arc (the focal curve or focal plane) lying approximately on a circle of radius \(R\), called the Rowland circle. The detectors are located on the focal plane to analyze the diffracted light. The required phase retardation is generated by reflection from the grating grooves, which can therefore be positioned in such a way as to provide perfect
(stigmatic) performance (i.e., zero phase error) at specific frequencies on this detector arc. In the Rowland design [96,97], the grating facets are equally spaced, but higher performance can be achieved by allowing their position to vary and be optimized so that for two stigmatic frequencies the change in path length from one facet to the next results in a phase shift of exactly $2\pi$ [98–100].

An example of planar Rowland grating architecture is Z-Spec [102–105], in which the propagation of light occurs in parallel-plate waveguides. Specifically (Fig 4.3), Z-Spec is a broadband, millimeter-wave, direct-detection spectrometer which uses 160 silicon-nitride micromesh bolometers and is cooled to < 100 mK to achieve background-limited performance with a resolution of about 300. Parallel-plate waveguides consist of two flat plates (or
strips) separated by a distance much smaller than their width; a dielectric material fills the region between the two plates. The use of a parallel-plate waveguide propagation medium, therefore, allows Z-Spec to be much more compact than a Rowland spectrometer, though it still remains $\sim 55$ cm wide. Z-Spec has been proposed for use in the Background-Limited Infrared-Submillimeter Spectrograph (BLISS). BLISS employs transition-edge-sensor (TES) bolometers and is characterized by the following performance [106]: $\lambda \sim 38-430 \mu$m, $\mathcal{R} \sim 700$, $\text{NEP} \sim 5 \times 10^{-20}$ W/$\sqrt{\text{Hz}}$. With this performance characteristics, BLISS promises to optimize capability for spectroscopic follow-up of distant galaxies with unknown redshifts and become an important capability for SPICA [53]. However, this performance levels do not appear to fully meet the requirements for new astrophysical technology development shown in Table 2.2. In addition, its large size determined by the Z-Spec modules makes BLISS sub-optimal when compared with more compact spectrometers.

A last comparison can be made with one-dimensional bootlace lenses found in microwave practice [107–110]. A bootlace lens is made of a feed array, an inner surface array, and a radiating array whose elements are connected to those of the inner surface array by transmission lines. $\mu$-Spec builds upon this technology for submillimeter wave applications.

To conclude this review of spectrography’s state of the art, it is worth mentioning the development of narrow-band filter-bank spectrometers, which are used at millimeter wavelengths and do not rely on optical interference as in grating or Fabry-Perot spectrometers. Examples are SuperSpec [111–113], the Delft SRON High-redshift Mapper (DESHIMA) [114, 115], the CAMbridge Emission Line Surveyor (CAMELS) [116], and similar alternatives realized in rectangular waveguides (e.g., W-Spec [117]).

### 4.2 Design methodology

The design of the spectrometer multimode region was performed by building upon existing methods. Specifically, in the case of the Rowland spectrometer [96], two points on the focal surface can be chosen with wavelengths assigned to them. The $x$ and $y$ positions of the grooves in the grating can be selected to provide zero phase error at each of these points on the focal plane, which are called stigmatic points (see for example [102]). A similar constructive
approach can be used in the case of \( \mu \)-Spec, where each emitter has an additional degree of freedom, the phase shift at the radiator, which allows generating a third stigmatic point. When the position of the stigmatic points on the focal plane is not preselected but left as another degree of freedom, designs with four stigmatic points become possible.

In order to answer Question 2 presented at the beginning of this chapter, the design methodology for 2-stigmatic-point configurations was generalized to accommodate such additional degrees of freedom and employed to generate different designs. The following sections will describe the steps adopted and will illustrate five case studies.

### 4.3 Low-resolution 3-stigmatic-point solution

The design methodology was first developed for a prototype version with spectral resolution \( \mathcal{R} = 65 \) in first order \((M = 1)\). This is described in detail in [61] and is reported in almost its entirety in the remainder of this section (4.3) as found in the aforementioned reference, with minor edits to improve clarity.

“A prototype version with three stigmatic points was initially designed that would fit four spectrometers in a 100-mm silicon wafer, each in a 25-mm \( \times \) 25-mm region, with a maximum radius \( R = 1.25 \) cm. This choice is not optimal but enables several designs to be experimentally studied within a single mask set as well as the development of the required fabrication process. The overall design was therefore carried out with the parameters shown in Table 4.1, where values for an initial design (R65A) and its optimized version (R65B) here adopted as the baseline are shown.

The location of the three stigmatic points on the focal plane was fixed. As an initial step, one point was chosen at the center of the focal surface and two which are about 15\% in from each end of the focal surface (Fig. 4.4). In the case of the Rowland grating, the selection of the wavelengths at the two stigmatic points determines the dispersion of the grating. In \( \mu \)-Spec, the selection of the wavelengths of the three stigmatic points determines both the dispersion and the linearity of the dispersion of the system. A constraint on the selection is required if linear dispersion is desired. In the case described here, the stigmatic points and their associated wavelengths were picked to provide relatively linear dispersion
Table 4.1: Spectrometer parameter summary (Adapted from [61])

<table>
<thead>
<tr>
<th>Global Design Parameters:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum frequency, $f_1 = c/\lambda_{o1}$</td>
<td>450 [GHz]</td>
</tr>
<tr>
<td>Maximum frequency, $f_2 = c/\lambda_{o2}$</td>
<td>650 [GHz]</td>
</tr>
<tr>
<td>Silicon, relative permittivity, $\varepsilon_r$</td>
<td>11.7</td>
</tr>
<tr>
<td>Maximum wavelength in silicon, $\lambda_1 = \lambda_{o1}/\sqrt{\varepsilon_r\mu_r}$</td>
<td>195 [µm]</td>
</tr>
<tr>
<td>Minimum wavelength in silicon, $\lambda_2 = \lambda_{o2}/\sqrt{\varepsilon_r\mu_r}$</td>
<td>135 [µm]</td>
</tr>
<tr>
<td>Blaze point wavelength in silicon, $\lambda_B = \sqrt{\lambda_1\lambda_2}$</td>
<td>164 [µm]</td>
</tr>
<tr>
<td>Resolving power, $R$</td>
<td>65</td>
</tr>
<tr>
<td>Grating Order, $M$</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design Variation:</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of emitters, $N_e$</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>Number of receivers, $N_r$</td>
<td>47</td>
<td>65</td>
</tr>
<tr>
<td>Antenna array element spacing or pitch, $p$</td>
<td>179</td>
<td>161[µm]</td>
</tr>
<tr>
<td>Multimode region, physical radius, $R$</td>
<td>1.25</td>
<td>1.05 [cm]</td>
</tr>
</tbody>
</table>

Note: speed of light in vacuum, $c = 3.0 \times 10^8$ m/s.

and good imaging over the wavelength range of interest. The positions and wavelengths of the stigmatic points are free parameters and can be selected to optimize aspects of the instrument performance. A reasonable choice, which is adopted here, is to select points that minimize the overall root-mean-square (RMS) phase error for all spectrometer outputs.

Having chosen these nine parameters, i.e., the $x$ and $y$ coordinates of the three stigmatic points and their wavelengths, it is then possible to proceed with the determination of the locations and phase shifts of the radiators. The geometry of a Rowland spectrograph is taken as a starting point, with the radiators on a surface of radius $2R$, and the detectors on a circle of radius $R$ at a distance of $2R$ from the center of the radiators. The spacing of the radiators is not constrained and will be chosen to limit diffraction losses. The procedure begins with a first radiator near the center of the radiator circle. Next, after choosing an adjacent radiator, its position and differential phase are perturbed, which results in arriving at each of the three stigmatic points. This procedure is continued for the radiators on each of the delay lines. This method results in good optical performance, with zero phase error at the stigmatic points by construction, low RMS phase errors between the stigmatic points, and diffraction-limited performance in the multimode region over the design spectral range.

With these parameters, the design procedure described was implemented in MATLAB
Figure 4.4: Simplified representation of the grating geometry. On the left side three radiators can be seen, which point to the blaze point, B. The path from each radiator’s phase center to the first and second stigmatic points are also indicated by solid lines for the array’s $i^{th}$ and central reference feed. Adapted from [61].

through the goal attainment method of Gembicki [118]. This method was chosen because its implementation enables the resolution of vectorial equations subject to non-linear constraints which arise in the case presented in this paper. The following set of equations describes the propagation of light through the spectrometer,

$$F_m(x) = F_{m*}, \quad m = 1, \ldots, 3N_e,$$  \hfill (4.1)\

where $F_m$ represents the electrical delay which must be equal to $F_{m*}$, an integer multiple of the wavelengths, at the three stigmatic points. $N_e$ represents the number of radiators and $3N_e$ equations are needed to calculate the electrical delay of all radiators at each of the three stigmatic points. The vector of the unknowns, $x$, consists of the coordinates $x_i$ and $y_i$ of the $N_e$
emitters’ centers, and the electrical path lengths in silicon, $R_i^e$, for each feed horn delay line.

Constraints are necessary to limit the search of the solution in the correct parameter space. In fact, each of the system’s equations is of order 2 and the search of the solution was restricted within $\lambda_1/40$ from the geometric optics solution for the grating solution (the $2R$ dotted arc on the left side of Fig. 4.4). Using a numerical as opposed to an analytical solution thus allows us to analyze and incorporate the channel isolation and higher-order diffractive response into the optimization (see Sec. 4.3.1). Indeed, while the feed phase centers reside on the position of the analytical solution, it will be shown that the array response is not uniform in angle.

All quantities in Eq. (4.1) are defined as follows:

$$F(x) = \begin{bmatrix} R_i^e + R_{1i}^e - R_1^e \\ R_i^e + R_{2i}^e - R_2^e \\ R_i^e + R_{Bi}^e - R_B^e \end{bmatrix} \quad i = 1, ..., N_e$$

is the light path function matrix ($3N_e \times 1$), whose first $2N_e$ rows are associated with stigmatic points 1 and 2 respectively, and the last $N_e$ rows with the blaze point B. All quantities in the $F(x)$ matrix represent electrical lengths in the transmission medium. For example, the terms in the first $N_e$ rows associated with stigmatic point 1 are indicated below:

- $R_i^e$ is the electrical path length of the $i$-th silicon microstrip delay line;
- $R_{1i}^e = \sqrt{(R \sin \beta_1 - x_i)^2 + (R \cos \beta_1 - y_i)^2} \times \sqrt{\varepsilon_r \mu_r}$, is the electrical path length of the $i$-th feed horn from stigmatic point 1 in the silicon parallel-plate waveguide multimode region;
- $R_1^e = \sqrt{(R \sin \beta_1)^2 + (R \cos \beta_1)^2} \times \sqrt{\varepsilon_r \mu_r}$, is the reference electrical path length of stigmatic point 1 from the central feed horn $[i = (N_e + 1)/2]$, in the silicon multimode region.

A 0.45-μm-thick monocrystalline silicon dielectric substrate is employed on the chip. The electrical length in the parallel-plate waveguide region is computed from the product of the index of refraction in the medium and the physical length defined by the geometry in Fig. 4.4.
For example, \( R_i = R_{ri} \sqrt{\varepsilon_r \mu_r} \), where \( \varepsilon_r \) and \( \mu_r \approx 1 \) are the effective relative permittivity and permeability specifying the propagation in the guiding medium. The parallel-plate waveguide conductor and ground plane are well approximated and modeled as perfect electric conductors (PEC). A surface reactance was assigned to the superconductor (niobium) to account for the kinetic inductance and model its influence on the impedance and propagation constant in the microstrip transmission line structures. The superconducting material was modeled as a 0.2-\( \mu \)-m-thick layer with a London penetration depth \( \lambda_L = 95 \text{ nm} \) [119]. Similar definitions apply to stigmatic point 2 and the blaze point B. Finally,

\[
F^* = \begin{bmatrix}
\frac{(i - \frac{N_e+1}{2}) M \lambda_{o1}}{i = 1, ..., N_e}
\end{bmatrix}
\]

where \( M = 1 \) represents the order of the grating chosen for this design and \( \lambda_o \) the free-space wavelengths of the three stigmatic points. Here, the presence of subscript "o" signifies the radiation wavelength in free space and without indicates in the dielectric medium as defined in Table 4.1. In order to maximize the instrument efficiency, the emitters are tilted by an angle \( \alpha \) so as to point to the center of the focal surface (Fig. 4.4):

\[
\alpha_i = - \arctan \left( \frac{y_i}{|x_i| + R} \right). \quad (4.2)
\]

A particular solution is found when placing the emitter antennas on the 2R circle, using an axisymmetric configuration, and placing the blaze point on the optical axis. This provides a partial diagonalization of the problem, as in [107]. Under these hypotheses, indeed, the last \( N_e \) equations of (4.1), which refer to the blaze point, can be explicitly rewritten as shown below:

\[
R_i^e + \left[ \sqrt{(R \sin \beta_B - x_i)^2 + (R \cos \beta_B - y_i)^2} - R_B \right] \times \sqrt{\varepsilon_r \mu_r} = \left( i - \frac{N_e + 1}{2} \right) M \lambda_{oB}, \quad (4.3)
\]

where \( \beta_B \) is the angle between the y axis and the line from the center of the Rowland circle.
to the blaze point (Fig. 4.4). Here \( \beta_B = \pi/2 \), which yields:

\[
R_i^e + \sqrt{(R - x_i)^2 + y_i^2} = R_B \times \sqrt{\varepsilon_t \mu_e} = \left(i - \frac{N_e + 1}{2}\right) M \lambda_o B. \tag{4.4}
\]

Now, the terms \( \sqrt{(R - x_i)^2 + y_i^2} \) express the distance of the \( i \)-th feed horn from the blaze point. Because the emitters lie on the \( 2R \) circle, this quantity is exactly equal to \( 2R \). Also \( R_B \) is equal to \( 2R \) given the axisymmetric configuration of the instrument and the particular location chosen for the blaze point. Therefore, these two terms cancel out and one readily obtains:

\[
R_i^e = M \lambda_o B \left(i - \frac{N_e + 1}{2}\right), \tag{4.5}
\]

which is a linear relation between the electric length in silicon, \( R_i^e \), and the feed horn number, \( i \).

To find the precise spacings of the emitters along the grating circle needed in order to satisfy the stigmatic equation for the pair of symmetric off-axis stigmatic points at the specified high and low wavelengths, our numerical solution method shows that the spacing between adjacent antennas is not a constant but grows quadratically as a function of position. In design R65A, a change of \( \sim 13 \, \mu m \) from the nominal design value, \( p = 179 \, \mu m \), is observed. This is the same behavior found by Rotman and Turner [107], who derived an analytical solution for the analogous design of a bootlace lens, and found that the problem reduces to solving an ordinary quadratic equation, from which one can determine the antenna positions.

As mentioned in the beginning of this section, the diffractive solution can be found by restricting the algorithm to searching for radiator positions within a limited distance from the ideal Rowland circle. The constraint reads:

\[
\left| \sqrt{(x_i - R)^2 + y_i^2} - (2R + z) \right| \leq \lambda_1/40, \tag{4.6}
\]

where \( z \) is the phase center correction provided by finite-element simulations (\( z = 15 \, \mu m \), see Sec. 4.3.2) and \( \lambda_1/40 \sim 5 \, \mu m \) is chosen to provide the upper and lower bounds. This is equivalent to a phase error of \( (2\pi/\lambda_{o1}) \times (\lambda_{o1}/40) \) rad \( \sim 1/6 \) rad.

The RMS phase error, \( \varphi_{RMS} \), is illustrated in Fig. 4.5 for design R65A and it was cal-
Figure 4.5: RMS phase error between the average and the phase of all other transmit feed paths evaluated as a function of receiver position with the design parameters in Table 4.1 for design R65A. The RMS phase error vanishes at the three stigmatic points by construction and remains low in between. This ensures diffraction-limited performance over the power combiner’s design spectral range. The feed positions for the receive array in this design configuration are indicated by circular symbols in the figure. Addition of the radiators indicated by crosses can be used to improve the throughput in future implementations. Adapted from [61].

calculated by assuming a uniform weight for each radiator at each point on the focal plane:

\[
\varphi_{RMS}(\theta_j) = \left[ \sum_{i=1}^{N_r} \frac{(\varphi_{ij} - \langle \varphi(\theta_j) \rangle)^2}{N_e} \right]^{1/2}. \tag{4.7}
\]

Here, \( \varphi_{ij} \) is the relative phase of each transmitter, \( \langle \varphi(\theta_j) \rangle = 0 \) is the relative phase of the central transmitter (this is zero by construction as the central radiator is used as a reference, i.e., \( F_{(N_e+1)/2}^* \equiv 0 \)), \( N_e \) is the number of transmitters, and \( \theta_j \) represents the angle corresponding to each of the points in which the focal plane was discretized. The phase between the \( i \)-th transmitter and the \( j \)-th point on the receiver focal plane is defined as

\[
\varphi_{ij} = 2\pi \sqrt{\varepsilon_r \mu_r / \lambda_0} \times F_i \text{ and } \lambda_0 \text{ is the free-space wavelength.} \tag{61}\]

The relation between the two angles, \( \theta \) and \( \beta \), is readily derived from geometric considerations (Fig. 4.4) and is as follows:

\[
\tan \beta = \frac{\cos \theta}{1 + \sin \theta}, \text{ for } \theta > 0, \tag{4.8}
\]

\[
\tan(\pi - \beta) = \frac{\cos \theta}{1 + \sin \theta}, \text{ for } \theta < 0. \tag{4.9}
\]
4.3.1 Antenna feed response

“Conceptually, each microstrip feed structure is a two-dimensional analog of an adiabatic feed horn. To achieve the desired performance, the feed needs to match impedance, modal shape, and angular resolution over the design frequency band. An adiabatic impedance taper [120] for the input microstrip line width to the output is achieved via a Hecken taper [121], which is a near-optimum matching section in the sense that it approaches an “equal-ripple” response without the use of abrupt discontinuities. These properties lower its sensitivity to fabrication variations and tolerances. This feed section serves as a transition between microstrip lines and parallel-plate TEM waveguide regions. The latter is commonly referred to as the parallel-plate guide, and the microstrip planar waveguide model [65] can be used to compute its propagation and impedance properties. The transformer ratio, effective dielectric constant, and desired return loss set the necessary length of the impedance taper and were synthesized from readily available analytical forms and the response numerically simulated. A diagram of the feed aperture and spacing geometry is provided in the insert of Fig. 4.6 (left). In illuminating the multimode dielectric-filled parallel-plate waveguide region, the microstrip outputs play the role of the antenna apertures and need to be sized to minimize diffraction at the upper band edge.

When used as a two-dimensional antenna element, the aperture geometry not only sets the radiation pattern but also plays a role in determining the return loss [122]. This can be seen by the following consideration: the angular acceptance of the structure is constant over the band since the wavelength in the medium is less than the effective aperture width, \( w \). Considering the scaling of the reflection amplitude as a function of feed size [123], the desire for a low return loss at the low end of the band is in tension with the needs to limit diffraction \( (w < \lambda_o/\sqrt{\varepsilon_r\mu_r}) \) and efficiently radiate \( (w > \lambda_o/2\sqrt{\varepsilon_r\mu_r}) \). This behavior effectively determines the smallest aperture size which can effectively radiate [124]. The reflection from the end of the microstrip taper scales as a power of the wavelength over the microstrip width in two dimensions and is larger than that arising from the impedance taper, which can readily be made sub-dominant by increasing the transformer’s length. Thus, to address the reflection from the aperture, the output geometry of the aperture was apodized.
Figure 4.6: (Left) The computed feed horn angular response at 430 GHz. The response of an emitting feed (aperture size 73 μm) is evaluated in the far field ($|r| \sim 6\lambda = 438 \, \mu m$) and normalized to the magnitude of the $E$ field at zero degrees. The feed array geometry is provided in the figure insert. The feed's phase center is indicated by a black filled circle. (Right) Cross section of the parallel-plate waveguide (upper) and microstrip (lower) transmission line geometries. The electric field is depicted with arrows to indicate the dominant modal symmetry. An adiabatic transition serves as a mode converter between these modes and defines the feed's angular response in the multimode power combined region. Adapted from [61].

by adding a constant radius flare [125]. The resulting radiator element return loss, $> 20 \, \text{dB}$, is achieved over a 2:1 bandwidth. Over the wavelength range where $2\pi < \lambda$, only the first-order diffraction occurs [109]. The influence of higher-order diffraction is mitigated through the feed apodization, the coupling geometry of arrays, and the use of absorbing boundaries on the multimode region walls.” [61]

4.3.2 Antenna array response

“An efficient and accurate expression is desired for the evaluation of the structure’s response during numerical optimization. To evaluate the antenna array’s response, a classical phased array analysis approach is used in which the emitters and receivers in the multimode region can be considered as a pair of opposing 2-dimensional antenna arrays. By considering the Poynting vector as a function of spatial dimension, $d$, the following expression for the electric
field is adopted for the computation of the array’s response:

\[ E(\mathbf{r}) = \sum_{i=1}^{N_e} \frac{E_0(\theta_j)}{1 + \left( \frac{\|\mathbf{r}\|}{w} \right)^2} \cdot e^{j(\mathbf{k} \cdot \mathbf{r} - \varphi_{ij})}. \]  \hspace{1cm} (4.10)

Here, \( \mathbf{r} \) is the separation distance vector between the center point of the \( i \)-th emitter and a point in the multimode region, \( E_0 \) is the E-field amplitude from the beam pattern angular distribution \( (\theta_j) \) at the center of the \( i \)-th feed horn (Fig. 4.6), \( w \) is the effective width of the feed horns, \( \mathbf{k} = (2\pi \sqrt{\varepsilon_r \mu_r / \lambda_0}) \cdot \mathbf{n}_i \) is the wavenumber vector in the medium, and \( \mathbf{n}_i \) is the unity vector normal to the \( i \)-th emitter. The phase \( \varphi_{ij} \) includes the contributions arising from the feed aperture’s phase, the phase delay, and the reference to the central emitter.

The field amplitude’s dependence on radial separation is physically motivated by the behavior of the fields in transitioning from the near to the far field \[126\]. Close in to the feed aperture the fields are essentially constant, and in going to large distance the amplitude decreases with distance. Physically useful limiting cases to consider are \( d = 3 \), which yields a scaling of the E-field inversely with distance for a spherical wave, and \( d = 1 \), which yields a scaling independent of distance for a lossless transmission line. For \( d = 2 \), the case of primary interest here, it is important to note that the E-field amplitude scales as the square root of the separation distance, \( \|\mathbf{r}\| \), and is anticipated for a cylindrical geometry from the asymptotic form of the Hankel functions. This expression conserves power flow, is analytic over the parameter range of interest, and is a computationally efficient representation of the structure’s behavior during synthesis of the array response. The functional form and scaling indicated in Eq. (4.10) were validated by High-Frequency Structure Simulation (HFSS) finite-element simulations of the structure’s response with distance. These simulations were used to derive the feed aperture’s effective width, \( w \), and to determine the location of the phase center for radiation emitted by the structure.

The power is then computed from

\[ P(\mathbf{r}) = \frac{1}{2\eta} \mathbf{E}^*(\mathbf{r}) \cdot \mathbf{E}(\mathbf{r}), \quad \eta = \left( \frac{\mu_r}{\varepsilon_r} \right)^{1/2} \eta_0, \]  \hspace{1cm} (4.11)
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Figure 4.7: Power distribution in the multimode region at a frequency of 450 GHz. On the left (Design R65A), the first-order peak is visible at an angle $\theta \approx 10^\circ$, whereas the second-order diffraction peak shows up at $\theta \approx -66^\circ$ ($\theta$ is defined in Fig. 4.4). In the optimized version (Design R65B) on the right, the higher-order diffraction peak has now disappeared and the throughput is as high as 87%. Adapted from [61].

where $\eta_0 = 377 \, \Omega$ is the wave impedance of free space.” [61] Equation (4.11) also allows one to calculate the coupling efficiency between receivers and transmitters for any given design, as well as the ratio of the power in each receiver to the power in the first receiver. This gives an estimate of the isolation between channels, thereby suggesting the correlation existing between adjacent spectrometer channels. These parameters will be useful for checking whether the structure’s optical throughput is maximized under the assumption that the design fully samples the spectrum, and will provide answers to the second part of Question 2 at the beginning of this chapter: What are the trade-offs involved in this design? How can the instrument performance be optimized in terms of coupling efficiency and spectral purity?

“Figure 4.7 illustrates the power distribution at 450 GHz, as was calculated from Eqs. (4.11) and (4.10). On the left side, it can be seen that the power peaks at the first stigmatic point as required, and then it quickly drops to zero along the rest of the focal plane. At separations from the feed elements greater than $\sim 2$ mm, the field transitions to the far field and the electric field amplitude is observed to asymptotically fall as $\|r\|^{-1/2}$. Simulations show the power is conserved throughout the multimode region. In design example R65A, the ratio
of the power emitted by the feed horns to the power received by the antennas is equal to \( \sim 30\% \). The feed response which is not intercepted by the antenna arrays is terminated by the absorber structures on the sides of the multimode region. This also enables any residual reflected power to be terminated in a controlled manner. In addition, a second-order diffraction peak, visible in the lower lefthand quadrant near the emitters, is responsible for part of this loss.

Improved performance can be achieved with different trade-offs between the antennas and the array geometry, which increase the throughput and reduce the effects of diffraction (see Table 4.1, Design R65B). If the two stigmatic points are moved away from the blaze point on the optical axis along the Rowland circle by 4.2\%, the instrument reaches its highest efficiency of 87\% when the following applies: the radius is decreased by 16\% \( (R = 1.05 \text{ cm}) \), the number of receivers is increased by 18 \( (N_r = 65) \), and the emitter pitch, \( p \), is set to 161 \( \mu \text{m} \). The resulting increase in the receiver array acceptance angle is better matched to capture the transmitted beams given the apodization function of the radiators. This is the primary reason for the multimode coupling-efficiency increase observed in this example. As an aside, this change in array geometry reduces the magnitude of the second-order diffraction peak and moves it out of the range of angles of interest. For additional detail, see Fig. 4.7, rightmost inset.

Fig. 4.8a shows the emitter antenna array’s normalized power response evaluated at the three stigmatic wavelengths for the optimized multimode region design. Table 4.2 summarizes the coupling efficiency between receiver and transmitter antenna arrays for the two design variations considered in this section. The inter-channel power isolation is presented in Fig. 4.8b for the center channel of the optimized design. The observed finite isolation, < 0.48, arises from the design goal to fully sample the spectrum and maximize the structure’s optical throughput. The resulting signal correlation can be addressed in calibration of the spectrometer response. Finally, the RMS phase error now reaches a maximum of 0.011 at \( \beta = 75.8^\circ \) and \( 104.3^\circ \), and vanishes at the three stigmatic points \( (\beta = 67.8^\circ, 90^\circ \text{ and } 112.2^\circ) \).” [61]
Figure 4.8: Design R65B angular response. (a) The emitter antenna array's angular power response is normalized by the total radiated power and plotted for the three stigmatic wavelengths. The peak directivity $D_0(\lambda, \theta)$ is the angular response of the array relative to an isotropic radiator and is indicated on the plot. (b) Power isolation between the receiver channels computed for $\lambda_n \sim 560 \mu m$, where the power in each channel is normalized to the power in the central channel. Adapted from [61].

Table 4.2: Computed coupling efficiency ($2p > \lambda$) (Adapted from [61])

<table>
<thead>
<tr>
<th>Signal frequency [GHz]</th>
<th>Guide wavelength $[\mu m]$</th>
<th>Coupling efficiency $\text{Design R65A}$</th>
<th>Coupling efficiency $\text{Design R65B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>450</td>
<td>$\lambda_1 = 195$</td>
<td>0.30</td>
<td>0.91</td>
</tr>
<tr>
<td>541</td>
<td>$\lambda_B = 164$</td>
<td>0.30</td>
<td>0.87</td>
</tr>
<tr>
<td>650</td>
<td>$\lambda_2 = 135$</td>
<td>0.34</td>
<td>0.55</td>
</tr>
</tbody>
</table>

4.3.3 The R65 built hardware

The R65A design was used to build and test a prototype at NASA’s Goddard Space Flight Center. The hardware is shown in Fig. 4.9, where all the subsystems can be seen, including, from left to right, the power divider, the delay network, the multimode region, and the MKIDs.
4.4 Higher-resolution 3-stigmatic-point solutions

In this section, designs are presented for $\mathcal{R} = 260$ (Design R260) and $\mathcal{R} = 520$ (Design R520) in higher order ($M > 1$) with zero phase error at three preselected stigmatic points. These designs were obtained through a multi-step optimization process described in detail in [127] and reported below in Sections 4.4.1-4.4.4 with minor edits to improve clarity.

4.4.1 Problem formulation

"As explained in [61], the design variables are the $x$ and $y$ coordinates of the $N_e$ emitters' centers and the electrical path lengths in silicon, $R_i^e$, for each feed’s electrical delay. The resolving power is explicitly defined as

$$\mathcal{R} = M \cdot N_e,$$

where $M$ is the order of the spectrometer and $N_e$ is some power of 2, given the structure of the power divider network (see Fig. 2.1). The first step of the design consists of finding the maximum achievable resolving power, $\mathcal{R}_{\text{max}}$, as a function of $M$ and the relative emitter
pitch, \( \eta = p/\lambda_B \) \((p = \text{emitter pitch}, \lambda_B = \text{wavelength associated with the central stigmatic point on the } x \text{ axis – see Fig. 4.4)}\), given specific requirements on spectrometer radius, \( R \), and operating spectral range as well as certain constraints on performance.

The formulation of this mixed integer non-linear problem is as follows:

\[
\begin{align*}
\max \mathcal{R}_{\text{max}}(M, \eta) &= \frac{M}{\eta} \cdot \frac{R}{\lambda_B} \\
\text{subject to} & \quad H_e(M, \eta) \leq R \\
& \quad H_r(M, \eta) \leq R \\
& \quad \mathcal{R}_{\text{max}}(M, \eta) > 64 \\
& \quad p(M, \eta) = s(M, \eta) \\
& \quad \eta > 0 \\
& \quad 1 \leq M \leq 10, \quad M \text{ integer}
\end{align*}

Equations (4.14)–(4.15) ensure that aberration will be fine by imposing that the width of the the emitter, \( H_e \), and receiver, \( H_r \), arrays be less than or equal to the spectrometer radius, \( R \). Equation (4.16) allows looking for solutions whose maximum resolving power is greater than 64, while [Eq. (4.17) was used to simplify the positioning of the receivers on the focal plane by imposing that the receiver pitch be equal to the emitter pitch. This constraint may be removed in future designs. The entire problem was solved with a Branch and Bound algorithm [128] using the open-source Interior Point OPTimizer (IPOPT) [129] and Coin-or Branch and Cut (CBC) [130] solvers.]

The objective spaces as a function of \( M \) and \( \eta \) for the two cases, \( \mathcal{R} = 260 \) and \( \mathcal{R} = 520 \), are shown in Figs. 4.10–4.11, respectively. On the left (Figs. 4.10a–4.11a), it is possible to visualize the feasible objective space of the optimization problem described above for \( \mathcal{R}_{\text{max}} \) along with the active constraints, Eq. (4.15) (blue area) and Eq. (4.17) (black lines). The optimal solution to Problem (4.13) is thus given by the intersection of the contour plot representing the feasible values of \( \mathcal{R}_{\text{max}} \) and Constraint (4.17) (lower black line).

Table 4.3 shows the requirements on spectrometer size and spectral range for the two cases. The minimum and maximum frequencies are associated with stigmatic points 2 and
respectively, whereas the average frequency, computed as their geometric mean, is associated with the blaze point, \( B \) (Fig. 4.4). Table 4.4 shows the values of the design variables associated with the optimal solutions as well as the values of the constraints, which are all satisfied.

Once this problem is solved, it is then possible to compute \( N_e = \frac{R_{\max}}{M} \) and round this down to a power of 2. According to Eq. (4.12), this causes the actual resolving power, calculated with this updated value of \( N_e \), to be lower than \( R_{\max} \). The plots in Figs. 4.10b-4.11b show the values of the actual resolving power \( \mathcal{R} \) (red line) and the values of \( M \) and \( \eta \) that would make such realizations possible.

**Table 4.3:** Requirements on spectrometer size and spectral range (Adapted from [127])

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value (R260)</th>
<th>Value (R520)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multimode region radius</td>
<td>( R )</td>
<td>cm</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>Minimum frequency</td>
<td>( f_{\text{min}} )</td>
<td>GHz</td>
<td>570.0 ( (M = 4) )</td>
<td>605.0 ( (M = 8) )</td>
</tr>
<tr>
<td>Maximum frequency</td>
<td>( f_{\text{max}} )</td>
<td>GHz</td>
<td>650.0 ( (M = 4) )</td>
<td>650.0 ( (M = 8) )</td>
</tr>
<tr>
<td>Average frequency</td>
<td>( f_{\text{avg}} )</td>
<td>GHz</td>
<td>608.7 ( (M = 4) )</td>
<td>627.1 ( (M = 8) )</td>
</tr>
<tr>
<td>Minimum frequency</td>
<td>( f_{\text{min}} )</td>
<td>GHz</td>
<td>142.5 ( (M = 1) )</td>
<td>302.5 ( (M = 4) )</td>
</tr>
<tr>
<td>Maximum frequency</td>
<td>( f_{\text{max}} )</td>
<td>GHz</td>
<td>162.5 ( (M = 1) )</td>
<td>325.0 ( (M = 4) )</td>
</tr>
<tr>
<td>Average frequency</td>
<td>( f_{\text{avg}} )</td>
<td>GHz</td>
<td>152.2 ( (M = 1) )</td>
<td>313.5 ( (M = 4) )</td>
</tr>
</tbody>
</table>

**Table 4.4:** Optimal solutions of Problem (4.13) for designs R260 and R520 (Adapted from [127])

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value (R260)</th>
<th>Value (R520)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectrometer order</td>
<td>( M )</td>
<td>-</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Emitter diameter</td>
<td>( \eta )</td>
<td>-</td>
<td>1.1634</td>
<td>1.1809</td>
</tr>
<tr>
<td>Maximum resolving power</td>
<td>( R_{\max} )</td>
<td>-</td>
<td>297.83</td>
<td>604.60</td>
</tr>
<tr>
<td>Emitter array width</td>
<td>( H_e )</td>
<td>cm</td>
<td>1.0912</td>
<td>1.0751</td>
</tr>
<tr>
<td>Receiver array width</td>
<td>( H_r )</td>
<td>cm</td>
<td>1.1297</td>
<td>1.2154</td>
</tr>
<tr>
<td>Emitter/receiver pitch</td>
<td>( p = s )</td>
<td>cm</td>
<td>0.0165</td>
<td>0.0163</td>
</tr>
<tr>
<td>Number of emitters</td>
<td>( N_e )</td>
<td>-</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>Number of receivers</td>
<td>( N_r )</td>
<td>-</td>
<td>87</td>
<td>91</td>
</tr>
<tr>
<td>Resolving power</td>
<td>( \mathcal{R} )</td>
<td>-</td>
<td>260</td>
<td>520</td>
</tr>
</tbody>
</table>
(a) The contour plot represents all feasible values of $R_{\text{max}}$ and shows that the optimal solution is $R_{\text{max}} \simeq 300$ for $M = 4$ and $\eta = 1.1634$.

(b) The contour plot represents the feasible values of $R$ for all orders given as powers of 2. The optimal solution for $M = 4$ and $\eta = 1.1634$ is associated with a resolving power $R = 260$.

Figure 4.10: Objective spaces of Problem (4.13) for Design R260. The active constraints are Eq. (4.15) (blue area) and Eq. (4.17) (black lines). Both plots show that, for each order $M$, two feasible solutions exist which are associated with the two $\eta$ values determined by Eq. (4.17) (black lines) with different resolving powers. Adapted from [127].

(a) The contour plot represents all feasible values of $R_{\text{max}}$ and shows that the optimal solution is $R_{\text{max}} \simeq 600$ for $M = 8$ and $\eta = 1.1809$.

(b) The contour plot represents the feasible values of $R$ for each order given as powers of 2. The optimal solution for $M = 8$ and $\eta = 1.1809$ is associated with a resolving power $R = 520$.

Figure 4.11: Objective spaces of Problem (4.13) for Design R520. The active constraints are Eq. (4.15) (blue area) and Eq. (4.17) (black lines). Both plots show that, for each order $M$, two feasible solutions exist which are associated with the two $\eta$ values determined by Eq. (4.17) (black lines) with different resolving powers. Adapted from [127].
The second step consists in minimizing the overall RMS phase error, $\varphi_{RMS}$, on the focal plane in order to determine the optimal solution in terms of the above-mentioned design variables.

$$\min \int_{\theta_1}^{\theta_2} \varphi_{RMS} \, d\theta = \int_{\theta_1}^{\theta_2} \frac{\sum_{i=1}^{N_e} [\varphi_{ij}(x_i, y_i, R_i^e, \theta_j) - \langle \varphi(\theta_j) \rangle]^2}{N_e} \, d\theta$$

(4.20)

subject to

$$\begin{align*}
\varphi_{i1}(x_i, y_i, R_i^e, \theta_1) &= 0 \\
\varphi_{i2}(x_i, y_i, R_i^e, \theta_2) &= 0, \quad i = 1, \ldots, N_e \\
\varphi_{iB}(x_i, y_i, R_i^e, \theta_B) &= 0
\end{align*}$$

(4.21)

Here, $\varphi_{ij}$ is the relative phase of each transmitter, $\langle \varphi(\theta_j) \rangle = 0$ is the relative phase of the central transmitter (this is zero by construction as the central radiator is used as a reference) and $\theta_j$ represents the angle corresponding to each of the points in which the focal plane was discretized. $\theta_1$, $\theta_2$ and $\theta_B$ are associated with the three stigmatic points as depicted in Fig. 4.4.” [127]

### 4.4.2 Optimization results

The solutions to the system of equations (4.20)-(4.21) for the two cases discussed in Sec. 4.4.1 were found with a sequential quadratic programming (SQP) algorithm with analytical computation of the constraints’ Jacobian, and can be seen in Fig. 4.12. “The emitters’ positions are indicated in red and present several characteristics which are worth discussing. First, they do not lie on the grating circle but on a curve that is tilted leftwards and intersects the grating circle at the central emitter before ending up inside the multimode region. It was verified that the shape of this curve only approximates a circle with a radius $\sim 2.2R$, is not symmetric and is caused by the imposition of zero RMS phase error on the blaze point, $B$, given by the last constraint in Eqs. (4.21). It was verified that if such a constraint is removed, the emitters lie exactly on the grating circle, as shown in the literature [96,102]. In our previous work [61], this tilting effect was explicitly avoided by constraining all the emitters to lie within $\lambda_1/8$ from the $2R$ circle. Figure 4.12b shows also that it is less accentuated for the configuration in order $M = 8$. 
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Figure 4.12: Multimode region design for the two cases discussed above. Adapted from [127].
The RMS phase error is shown in Fig. 4.13 for the two cases presented in this section and compared with that computed for the optimized $R = 65$ version described in [61]. The new designs represent an improvement of no less than $\sim 64\%$ over the nominal spectral range indicated in Table 4.3. While the RMS phase error vanishes at the three imposed stigmatic points, it is worth noting the presence of a fourth stigmatic point for both designs at $\sim 130^\circ$ and $\sim 155^\circ$. It can be shown that, in general, the RMS phase error as defined in Eq. (4.20), is a fourth-order function of the focal plane angle, $\theta$, and thus admits a maximum of 4 zeros. Here, equality constraints such as those in Eqs. (4.21) were only imposed on three points, leaving the fourth free because beyond the spectral range of interest. As a consequence, this does not affect the overall quality of the instrument for the specified requirements. Exploration of a configuration with 4 stigmatic points spanning a desired frequency range and such as to minimize the RMS phase error as defined in Eq. (4.20) is described in Sec. 4.5.” [127]
4.4.3 Power coupling efficiency

The power coupling efficiency in the new design configurations was computed with the model described in [61, Sec. 4] as the ratio of the power received by the receiving antennas to the power emitted by the feed horns. The receiver spacing shown in Table 4.4 allows for Nyquist sampling, but the detailed coupling efficiency of the receiver feeds was not treated. For simplicity, the receiver port width is such that the feeds touch each other, thereby making the focal surface a continuous curve.

Figure 4.14 illustrates the values of the coupling efficiency for the $R = 260$ (upper panel) and $R = 520$ (top panel) designs over the spectral range of interest, i.e., 300–650 GHz. The bands covered by the receivers shown in Fig. 4.12 are indicated between vertical dashed lines and labeled with the order in use. By extending the receivers’ coverage over the entire focal plane (i.e., $\theta_1 = -45^\circ$, $\theta_2 = 45^\circ$), it is possible to obtain a partial frequency overlap in different orders and a consequent increase in efficiency as well as a full spectral coverage. The coupling efficiency reaches its maximum values of $\sim 90\%$ when three peaks are simultaneously present on the focal plane. As the frequency shifts and the peaks rotate, one eventually leaves the focal plane and causes the efficiency to decrease to values as low as $30\%$. This behavior is expected by analogy with antenna phased arrays: as the angle is scanned, the main lobe of an order becomes the side lobe of another, thereby decreasing the overall power captured by the receiver structures [131]. These low-efficiency gaps could be improved by redesigning the frequency bands associated with each order (see Table 4.4) and accounting for the detailed coupling efficiency of each single receiver.

4.4.4 Summary of findings

Section 4.4 discussed a design methodology for high-resolution configurations of the $\mu$-Spec multimode region. The design procedure first maximizes the resolving power subject to constraints on geometry and operating frequency, thus determining the spectrometer’s optimal order. In the second step, the RMS phase error on the instrument focal plane is minimized between three preselected stigmatic points. The two designs explored here achieve resolutions of 260 and 520 in fourth and eighth order, respectively, and exhibit a coupling efficiency of
Figure 4.14: Coupling efficiency of the R260 and R520 designs. Frequency overlap in different orders was realized by extending the receivers’ coverage over the entire focal plane. The low-efficiency gaps are expected by analogy with the behavior of antenna phased arrays.
\~90\%. The RMS phase error between the three stigmatic points is less than 0.005 radians for both designs and a fourth stigmatic point was observed beyond the angular range in use.

4.5 Higher-resolution 4-stigmatic-point solution

It is the purpose of this section to show how to use this additional stigmatic point as a degree of freedom to increase the number of spectrometer channels and resolving power. Here, two designs are described with $R = 260$ in first order and four stigmatic points. The first design is the result of an unconstrained optimization and is described in [132]; it is reported in the remainder of this section with minor edits made to improve clarity. The second design constrains the maximum frequency to be associated with a specific point on the focal plane that ensures full coverage of the spectrum being analyzed.

4.5.1 Problem formulation

Following the same steps as in Sec. 4.4, “the formulation of the mixed integer non-linear problem is as follows:

$$\max R_{\text{max}}(M, \eta) = \frac{M}{\eta} \cdot \frac{R}{\lambda_{\text{avg}}}$$ (4.22)

subject to

$$H_e(M, \eta) \leq R$$ (4.23)

$$H_r(M, \eta) \leq \pi R$$ (4.24)

$$M_{\text{max}}(M, \eta) > 200$$ (4.25)

$$\eta > 0$$ (4.26)

$$M \geq 1, \ M \text{ integer}$$ (4.27)

Equation (4.23) imposes that the width of the emitter array, $H_e$, be less than or equal to the radius so that there is no aberration; Eq. (4.24) lets the receiver array be as large as the focal plane to maximize its utilization by spreading the stigmatic points over a larger space; and Eq. (4.25) sets a minimum value for the required maximum resolving power, $R_{\text{max}}$, thereby eliminating solutions in which we are not interested. Finally, we note that, to enlarge the
tradespace, the constraint of equal emitter and receiver pitch, used in the designs previously described, was removed. The entire problem was solved with a Branch and Bound algorithm using the Interior Point OPTimizer (IPOPT) and Coin-or Branch and Cut (CBC) solvers.

Table 4.5 shows the requirements on spectrometer size and spectral range used for this problem. The minimum and maximum frequencies are no longer associated with any stigmatic point and they fall within the spectral range defined in Table 2.2. The average frequency was computed as their geometric mean.

The objective spaces as a function of \( M \) and \( \eta \) are shown in Fig. 4.15. On the left (Fig. 4.15a), it is possible to visualize the feasible objective space of the optimization problem described above for \( R_{\text{max}} \) along with the active constraint, Eq. (4.24) (blue area). The feasible solution of Eq. (4.22) populate that part of the contour plot above the blue area, whereas the optimal solutions lie at the intersection of the active constraint with the largest \( R_{\text{max}} \sim 275 \), one for each value of \( M \). We decided to investigate the first-order case as an example of simple and robust system. Higher-resolution instruments will certainly require higher-order

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multimode region radius</td>
<td>( R )</td>
<td>cm</td>
<td>1.25</td>
</tr>
<tr>
<td>Minimum frequency</td>
<td>( f_{\text{min}} )</td>
<td>GHz</td>
<td>430.0</td>
</tr>
<tr>
<td>Maximum frequency</td>
<td>( f_{\text{max}} )</td>
<td>GHz</td>
<td>650.0</td>
</tr>
<tr>
<td>Average frequency</td>
<td>( f_{\text{avg}} )</td>
<td>GHz</td>
<td>528.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectrometer order</td>
<td>( M )</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Relative emitter diameter</td>
<td>( \eta )</td>
<td>-</td>
<td>0.2916</td>
</tr>
<tr>
<td>Maximum resolving power</td>
<td>( R_{\text{max}} )</td>
<td>-</td>
<td>275</td>
</tr>
<tr>
<td>Emitter array width</td>
<td>( H_e )</td>
<td>cm</td>
<td>1.2452</td>
</tr>
<tr>
<td>Receiver array width</td>
<td>( H_r )</td>
<td>cm</td>
<td>3.5674</td>
</tr>
<tr>
<td>Emitter pitch</td>
<td>( p )</td>
<td>cm</td>
<td>0.0048</td>
</tr>
<tr>
<td>Receiver pitch</td>
<td>( s )</td>
<td>cm</td>
<td>0.0167</td>
</tr>
<tr>
<td>Number of emitters</td>
<td>( N_e )</td>
<td>-</td>
<td>257</td>
</tr>
<tr>
<td>Number of receivers</td>
<td>( N_r )</td>
<td>-</td>
<td>149</td>
</tr>
<tr>
<td>Resolving power</td>
<td>( \mathcal{R} )</td>
<td>-</td>
<td>257</td>
</tr>
</tbody>
</table>
(a) The contour plot depicts all the feasible values of $R_{max}$ associated with different values of $M$ and $\eta$. For $M = 1$ and $\eta = 0.2916$, the optimal solution is $R_{max} = 275$.

(b) The contour plot represents the feasible values of $R$ for all orders given as powers of 2. The optimal solution for $M = 1$ and $\eta = 0.2916$ is associated with a resolving power $R = 257$.

Figure 4.15: Objective spaces of Problem (4.22). The blue area represents the infeasible region corresponding to the active constraint in Eq. (4.24). Both plots show that, for each order $M$, several feasible solutions exist for different values of $\eta$. Adapted from [132].

operations. Table 4.6 shows the values of the design variables associated with this particular optimal solution as well as the values of Eqs. (4.23)-(4.27), which satisfy these constraints.

After solving this problem, it was possible to compute the number of emitters, $N_e = R_{max}/M$, and round it down to a power of 2. The plot in Fig. 4.15b shows the values of $R$ (red line) and the values of $M$ and $\eta$ that would make such realizations possible. In particular, for a first-order design ($M = 1$), the optimal solution corresponds to a resolving power $R = 257$ with a relative emitter diameter $\eta = 0.2916$.

The second step toward determining the optimal solution in terms of the above-mentioned design variables consists in minimizing the overall RMS phase error, $\varphi_{RMS}$, through Eq. (4.20), a figure of merit representing the area subtended by $\varphi_{RMS}$ on the focal plane. When setting Eq. (4.20) equal to zero, its analytical expression is a fourth-order function of the focal plane angle, $\beta$, which implies that at most four stigmatic points can be obtained. By solving the minimization problem present by Eq. (4.20) over the entire focal plane, i.e., $0 \leq \beta \leq \pi$, one could in principle find these four solutions, provided they are not degenerate." [132]
4.5.2 Optimization results

"The solution to the minimization problem defined in Eq. (4.20) was found with a quasi-Newton algorithm [133] and can be seen in Fig. 4.16. The emitters’ positions are indicated in red and present several characteristics similar to those found and discussed in Sec. 4.4. First, they do not lie on the grating circle but on a curve that is tilted leftwards and intersects the grating circle at the central emitter before ending up inside the multimode region. In the case presented here, this is caused by the absence of constraints on all stigmatic points. The imposition of zero RMS phase error on a third stigmatic point (the blaze point) also caused a similar tilting effect [127], unless the emitters could be constrained to lie within a small distance (e.g., $\lambda_1/8$) from the $2R$ circle, as shown in Sec. 4.3 and [61].

Figure 4.16: Optimized multimode region design with a resolving power $\mathcal{R} = 257$ and order $M = 1$. Adapted from [132].
The RMS phase error is shown in Fig. 4.17. Its values remain below 0.1 radians over an angular range spanning from approximately 16° to 176°. This phase error does not lead to a significant defocus of the light in the spectrometer [134] and represents a ∼ 30% improvement in the focal plane utilization over the previous designs [61,127]. Four stigmatic points are visible, but they are no longer associated with a predefined frequency, given the absence of constraints on them. In Fig. 4.17 it can be seen to what frequencies they correspond in this design. The nominal spectral range indicated in Table 4.5 is only partially covered down to ∼ 510 GHz at 0°, while above 130° frequencies higher than 650 GHz show up, where the dispersion on the superconducting niobium’s reactance is no longer negligible. A slightly larger multimode region could be employed to reduce these tensions.” [132]

![Figure 4.17: RMS phase error distribution on the focal plane. The worst peak value is 0.1 radians at almost 45° and four stigmatic points can be seen over a 160° angular range. Adapted from [132].](image)
4.5.3 Power coupling efficiency

“The power coupling efficiency in the new design configuration was computed with the model described in [61, Sec. 4]. The ratio of the power emitted by the feed horns to the power received by the antennas is approximately equal to unity. This high efficiency is the result of the absence of any higher-order diffraction peaks in the multimode region due to the relative emitter diameter, $\eta$, being smaller than $1/2$ [135].

The detailed coupling efficiency of the receiver feeds was not treated. For simplicity, the individual feed structures were mathematically modeled as if the focal surface were subdivided into apertures of equal size. The current configuration outperforms all those in first order in terms of efficiency, while simultaneously providing the desired resolving power.” [132]

4.5.4 Summary of findings

“This section discussed a particular design achieved without constraining the RMS phase error to vanish at preselected stigmatic points on the focal plane. This led to a configuration with four stigmatic points on the focal plane, a feature which can be used to increase the number of spectrometer channels as the phase error is reduced over a larger angular and spectral bandwidth. This design achieves a maximum RMS phase error equal to 0.1 radians, near-unity coupling, and a resolution of 257 in first order. Future work will be aimed at employing this design methodology to generate higher-resolution ($R > 500$) configurations.” [132]

4.5.5 Revised higher-resolution 4-stigmatic-point solution

To avoid losing track of the wavelengths on the focal plane, the same minimization problem described in Sec. 4.5.1 was solved by: 1) increasing the spectrometer radius by a factor of 2 (the maximum allowed, given the chip size constraints) to allow the light reflected at large angles to be captured on the focal plane and 2) by associating the first stigmatic point with a frequency slightly higher than the minimum frequency, $f_1 = 450$ GHz, at an angle $\beta_1 < 40^\circ$. This ensures an approximately even spectral distribution over the focal plane. The
preselection of the first stigmatic point is accomplished through the following mathematical constraint, which was added to Eq. (4.20) when minimizing the overall RMS phase error:

\[
\varphi_{i1}(x_i, y_i, R'_i, \beta_1) = 0, \quad i = 1, \ldots, N_e
\] (4.28)

The choice of \( \beta_1 = 40^\circ \) with an associated frequency of approximately 460 GHz results in a geometry similar to the one illustrated in the previous section (which therefore will not be shown again) and in an improvement of the RMS phase error and focal plane utilization as can be seen in Fig. 4.18. The entire spectral range is now recovered over 100°, which is equivalent to a focal plane utilization greater than 55%.

![Figure 4.18: RMS phase error. Four stigmatic points can be seen over a 100° angular range and the frequencies of interest are recovered with an RMS phase error less than 0.1 rad over more than 55% of the focal plane.](image)
Chapter 5

μ-Spec detectors: modeling of superconductors’ response

Question 3: What are the propagation properties of the microstrip transmission lines made of superconductors such as molybdenum nitride and niobium? These parameters are needed for the design of the detectors and read-out system. Can the determination and accuracy of these parameters be improved, and how?

5.1 Microwave kinetic inductance detectors

The type of detectors under investigation for μ-Spec are microwave kinetic inductance detectors (MKIDs). MKIDs measure the change in kinetic inductance caused by the absorption of photons in a thin strip of superconducting material. Kinetic inductance is the manifestation of the inertial mass of mobile charge carriers in alternating electric fields as an equivalent series inductance. Kinetic inductance is observed in high carrier mobility conductors such as superconductors and at very high frequencies. The variation in kinetic inductance can be measured via the change in resonant frequency of a microwave resonator, in which the inductance is combined with a capacitor [136].

Figure 5.1a shows a lumped-element representation of an MKID. The incident far-IR/submillimeter radiation with energy $E = h \nu > 2\Delta$ (with $h$ Planck’s constant, $\nu$ the radiation...
Figure 5.1: (a) A lumped-element circuit representation of a MKID. The incident radiation ($hv$) is absorbed through a superconducting film deposited over a dielectric and breaks Cooper pairs. The increase in quasiparticle density modifies the surface impedance, represented as a variable inductor, $L(p)$. In parallel with a capacitor, $C$, the inductor forms a microwave resonator coupled to a feedline through a coupling capacitor, $C_c$. (b) The increase in quasiparticle density moves the resonance to lower frequencies and changes the amplitude and phase of the signal. These variations can then be read out and analyzed. Adapted from [137].

Frequency, and $\Delta$ the superconducting gap energy), is absorbed by a superconducting microstrip line cooled to temperatures well below the superconductor’s critical temperature, $T_c$. The impinging radiation breaks Cooper pairs and creates a number of quasiparticle excitations equal to $\eta hv/\Delta$, where the efficiency $\eta$ accounts for the energy that ends up as vibrations in the lattice called phonons. The increase in quasiparticle density changes the surface impedance, represented as a variable inductor, $L(p)$, dominated by the kinetic inductance. In parallel with a capacitor, $C$, it forms a microwave resonator coupled to a feedline through a coupling capacitor, $C_c$, for read-out. The working principle of a MKID is illustrated in Fig. 5.1b, which shows that at resonance the $LC$ circuit exhibits a dip in its transmission. The quasiparticles generated by the photon shift the resonance to lower frequencies while simultaneously making the dip shallower and broader and changing the phase of the signal. These effects due to variations in kinetic inductance can thus be read out via frequency-domain multiplexing [137]. In practice, the capacitor and inductor are respectively realized through etching of a parallel-plate and meander structure on a thin superconducting film laid on top of a dielectric substrate.
For μ-Spec, the use of single-crystal silicon as the microstrip substrate is highly recommended to reduce dielectric losses and the noise associated with two-level systems (TLSs), which commonly present in amorphous (non-crystalline) materials but also at the interfaces (surfaces or defect sites) of crystalline materials. A TLS is a localized low-energy excitation, in which an electron or an ion tunnels between two spatial quantum states. This phenomenon is caused by the presence of defects in the dielectric’s crystal structure or polar impurities such as OH\(^-\). TLSs are charged in nature and have a dipole moment that can interact with electromagnetic fields, including those generated by low-temperature systems such as MKIDs, superconducting qubits, and many other electronic devices [138]. This interaction acts as a source of noise as it produces phase fluctuations that negatively affect the performance of such systems by increasing their losses [139].

As mentioned in Chapter 2, the main difficulty in producing the μ-Spec modules is to generate sufficiently low loss in the microstrip lines over the desired frequency band and to demonstrate that the MKIDs operate at the required NEP. The loss in terms of total end-to-end coupling efficiency for the system will likely have to be less than 1 dB, but this is only an estimate and will need further refinements as the instrument design improves and becomes more detailed.\(^1\) To understand what type of superconducting materials is capable of enabling this kind of high-sensitivity detectors required for ultra-low-noise far-IR instrumentation such as μ-Spec, an analysis of their response over the spectral range under investigation is necessary.

"The resonator’s transmission amplitude and phase can be characterized with a vector network analyzer (VNA). Ideally, the VNA calibration reference plane or “test port” would be directly connected to the device under test (DUT); however, a cryogenic setting typically necessitates the use of additional transmission line structures to realize a thermal break between 300 K and the cold stage (e.g., 0.3 K in this work, see Fig. 5.2). Other ancillary microwave components – directional couplers, circulators, isolators, amplifiers, attenuators, and associated interconnecting cables – may be required to appropriately prepare, excite, read

\(^1\)For instance, one cannot use the entire loss budget in the microstrip, as there would be reflection mismatches, optical coupling losses, and detection absorption efficiencies. As explained in Chapter 3, for the microstrip one should estimate a maximum path length and derive an allowable loss per unit length or, equivalently, the allowed absorption index in the medium.
out, and bias the device of interest. The phase velocities and dimensions of such components change in cooling from room temperature and therefore affect the observed response at the device calibration plane. These intervening components between the instrument and the device calibration plane influence the complex gain and need to be appropriately accounted for in the interpretation of the measured response.

Ideally, a scheme is desired that places the reference plane of the measurement at the DUT which is identical to that used during calibration. A flexible and in-situ calibration procedure is desired for multiple resonators over a frequency range wide compared to the resonator line width and inter-resonator spacing." [72] This approach provides answers to Question 3 presented at the beginning of this chapter and a detailed explanation thereof can be found in [72], which will be reported in the remainder of this chapter with minor edits to improve clarity.
5.2 Literature review of resonator response modeling techniques

“In the context of MKID physics [140], as well as quantum computing [141] and the determination of low-temperature materials properties [142, 143], precision measurements of the quality factors, \( Q \), of superconducting resonators become important. At sub-kelvin temperatures the quality factors are generally determined by measuring and fitting the transmission data over the relatively narrow bandwidth defined by the response of a single resonator [144]. In this setting, the fidelity of the observed response can be limited by the intervening instrumentation between the device under test and the measurement reference plane.

In physically modeling the electrical response of these circuits, a lumped-element approximation can be applied when the electrical size of the elements and their interconnections is small compared to a wavelength. This consideration ensures that the structures are not self-resonant. More generally, a transmission line approximation enables one to treat distributed elements with one dimension greater than a fraction of a wavelength in scale. However, when the electromagnetic fields and phases within the circuit elements are uniform and uncoupled, the lumped and distributed approaches are identical [145]. It is not uncommon for “lumped elements” to have a significant internal phase delay in practical microwave devices. For “capacitive” elements synthesized from electrically small transmission line lengths this effect can be small, but “inductive” elements inherently possess a finite internal phase delay by design. The utility of this iconic lumped picture primarily resides in its conceptual simplicity as opposed to the end accuracy and fidelity of the physical representation.

This being said, analytical methods based on lumped-element approximations are commonly used to analyze scattering parameters of resonators and compute their \( Q \) factors [146–151]. These expressions are derived from \( LCR \) circuit representations and are based on the assertion of weak coupling between resonators to simplify the analysis. These formulations employ simplified functional forms for the transmission, \( S_{21} \), and are suited for approximating the response near resonance for high-quality-factor lumped circuits.

A detailed review of fitting methods is offered in [144], where several methods are pre-
sented for fitting the $S_{21}$ magnitude to different models which neglect the measured phase. These methods do not deal with the alterations that the data incur in the real measurement scenario, such as crosstalk between cables and/or coupling structures, the resonator coupling ports not being coincident with the reference plane of the measurements, and the presence of and coupling to nearby resonators. Many of the methods described, which attempt to correct for these effects on $S_{21}$, remain sensitive to the details of fitting in the complex plane [144,152,153]. This work strives to address these issues by using a transmission line representation to simultaneously analyze multiple coupled resonators and present a calibration methodology to remove non-ideal instrument artifacts.” [72]

5.3 Analysis and calibration of superconducting resonators

5.3.1 VNA transmission data calibration

“For a single resonator or multiple well-separated resonators, the response can be well reproduced by a Lorentzian line shape. In the presence of multiple resonances, their mutual interaction as well as the interaction with the continuum can result in a Fano spectral response [154–158]. This effect can also be experimentally observed as an interaction between the resonators with the relatively broad Fabry-Perot resonances resulting from standing waves in the system. Such reflections produce the dominant spectral variation in the observed instrument baseline and can be mitigated by minimizing the transmission line lengths and suitably terminating the reflections with matched attenuators and circulators at the instrument termination plane. In calibrating the spectra, an unbiased removal of these artifacts is desired.

As an example of the calibration process, we use the data from the CPW feedline coupled to the two molybdenum-nitride (Mo$_2$N) resonators. Figure 5.3a shows the real and imaginary components of the transmission, $S_{21}$, at the VNA reference plane as a function of frequency. It can be seen that the characteristic scale of the baseline variations is much larger than the
resonator response in frequency. To calibrate the VNA data *in-situ*, the following steps are performed:

1. fit of the complex baseline (Fig. 5.3c);

2. normalization of the transmission’s real and imaginary parts (Fig. 5.3c-d);

3. correction for variations in gain and relocation of the reference plane at the DUT by ratioing out the complex baseline fit (Fig. 5.3e-f).

In general, the baseline can have an unpredictable shape as determined by the details of the reflections occurring throughout the instrument and its components. The complex baseline, $S_{21,\text{bas}}$, was modeled analytically and a Fourier series was found to be a convenient and physically motivated representation of its response:

$$S_{21,\text{bas}} = \sum_{j=1}^{n} A_j \cdot \exp(i d_j \omega).$$

In Eq. (5.1) $A_j$ is a complex coefficient, $d_j$ a time delay, and $\omega$ the angular frequency. In the case presented, $n = 4$ terms were found to be sufficient to adequately sample the baseline and appropriately constrain its properties. A fit to the 30,000 measured data points resulted in a reduced $\chi^2 = 0.9973$. Differences in experimental configuration or changes in the desired calibration spectral range may lead to alternative forms for Eq. (5.1).

The second step in data calibration consists of uniquely specifying the complex gain amplitude between the VNA reference plane and the device calibration plane so that the $S_{21}$ real and imaginary components in Fig. 5.3a lie between $\pm1$. This normalization factor was found to be approximately 6.32 by forcing the transmission amplitude to be equal to unity far from the resonator response. The normalized measurements and modeled data are presented in the Smith chart in Fig. 5.3d.

Finally, the complex baseline, $S_{21,\text{bas}}$, was removed from the data through Eq. (5.1) to eliminate the influence of reflections and move the reference plane to the DUT. By looking at the topology of the instrument, the error matrices introduced by the connections between the reference plane and the device under test in the cryostat are in series. From the properties
Figure 5.3: Measurement calibration overview. a) Complex $S_{21}$ data for the DUT as observed at the VNA reference plane. b) From the perspective of the DUT, the magnitude of the response is uncalibrated due to the amplifiers, attenuators, and other microwave elements in the system. c) The measured transmission spectrum is normalized by forcing its amplitude to be equal to unity far from the resonator responses. The baseline fit is displayed for ease of comparison. d) The normalized transmission data are shown on a Smith chart. The baseline variation with frequency can be seen as a deviation in the $S_{21}$ from unity far from the resonator response. e) After removing the complex baseline and specifying the device-calibration-plane phase, the calibrated data are used to fit an analytical model, and the residuals are shown. f) The Smith chart shows the two resonance loops going through (1,0) after calibration. Adapted from [72].
of signal flow graphs [65, 159], the uncalibrated transmission coefficient, $S_{21}$, at the VNA reference plane is therefore the product of the following scattering matrix elements:

$$S_{21} = S_{21,\text{bas}} \cdot S_{21,\text{res}}, \quad (5.2)$$

where $S_{21,\text{res}}$ refers to the desired calibrated response of the resonator device under test.” [72]

### 5.3.2 Phenomenological resonator model

“With the baseline correction applied, the calibrated data (Figure 5.3e) were modeled in order to extract the characteristic resonant frequencies and line widths. The feedline and resonator model for the packaged device can be represented as a realizable causal filter as follows:

$$S_{21,\text{res}} = 1 + \sum_{j=1}^{M} \frac{a_{0,j} + a_{1,j}x_j + a_{2,j}x_j^2 + \ldots}{1 + i\omega_j + b_{2,j}x_j^2 + \ldots}, \quad (5.3)$$

where, for each $j = 1, \ldots, M$ ($M$ being the total number of resonators), $x_j = Q_{\text{tot},j} \cdot (\omega/\omega_{0,j} - \omega_{0,j}/\omega)$ and $Q_{\text{tot},j}$ is the total loaded quality factor defined as $Q_{\text{tot},j} = \omega_{0,j}/\Gamma_j$. For each resonator, therefore, the fitting parameters are: the $a_{k,j}$ and $b_{k,j}$ complex coefficients ($k = 0, 1, 2, \ldots$, $j = 1, \ldots, M$), the resonance frequency $\omega_{0,j}$, and the full width at half power $\Gamma_j$. Here, we use $k = 2$ in specifying the order of the polynomial.

The functional form of Eq. (5.3) exhibits several features. First, its second-order terms in both the numerators and denominators allow for reproduction of the resonator responses, thereby enabling the representation of a physically realizable, distributed circuit network [160]. Second, its causality is assured by the degree of the numerator not being greater than that of the denominator, which allows the functional form to satisfy the Kramers-Kronig relations [161]. Far removed from the resonators, $S_{21,\text{res}} \to 1 + i\omega$ and the transmission represents an ideal thru line. It was verified that our second-order model approached this limit without additional terms to avoid increasing the number of parameters and the computational effort. Finally, this functional form enables one to simultaneously fit any number of resonators while formally taking into account their physical interactions.

Rewriting $x_j$ in the equivalent form, $x_j = Q_{\text{tot}} \cdot (\omega_{0,j}/\omega) \cdot (\omega/\omega_{0,j} + 1) \cdot (\omega/\omega_{0,j} - 1)$, reveals
a commonly employed approximation, \( x_j \approx 2Q_{tot} \cdot (\omega/\omega_{o,j} - 1) \), near resonance. This form can be viewed as an asymptotic expansion in powers of \( 1/Q_{tot} \) which modifies the position of the resonant frequency in the complex plane [162]. When Eq. (5.3) is evaluated in this limit, the expressions reduce to the first-order lumped-circuit treatments described in the literature for a single resonator in transmission [146,147,163]. However, we find that to faithfully reproduce the interactions between resonators over a wide spectral bandwidth the full functional form presented here is required.” [72]

**Analysis of the 2-resonator dataset**

“Equation (5.3) was used to fit the calibrated data by means of a least-squares curve fitting routine based on a trust-region reflective Newton method [164,165]. Constraints were given in the form of global lower and upper bounds for each \( \Gamma > 0 \) and \( \omega_o \). The starting guess for each \( \Gamma \) was chosen close to the actual value, which can be readily determined by estimating each resonator’s spectral width. The initial guess for the resonance frequency, on the other hand, corresponds to the frequency values where the observed \( S_{21} \) has minima. The results are shown in Fig. 5.3e (black line) for both components. The residuals on the real and imaginary parts are comparable to the normally distributed noise level in the measured data with a reduced \( \chi^2 = 0.9987 \) and a standard deviation of \( \sigma = 0.0155 \). A Smith chart is provided in Fig. 5.3f, which shows that the two circles touch each other in (1, 0) with a relative rotation of about 7° caused by the phase delay in the feedline length between the two resonators. Because of the noise in the measured data and the residual systematic errors in the baseline fit, the data around (1, 0) converge to this point within a radius of 0.04. The estimated values for the fitting parameters of each resonator are summarized in Table 5.1.
Table 5.1: Parameter summary for the 2-resonator analytical model (Adapted from [72])

<table>
<thead>
<tr>
<th>$j$</th>
<th>$a_{0,j}$</th>
<th>$a_{1,j}$</th>
<th>$a_{2,j}$</th>
<th>$b_{2,j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$-0.7345 + i 0.1029$</td>
<td>$-0.0440 + i 0.0879$</td>
<td>$-0.0008 - i 0.0009$</td>
<td>$-0.0120 - i 0.0048$</td>
</tr>
<tr>
<td>2</td>
<td>$-0.5496 - i 0.0463$</td>
<td>$-0.4737 + i 2.1868$</td>
<td>$-2.1104 - i 2.4638$</td>
<td>$30.0366 - i 13.2458$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\omega_{o,j}/(2\pi)$</th>
<th>$\Gamma_j/(2\pi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2.9121 \ldots \pm 7 \times 10^{-9}$</td>
<td>$139.02 \pm 0.01$</td>
</tr>
<tr>
<td>2</td>
<td>$2.9670 \ldots \pm 60 \times 10^{-9}$</td>
<td>$50 \pm 2$</td>
</tr>
</tbody>
</table>

The internal and coupling $Q$ factors were calculated using the following equations [166, 167]:

\[
Q_{i,j} = \frac{Q_{tot,j}}{1 - D_j}, \quad (5.4)
\]
\[
Q_{c,j} = \frac{Q_{tot,j}}{D_j}, \quad (5.5)
\]

where $D_j$ represents the diameter of the circle associated with each resonator (Fig. 5.3f).

The $Q$-factor values are shown in Table 5.2. [72]

Table 5.2: Q factors for the 2-resonator analytical model (Adapted from [72])

<table>
<thead>
<tr>
<th>$j$</th>
<th>$Q_{tot,j}$</th>
<th>$Q_{i,j}$</th>
<th>$Q_{c,j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$20,948 \pm 1$</td>
<td>$107,583 \pm 2$</td>
<td>$26,013 \pm 1$</td>
</tr>
<tr>
<td>2</td>
<td>$59,400 \pm 180$</td>
<td>$109,500 \pm 330$</td>
<td>$129,800 \pm 390$</td>
</tr>
</tbody>
</table>

Analysis of the 14-resonator dataset

A 14-resonator CPW dataset was also studied (see Figs. 5.4a-b). In this example, the resonators span a spectral range of about 45 MHz with two pairs of resonators strongly interacting with each other, namely, resonators 5-6 and 9-10. The analysis of this dataset was challenging because, for high values of $Q_{tot}$, the denominator of Eq. (5.3) approaches an
indeterminate form of the type $[0 \cdot \infty]$, which can result in numerical instability. In addition, the parameters of interest span 6 orders of magnitude leading to an ill-conditioned Hessian matrix for the system.

Equation (5.3) was used to fit the calibrated data by means of a least-squares curve fitting routine based on a trust-region reflective Newton method with a diagonal preconditioning of the conjugate gradient. To help the algorithm with convergence, all $\Gamma_j$ and $\omega_{0,j}$ ($j = 1, \ldots, 14$) were provided with lower and upper bounds, namely, $0 < \Gamma_j \leq \Gamma_{max}$ and $\omega_{min} \leq \omega_{0,j} \leq \omega_{0,max}$ for $j = 1, \ldots, 14$. Here, $\Gamma_{max} = 10$ MHz, well above the largest $\Gamma_1$ ($\approx 1.6$ MHz). The minimum angular frequency is $\omega_{min} = 2.5040$ GHz and the maximum resonance frequency, $\omega_{0,max}$, was set not to exceed a distance of $10 \times \Gamma_{14}$ from the last resonance frequency. For the highest-$Q$ resonators (i.e., the highest frequencies in the recorded transmission spectra) the model is more sensitive to changes in $\omega_{0,j}$. This choice for the bounds helped the algorithm in identifying solutions within the desired range of parameters and converged after $< 300$ iterations.

The model represented by Eq. (5.3) recovers the calibrated data within an accuracy of $< 1\%$ (Figs. 5.4c-d) with a reduced $\chi^2 = 0.9985$ and a standard deviation $\sigma = 0.0027$, thus proving to be a robust method to analyze numerous, strongly coupled resonators. In this dataset, the range of quality factors spans more than two orders of magnitude, e.g., $2,300 < Q_c < 630,000$. A particular challenge noted in this existing dataset was that the observed spectral range was suboptimal. From an experimental design perspective, the phase variation of the DUT and the baseline need to be appropriately sampled and to possess differing spectral signatures to enable independent reconstruction from the measured dataset. By using the modeled response as noiseless input to the fitting algorithm, it was found that the spectral range of this dataset should have been extended by 30% to minimize the calibration error with this algorithm. This increase in spectral range would enable the responses of the resonator wings and the baseline to be sufficiently decoupled to achieve an unbiased amplitude calibration.” [72]
Figure 5.4: Results for the 14-resonator CPW dataset. a) Normalized transmission data and baseline fit. b) Smith chart representation of the normalized transmission data. c) Calibrated transmission data and analytical model. The achieved residuals are smaller than 1%. d) Smith chart showing the calibrated 14-resonator data wrapping around (1,0). Note: The 14-resonator CPW dataset was acquired in two discrete sections and a small gap in the measured transmission spectra is present at $\approx 2.535$ GHz. Adapted from [72].

5.3.3 ABCD-matrix model

"The phenomenological resonator model based on Eq. (5.3) and discussed in Sec. 5.3.2 is useful and sufficient if one needs to know the center frequencies and the resonators’ $Q$ factors. Clearly, there are many quasi-TEM structures such as microstrip, CPW, or other transmission line types which can lead to the observed response. Since the phenomenological resonator model is blind to the details of the realization, a distributed transmission line representation
needs to be employed in order to probe the internal structure of the circuit. Here, the impedance, propagation constant, and lengths are used to characterize the circuit response in an ABCD or chain-matrix formulation. In this process, specifically, the impedance and propagation constant are used as parameters to fit the transmission data.

Although coupling to higher-order modes (e.g., losses to radiation, surface waves, and parasitic coupling between elements) can influence the underlying network topology, in the formulation used here, we assume single-mode propagation and rely upon the specification of the circuit network. This process is related to “de-embedding” or the process of inferring the response of a device under test when electrical properties of the intervening structure (in this case, the feedline coupling structure) are known [168]. Elegant implementations of such concepts in the context of scalar millimeter-wave circuit metrology are described in [169,170].

To model the 2-resonator device response below the instrument termination plane (Fig. 5.2), 29 transmission line elements were used. For each line section, the physical lengths, \( l \), were known to a micron accuracy from the photolithographic mask, while the characteristic impedances, \( Z_0 \), and the propagation constant, \( \gamma \), were simulated with HFSS (High Frequency Structure Simulator). For simplicity, the two coupling capacitors were modeled as lumped elements and their capacitances also simulated with HFSS (\( C_{c_1} \approx 53 \text{fF} \) and \( C_{c_2} \approx 23 \text{fF} \)). The detailed description of the ABCD-matrix model can be found in the Appendix at the end of this chapter.

Substituting the numerical values of each transmission line element into Eq. (5.14) and cascading through Eq. (5.13) yields the ABCD parameters of the entire transmission line circuit. These parameters were used in Eq. (5.12) to evaluate the modeled transmission response, \( S_{21} \). A challenge of this method lies in the difficulty in fully specifying the elements of the system at cryogenic temperatures. To simplify the extent of the system to be characterized, the instrument calibration plane was chosen to approximate a matched termination as close as feasible to the packaged device under test.

In addition, as a cross-check of the baseline correction obtained by fitting, the elements leading to this instrumental response were computed with the ABCD-matrix model and agreed to within a 5% accuracy with the measured transmission line coaxial-cable lengths.
given nominal literature values for the Teflon dielectric. Experimental investigation revealed that the superconducting NbTi thermal break cable was the limiting element in the uncorrected baseline response. In fitting, it was found that the characteristic impedance of this line was approximately 60Ω. This section of cable was subsequently inspected and a gap in the Teflon dielectric was noted to be consistent with these observations.” [72]

Transmission line parameter extraction

“For the transmission line structures, the characteristic impedance, \( Z_o \), and propagation constant, \( \gamma \), are functions of the effective permittivity, \( \varepsilon_{r,\text{eff}} \), and permeability, \( \mu_{r,\text{eff}} \), in the medium. In particular, \( Z_o \) is a function of the transmission line geometry proportional to the relative wave impedance in the medium, \( Z_n \equiv (\mu_{r,\text{eff}}/\varepsilon_{r,\text{eff}})^{1/2} \), and \( \gamma \) is defined such that

\[
\gamma^2 \equiv -\left(\frac{\omega}{c}\right)^2 \cdot (\varepsilon_{r,\text{eff}} \cdot \mu_{r,\text{eff}}) = -\left(\frac{\omega}{c}\right)^2 \cdot n_{\text{eff}}^2,
\]

where \( \omega \) is the angular frequency, \( c \) the speed of light in vacuum, and \( n_{\text{eff}} \) the effective index in the medium. For microstrip, the effective permittivity and permeability are explicitly defined as

\[
\varepsilon_{r,\text{eff}} \equiv \frac{C(\varepsilon_1, \varepsilon_2)}{C(\varepsilon_o, \varepsilon_o)}, \quad \mu_{r,\text{eff}} \equiv \frac{L(\mu_1, \mu_2)}{L(\mu_o, \mu_o)},
\]

where the capacitance, \( C \), and the inductance, \( L \), per unit length are measures of the electromagnetic energy stored in the transmission line [66, 171]. To find the effective constitutive relations, these functions are evaluated in the presence and absence of the dielectric and superconducting media, respectively. Here, \( \varepsilon_2 \) refers to the monocrystalline silicon substrate, \( \varepsilon_1 \) to the superstrate dielectric, \( \mu_1 \) to the centerline, \( \mu_2 \) to the ground plane metallization, and \( \varepsilon_o \) and \( \mu_o \) are the permittivity and permeability of free space (see Fig. 5.5). For other transmission line structures, analogous formulations of Eq. (5.7) can be defined for the constitutive parameters.

This parameterization results in \( \varepsilon_{r,\text{eff}} \) and \( \mu_{r,\text{eff}} \) becoming implicit functions of the line’s materials properties and cross-sectional geometry. The imaginary component of \( \mu_{r,\text{eff}} \) was taken as zero. An effective dielectric loss tangent \( \approx 1.8 \times 10^{-5} \) was observed in fitting the
observed microstrip resonator spectra. This is consistent with the bound on the dielectric loss tangent, \(< 5 \times 10^{-5}\), at 2.2 K for a similar (1.45-\(\mu\)m-thick) silicon sample used as a Nb microstrip ring resonator at 4.7 GHz. As discussed in [74], upon cooling to cryogenic temperatures, the bulk resistivity silicon (\(\rho \geq 1\) k\(\Omega\) – cm for these samples) freezes out and the intrinsic loss mechanisms in silicon dominate at microwave frequencies. The achievable thicknesses and high uniformity (\(\pm 0.013\) \(\mu\)m) of the monocrystalline silicon wafers [172] employed in this investigation enable its use as an ultra-low-loss controlled-impedance microwave substrate. The observed loss in the circuit can have contributions from the bulk properties of the silicon layers, the bisbenzocyclobutene (BCB) wafer bonding agent, two-level systems in the silicon oxide layer, and conversion to surface and radiation modes. In addition, residual coupling to the electromagnetic environment could contribute to the observed loss, in particular for higher \(Q\) factors. Although a detailed breakdown of the contributions to the observed loss is possible by investigating the performance as a function of geometry and temperature, this was not attempted here. Thus, in ascribing the entire observed loss to the dielectric, the above-mentioned loss tangent represents a conservative upper bound to that of monocrystalline silicon.

In fitting, for each transmission line type (high or low) a global characteristic impedance and phase velocity were employed. The low-impedance lines have a width of 60 \(\mu\)m, whereas the high-impedance lines have a width of 18\(\mu\)m. Electromagnetic simulations were performed with HFSS for the CPW and microstrip configurations shown in Fig. 5.5.” [72]

“To study the resonator circuit’s response in detail, a fit of the \(S_{21}\) data depicted in Fig. 5.3c to Eq. (5.12) was performed. The fitting parameters were \(Z_o\), \(n_{\text{eff}}\), and \(C_e\) for each of the two resonators’ transmission line sections. From \(Z_o\), the medium’s relative wave impedance, \(Z_n\), can be determined as follows:

\[
Z_n \equiv \left(\frac{\mu_{r,\text{eff}}}{\varepsilon_{r,\text{eff}}}\right)^{1/2} = \frac{Z_o}{Z_{o,\text{HFSS}}}
\]

for each of the transmission lines used in the resonator realization. Here, \(Z_{o,\text{HFSS}}\) represents the transmission line characteristic impedance simulated using HFSS with perfect E-field boundaries for conductors and the permittivity of free space for dielectrics.
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From Eq. (5.6) and Eq. (5.8) it follows that the effective permittivity and permeability are related by

$$\varepsilon_{r,\text{eff}} = \frac{n_{\text{eff}}}{Z_n}, \quad \mu_{r,\text{eff}} = n_{\text{eff}} \cdot Z_n.$$  \hspace{1cm} (5.9)

These scaling relationships between $\varepsilon_{r,\text{eff}}$ and $\mu_{r,\text{eff}}$ were enforced by the algorithm during fitting. The resulting transmission response computed with this methodology [see Eq. (5.12)] agrees with the measured data within 1%, similarly to the accuracy previously found through the evaluation of Eq. (5.3). This analysis approach is analogous to that implemented in [174] to explicitly link the transmission line parameters which depend upon the detailed sample geometry to the interaction of the fields in a homogeneous bulk material sample in an electromagnetically self-consistent manner. For example, a non-physical dielectric function would
be encountered if $\mu_{r,\text{eff}} \equiv 1$ was tacitly adopted for the superconducting material [175,176].

A parameter of interest for superconducting resonator-based detectors is the kinetic inductance fraction [177], $\alpha$, which is defined as the ratio of the transmission line’s kinetic inductance, $L(\mu_1, \mu_2) - L(\mu_o, \mu_o)$, relative to the total inductance, $L(\mu_1, \mu_2)$. With these definitions and through the use of Eq. (5.7), one obtains:

$$\alpha = 1 - \frac{1}{\mu_{r,\text{eff}}}.$$ (5.10)

The results found for $\alpha$ are in quantitative agreement with the values derived from the HFSS simulations (Table III in [72]) and can be found in Table 5.3, where the last significant digit computed in HFSS simulations is indicated with parentheses.” [72]

<table>
<thead>
<tr>
<th>Line</th>
<th>$Z_{o,\text{HFSS}}$ [Ω]</th>
<th>$Z_o$ [Ω]</th>
<th>$n_{\text{eff}}$ [-]</th>
<th>$\alpha$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, low</td>
<td>2.7(0)</td>
<td>2.47 ± 0.01</td>
<td>10.697 ± 0.571</td>
<td>0.898 ± 0.008</td>
</tr>
<tr>
<td>1, high</td>
<td>8.5(0)</td>
<td>7.70 ± 0.10</td>
<td>11.143 ± 0.336</td>
<td>0.901 ± 0.007</td>
</tr>
<tr>
<td>2, low</td>
<td>2.7(0)</td>
<td>2.47 ± 0.01</td>
<td>10.701 ± 0.162</td>
<td>0.898 ± 0.004</td>
</tr>
<tr>
<td>2, high</td>
<td>8.5(0)</td>
<td>7.70 ± 0.03</td>
<td>11.147 ± 0.084</td>
<td>0.901 ± 0.003</td>
</tr>
</tbody>
</table>

### 5.4 Summary of findings

“This [chapter] presented a methodology to calibrate the transmission response of superconducting microwave resonators at cryogenic temperatures and described two methods to analyze the resulting dataset. The phenomenological and ABCD-matrix methods recovered the measured transmission data with the same 1% level of accuracy, thus providing a numerical validation of the general approach. The derived $Q$ factors in either approach were statistically indistinguishable.

It is interesting to compare the number of parameters required by each method. The first analysis method employs a rational polynomial function of degree $k$ with $2k$ complex and 2 real parameters for each resonator. A second-order function with 6 parameters per resonator
was shown to recover the measured data to within a 1% accuracy. The second method, based upon an analysis of the circuit’s distributed network, was implemented via cascaded ABCD matrices. Here, 2 complex and 3 real parameters were necessary to compute the ABCD matrices of each transmission line section used to represent the resonator structure and the feedline. In addition, the line lengths were taken as known and the constraint between the wave impedance and the effective index was enforced in fitting. Broadly speaking the two approaches have comparable underlying complexity.

While the phenomenological model is useful in providing the values of the resonators’ central frequencies and widths, the ABCD-matrix method provides insight into the circuit’s internal structure when used in conjunction with electromagnetic simulation tools, to make an explicit linkage between the model and the underlying geometric details of the transmission media in use. This approach can be of particular value in extracting the line parameters required for precision circuit design. More importantly, the ABCD-matrix model naturally enables the treatment of distributed transmission line structures without the approximations typically employed in conventional lumped-circuit analysis. The accuracy of these analysis methods exceeds that of a simple lumped-circuit approximation over the frequency span and parameter range experimentally explored.” [72]

Appendix: ABCD-matrix model

“The ABCD matrix for a two-port network is defined in terms of the total voltages and currents as follows [65,178]:

$$
\begin{bmatrix}
V_{in} \\
I_{in}
\end{bmatrix} =
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
V_{out} \\
I_{out}
\end{bmatrix}.
\tag{5.11}
$$

The scattering parameter $S_{21}$, also known as the transmission amplitude, $t$, can be directly related to the ABCD parameters as [178]:

$$
S_{21} = \frac{2Z_l}{AZ_l + B + CZ_l Z_s + DZ_s},
\tag{5.12}
$$
where \( Z_l \) and \( Z_s \) represent the load and source impedances, respectively. The ABCD matrix of the cascade connection of multiple networks is equal to the product of the ABCD matrices representing the individual two-ports, that is

\[
\begin{bmatrix}
A & B \\
C & D \\
\end{bmatrix}
= \prod_i \begin{bmatrix}
A_i & B_i \\
C_i & D_i \\
\end{bmatrix}.
\]

(5.13)

Here, the subscript \( i \) is used to indicate the different matrices as well as the ABCD parameters of each matrix.

In particular, the ABCD parameters of a two-port circuit represented by a transmission line are [65, 178]:

\[
\begin{bmatrix}
A & B \\
C & D \\
\end{bmatrix}_{TL}
= \begin{bmatrix}
\cosh(\gamma l) & Z_o \cdot \sinh(\gamma l) \\
1/Z_o \cdot \sinh(\gamma l) & \cosh(\gamma l) \\
\end{bmatrix}.
\]

(5.14)

In Eq. (5.14), \( Z_o \) is the characteristic impedance, \( \gamma \) the propagation constant, and \( l \) the line length. The determinant of this matrix is unity.

Each resonator is made of a low-, high-, and low-impedance transmission line connected to a coupling capacitor (Fig. 5.5). The resonator’s low-impedance transmission line section termination was modeled as an open-circuited line, i.e., \( Z_{in,1} = Z_1 \coth(\gamma_1 l_1) \), while the high- and second low-impedance transmission lines were specified by [65]:

\[
Z_{in,j} = \frac{Z_{in,j-1} \cosh(\gamma_j l_j) + Z_j \sinh(\gamma_j l_j)}{Z_{in,j-1} \sinh(\gamma_j l_j) + Z_j \cosh(\gamma_j l_j)}, \quad j = 2, 3.
\]

(5.15)

Finally, the total impedance as seen through the coupling capacitors is \( Z_{tot} = 1/(i\omega C_c) + Z_{in,3} \). Here, the index \( j \) specifies the internal lines in the stepped-impedance resonator. The ABCD matrix associated with the complete resonator structure is therefore:

\[
\begin{bmatrix}
A & B \\
C & D \\
\end{bmatrix}_{res}
= \begin{bmatrix}
1 & 0 \\
1/Z_{tot} & 1 \\
\end{bmatrix}.
\]

(5.16)

The individual resonators are connected to the feedline via a T-junction at their respective
electrical delays. The following expression,

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix}_{T=junc} = \begin{bmatrix} A & B \\ C & D \end{bmatrix}_{TL} \begin{bmatrix} A & B \\ C & D \end{bmatrix}_{res} \begin{bmatrix} A & B \\ C & D \end{bmatrix}_{TL},$$

(5.17)

allows the resonators to be cascaded with the feedline sections, whose ABCD matrices are expressed through Eq. (5.14). The resulting two-port circuit is used to compute the frequency response of the chip. The wire bonds, transition board, connectors, and coaxial cables between the device reference and the instrument termination planes were added in a similar fashion to investigate the baseline response. For simplicity, we do not explicitly treat the parasitic reactance at the transmission line junctions; however, this detail can readily be incorporated in the formulation and can be of importance at higher frequencies. The complex phase velocity and kinetic inductance fraction of the transmission line configuration employed can be extracted from the response of this composite ABCD-matrix for the system." [72]
Chapter 6

Conclusions

6.1 Thesis summary

This work aims to fill some of the gaps existing in the technology currently employed for far-infrared and submillimeter astronomy by developing μ-Spec, an ultracompact (10-cm$^2$) spectrometer with ultra-low-noise detectors (NEP < $10^{-20}$ W/$\sqrt{\text{Hz}}$) integrated on a silicon chip. This dramatic size reduction and increased sensitivity relative to prior art make this instrument a powerful capability for space telescopes and high-altitude balloon-borne payloads operating in the far-IR and microwave regions of the electromagnetic spectrum. μ-Spec can therefore become a unique tool to probe a wide range of environments in the universe and provide answers to fundamental questions regarding galactic, stellar, and planetary formation. In this work, the feasibility of this novel technology was studied with particular regard to its diffractive multimode region and the materials to employ in its transmission lines and detectors.

Chapter 1 offered a general overview of the importance of infrared astrophysics and the need for space telescopes. It is known that much of the visible and ultraviolet light released billions of years ago has been stretched into the far-infrared and microwave region of the electromagnetic spectrum. In addition, many of the objects of interest to astronomers and astrophysicists emit most strongly in the infrared but are obscured to our view by interstellar dust. The uniqueness of infrared instruments lies in the capability of infrared wavelengths
to detect and observe the dust emission, thereby enabling the observation of such astrophysical phenomena otherwise impossible with visible light. Because of the Earth atmosphere’s absorption bands, however, most infrared radiation is blocked out and the atmosphere itself emits strongly in the infrared. Space telescopes or high-altitude balloon-borne payloads can get above as much of the atmosphere as possible and enable the exploration of the physical processes in the early universe.

The ability to fully study the far-IR region of the universe has been limited by the size and cost of the cryogenic spectrometers required to carry out these measurements. Chapter 2 presented a comparison between the current state of the art and the technology required to perform this type of science. μ-Spec is proposed as a new technology concept that resolves these issues and can become a powerful capability for several future far-IR and submillimeter missions. The μ-Spec structure and operating principles were presented in detail, describing each of its subsystems. This was followed by the questions concerning the μ-Spec feasibility that this work attempted to answer. The chapter ended with this thesis’ objectives and an outline of the entire work.

Chapter 3 addressed the problem of finding low-loss dielectric materials for the transmission line substrates. The dielectric properties of two different amorphous silicon compounds were analyzed and compared with those of single-crystal silicon. Two mathematical models were developed and used to analyze laboratory transmission data of silicon nitride and silicon oxide films. The complex dielectric functions of these two materials were extracted with an accuracy of less than 4% and show that their imaginary parts, representing the loss in the materials, can reach values on the order of 10. In contrast, the loss in single-crystal silicon samples previously analyzed by the same author or found in the literature never exceeds values of $10^{-3}$. This makes single-crystal silicon the ideal candidate for the transmission line substrates.

Chapter 4 presented a design methodology developed for the μ-Spec diffractive region, given specific requirements on size and spectral range. This methodology was used to explore the entire design space and find the optimal solutions that maximize the instrument coupling efficiency and minimize the phase error on its focal plane. Five designs were described with
different requirements and performance, the best having four stigmatic points that maximize the utilization of the focal plane with a coupling efficiency close to unity and a spectral resolution of about 260.

Chapter 5 presented analysis and calibration techniques that were elaborated to study the properties of the superconducting materials employed in the instrument transmission lines and detectors. These techniques were applied to cryogenic laboratory data of molybdenum nitride and niobium resonators. The parameters of interest of such resonators, such as the quality factors, central frequencies and widths, and the kinetic inductance fraction, were derived with an accuracy of about 1%.

Finally, this chapter summarizes the thesis and highlights its primary research contributions. Perspectives for future research based on this work are given in the final section.

6.2 Contributions

The specific contributions of this work can be summarized as follows:

1. Development of an optical design methodology for an ultracompact (10–cm²) far-IR spectrometer-on-a-chip. This methodology generates designs for the spectrometer diffractive region given requirements on chip size and spectral range through a two-step optimization process.

   • First, the instrument resolving power is maximized as a function of the spectrometer’s operating order and the non-dimensionalized pitch of the internal emitter feed structures. This enables a complete exploration of the design space as a function of these two parameters, which relate to the complexity of the instrument operations and amount of diffraction in its multimode region.

   • Once the desired values of these two parameters are chosen, the optimal values of the design variables can be obtained by optimizing specific figures of merit, such as the RMS phase error.

   • Generation of 4-stigmatic-point solutions. By minimizing the RMS phase
error on the focal plane, unprecedented solutions with 4 stigmatic points are found and used to maximize the utilization of the focal plane.

- **Development of a numerically-efficient model for the analysis of the electric field.** A classical phased-array analysis approach is used to calculate the electric field and power distributions within the multimode region. This method is more efficient than electromagnetic simulation tools, whose computational burden can grow rapidly. The multimode region is discretized with a mesh that can easily be adapted to accommodate different instrument shapes and grid densities, depending on the level of accuracy desired for the analysis. The model also enables the computation of the coupling efficiency and beam directivity.

2. **Development of novel analysis and calibration techniques to characterize superconducting resonators.**

   - An *in-situ* calibration procedure is formulated which removes non-ideal instrument artifacts between the device under test and the measurement plane. The transmission data thus calibrated can be analyzed with a phenomenological model to derive the values of the resonators’ central frequencies and widths.

   - A transmission line model is assembled through an ABCD-matrix method, which is useful in providing insight into a circuit’s internal structure when used with electromagnetic simulation tools. This analysis method enables the treatment of distributed transmission line structures without the approximations adopted in conventional lumped-circuit analysis and with an accuracy that exceeds such approximations over the spectral range explored.

3. **Development, verification, and validation of a mathematical model for the analysis of dielectric materials.** The model enables a recovery of the materials’ spectral lines within a 4% accuracy and provides a high-resolution database of infrared dielectric properties of silicon-based materials with applications in instrument microfabrication and optics.
6.3 Future work

This research points to a number of possible future directions. Below are suggestions for follow-on research or applications.

Applications of the dielectric function models to various materials

The mathematical models developed to extract the dielectric functions of silicon-based materials can be used for any dielectric material over a wide range of frequencies. The algorithm developed to implement these models can easily be updated with other models, such as the Drude and Debye models for metals, or to account for dielectric mixtures, i.e., samples made of a number of materials with different filling fractions. In addition, the material’s reflection and absorption, as well as other parameters of interest such as the optical constants, can be computed for analysis and interpretation of astrophysical data.

Use of the design tools for different spectrometer concepts

The design methodology developed for μ-Spec can readily be adapted to a variety of circumstances. Some examples are: new size constraints, different wavelength ranges, higher spectral resolutions, etc. In addition, the electric field distribution at the output of the internal phased array can be changed to account for different types of feed structures. This makes this tool versatile and capable of generating multiple designs as well as carrying out trade-off studies with varying parameters.

Applications of the analysis techniques for superconducting resonators

The phenomenological model and ABCD-matrix method can in principle deal with a large number of resonators. The algorithms were also written to optimize computational performance and process large complex datasets or systems of equations. An example of future application of these tools is the analysis of the response of the μ-Spec resonators with a larger number of resolving channels.
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