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Abstract

Hydrophobic organic chemicals (HOCs) are a class of environmental contaminants responsible for numerous acute and chronic health effects in humans and wildlife. This thesis illustrates three applications of polyethylene (PE) passive sampling, which enhance our toolbox for estimating environmental hazards associated with HOCs.

First, we present a methodology that can be used to estimate the bioaccumulation potential of numerous organic chemicals based on passive sampling and comprehensive two dimensional gas chromatography (GC x GC). Using GC x GC retention times, we show that lipid-water and sampler-water partition coefficients can be estimated within a factor of 2 and 3, respectively. The method was then applied to estimate body burdens of various HOCs in benthic organisms from GC x GC analysis of PE equilibrated with contaminated sediment. Empirical observations of accumulation in the Nereis virens polychaete were in good agreement with PE-based predictions for PCBs, but were lower by at least an order of magnitude for other classes of HOCs (such as PAHs) presumably due to metabolism.

Second, we applied the same methodology to a set of contaminated sediments and estimated the cumulative baseline toxicity associated with environmental mixtures of HOCs. The predictions were compared against empirical measurements of baseline toxicity using the water flea Daphnia magna. The estimated total body burdens of HOCs were in good agreement with measured toxicity, with toxicity occurring at body burdens larger than 30 mg/glipid. In contrast, the toxicity estimated based on priority pollutants severely underestimated the observed toxicity, emphasizing the importance of cumulative effects.

Lastly, to advance our understanding of the processes that affect passive sampling results in situ (when they are operating away from equilibrium), a mathematical model was developed for reactive chemicals transferring between PE and sediment beds. The reaction diffusion model was used to infer in situ degradation rates of dichlorodiphenyltrichloroethane (DDT), which in the sediments of a freshwater lake were found to be between 0.09 and 0.9 d⁻¹. A second mathematical model describing the kinetics of exchange between passive samplers and water was also developed, which can be used in both field (infinite baths) and laboratory (finite baths) conditions.
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Chapter 1.

Hydrophobic organic chemicals (HOCs) and passive sampling
1.1. Background and motivation

Use of synthetic chemicals has become an integral part of our society. We routinely use chemicals or chemical products in industrial manufacturing, agriculture, water treatment, transportation and more. But this extensive use has also led to unintended consequences. A recent survey found that as much as 11% of the surveyed coastline contained sediments that were posing health threats to humans and wildlife.¹ Adding to this, is the growing concern over the large volumes of synthetic compounds (300 million tons) produced annually and the impacts that their release could have in the environment.² For many of these chemicals, the potential for adverse effects is unknown, and the unintended negative effects are often only realized after the chemical is already in use (e.g., the case for dichlorodiphenyltrichloroethane (DDT), triclosan). Even less is known about the effects of the mixtures of these chemicals. There is thus a clear need for better understanding the fate and impacts of chemicals in the environment, which can help us make better decisions about which chemicals we use and how we manage our natural resources.

Many toxic organic contaminants fall under the broad category of hydrophobic organic chemicals (HOCs), and numerous HOCs are at the same time, bioaccumulative, persistent and toxic to aquatic life and to humans. HOCs include legacy pollutants such as polychlorinated biphenyls (PCBs), which were banned in 1979, as well as contaminants of current or emerging concern, such as polybrominated diphenyl ethers (PBDEs) and perfluorinated compounds (PFCs). For many of these compounds, the strong bonds that impart their thermal and chemical stability, and make them excellent industrial chemicals (e.g., PFCs are used in non stick coatings, PBDEs are flame retardants), also make them resistant to environmental degradation. Most HOCs mentioned thus far have been linked to chronic and acute toxicity effects, which threaten the health of ecosystems (e.g., DDT impairs bird reproduction³) as well as humans (e.g., PBDE exposure linked to neurodevelopmental toxicity⁴). Contamination of aquatic systems with HOCs can affect not only the health of communities but also their economic livelihood and food security. In many places across the US, contamination with DDTs and PCBs has lead to fishing advisories or fishing bans.⁵ Lastly, for persistent HOCs that undergo long-range transport, the exposed population is not limited to the vicinity of chemical “hot spots”, but includes remote locations as far as the Arctic Ocean.⁶,⁷
Remediation of contaminated sites is often focused on sediments because sediments tend to be the largest aquatic reservoir of HOCs. While traditional risk assessment techniques rely on bulk measurements of sediment concentration, there is a growing consensus that risk assessment should be based on freely dissolved concentrations of chemicals. The freely dissolved concentration is a metric of the contaminant's chemical activity (or fugacity), which in turn governs its tendency to be mobilized and transported into the overlying water or taken up by organisms. Sediments can act as a sink for contaminants due to the presence of highly sorptive phases like organic carbon and black carbon, which sequester and reduce the chemical activity of HOCs in sediments. But sediments can also act as a source of contamination through sediment to water diffusive fluxes or through migration of contaminants up the food webs. Whether the sediment beds act as a sink or source depends on difference in chemical activities between the sediment and the overlying water. Various studies have shown that porewater concentrations (or freely dissolved concentrations) were better predictors of bioaccumulation, toxicity, and sediment-to-water fluxes compared to estimates based on bulk sediment concentrations. In theory, estimations of porewater concentrations from bulk sediment concentration via the sediment-water partition coefficient ($K_d$) should yield the same result as direct porewater measurements, but in practice, the large uncertainty associated with $K_d$ renders this approach inaccurate.

Advances in passive sampling in recent years have improved the ease and reliability of measuring freely dissolved concentration of HOCs in sediments. With passive sampling, dissolved concentrations are measured based on the accumulation of chemicals in a polymer membrane such as polyethylene (PE). The PE accumulates chemicals according to their fugacity or chemical activity, and with known values of polyethylene-water partition coefficients, the concentrations of chemicals in PE can be translated in the corresponding freely dissolved concentrations in the porewater (or in the water in the case of water column sampling). In contrast, direct porewater measurements can be biased high by inclusion of HOCs sorbed to colloids and dissolved organic carbon. In addition, adjusting the measured concentration to the freely dissolved value, requires quantification of the organic carbon concentration in the sample, as well as assumptions about the sorptive capacity of the dissolved organic carbon. Passive sampling techniques also have the advantage of improved detection limits over direct porewater measurements. For example, assuming an average detection limit of 10 pg/µL would allow us to
easily measure concentrations of 10 pg/L in the porewater (assuming an extract volume of 0.1 mL and sampler mass of 0.1 g; this leads to detection limits in the sampler of 10 ng/g, which for a compound with a sampler-water partition coefficient of $10^6$ corresponds to an aqueous concentration of 10 pg/L). Instead, the detection limit for a direct porewater measurement would be higher (~1 ng/L, for the same extract volume of 0.1 mL and assuming 1 L of porewater is extracted) and the porewater measurement would require considerably more effort (i.e., 1 L of porewater requires processing of ~ 4 L of sediment). Passive sampling involves a simpler analytical procedure, which makes it a suitable technique for assessing heterogeneity of contamination in field sites.

Baseline or narcosis toxicity is one of the mechanisms through which HOCs can affect the health of exposed organisms. Yet, after more than 100 years of narcosis research, we still do not fully understand the biochemical mechanism behind this toxicity.\(^\text{17}\) We know from studies of lethal body burdens, that narcosis occurs when body burdens reach 34-400 pmol/g lipid,\(^\text{18-20}\) but several researchers have raised the concern that there are multiple types of lipid, with different affinities for chemicals\(^\text{21-23}\) and only the accumulation of chemicals inside the membrane lipids is likely to elicit a biological response.\(^\text{22}\) Thus, a better criteria needs to be established based on membrane lipid chemical burdens. Lastly, since organisms are regularly exposed to mixtures of narcotic chemicals at various concentrations, some models have been developed for evaluating narcosis toxicity of mixtures. They are based on the assumption that narcosis effects are additive and they require knowledge about the identity and the octanol-water partition constant ($K_{\text{OW}}$) of all the mixture components, which can be difficult to obtain in some cases. One example is the unresolved complex mixture (UCM) associated with petroleum contamination, for which methods of estimating narcosis toxicity are still being developed.\(^\text{19, 24}\) Narcosis toxicity due to petroleum hydrocarbons is a concern in marine environments, given the large inputs of oil to the sea from a wide array of sources (natural seeps, extraction, and transportation) and its toxicity to marine biota.\(^\text{25}\)

Even though the presence of HOC mixtures is widespread in the environment, the focus of current regulatory standards, as well as that of passive sampling exercises thus far, has been on individual contaminants.\(^\text{26, 27}\) Cumulative toxicity is a concern, however, given that approximately 60% of the industrial chemicals entering the aquatic environment, have been linked to narcosis toxicity,\(^\text{28}\) and that many chemical products such as fuels or lubricants are
often mixtures as well (e.g., aroclors, PBDE technical mixtures). Furthermore, recent studies\textsuperscript{29} have shown that some HOCs (in particular PAHs such as anthracene, benzo[a]pyrene, which have limited chemical activity at saturation due to large melting points $> 200$ °C and high entropies of fusion), exhibit limited toxicity when tested individually in \textit{Daphnia magna} immobilization tests, but they do cause toxicity when tested as a mixture in the same immobilization assay. Thus, it is noteworthy that there may be HOCs (e.g., high melting point PAHs but potentially other HOCs with large entropies of fusion), for which individual dose response curves cannot be derived, and the calculation of cumulative effects based on toxicity units\textsuperscript{30} (ratio of concentration to LC50) may not accurately represent the cumulative toxicity of a mixture.

In evaluating the toxicity of environmental mixtures, one must consider both the composition of the mixture as well as the dissolved concentrations of its components (i.e., their availability to partition into membrane lipids). For example, numerous studies have tried to understand the toxicity of UCMs associated with petroleum contamination, by measuring toxicity of individual chemicals\textsuperscript{31} or the toxicity of the compounds present in an exhaustive solvent extract.\textsuperscript{24, 32} But these approaches do not account for the bioavailability of mixture components in the environment. On the other hand, passive sampling studies have been undertaken for evaluating contamination with priority pollutants (Greenberg et al.\textsuperscript{33} and references within) but very few targeted HOC mixtures, either in terms of bioaccumulation\textsuperscript{34} or toxicity.\textsuperscript{35}

\subsection*{1.2. Objectives}

The main objective of this thesis was to expand the use of passive samplers from measurement of individual chemicals towards characterization of bioaccumulation and toxicity of mixtures of HOCs. To this end, equilibrium passive sampling was combined with comprehensive two-dimensional gas chromatography (GC × GC) to help us characterize the composition and properties of environmental mixtures. Recent studies have devised methods for using GC × GC retention times for the calculation of numerous environmentally relevant properties such as aqueous solubilities, vapor pressures and $K_{OW}$\textsuperscript{36-38} In this work we developed similar methods for evaluating polyethylene-water ($K_{PEW}$) and the phospholipid membrane-water ($K_{PLW}$) partition coefficients from GC × GC retention times, which can be used to calculate the corresponding concentration of a chemical in the lipids of an exposed organism, for any given
concentration in the passive sampler. The advantages of using chromatography for evaluating partition coefficients is that we can apply this method without needing to identify all the mixture components.

A second objective of this work was to advance our understanding of passive sampling exercises, particularly when passive samplers are used in non-equilibrium conditions or for targeting reactive compounds (i.e., chemicals that degrade on timescales that smaller or comparable to passive sampling deployment timescales which are on the order of days to months). For in situ passive sampler deployments, most HOCs do not have enough time to reach equilibrium concentrations in the sampler, and the measured concentration in the sampler has to be adjusted upwards by the extent of disequilibrium. This adjustment is usually done based on the measured loss during the deployment time of performance reference compounds (PRCs), which are pre-loaded into the sampler before deployment. For in situ deployments in sediments, it is believed that the PRC loss is controlled by diffusion through the sediment bed, but less is known about what controls the PRC loss when samplers are deployed in water or when targeting reactive chemicals. Better understanding the processes that impact the PRC loss can help us (1) gain confidence in the passive sampling results and (2) provide useful biogeochemical information about the sampled environment. For example, existing mathematical models relate the PRC loss to the sediment K_d, which is difficult to estimate or measure experimentally, but particularly useful in assessing the bioavailability and mobility of contaminants out of sediment beds. The working hypothesis for reactive chemicals (i.e. degrading on timescales of days to months) was that in situ passive sampling with PRCs coupled with a reaction diffusion model could provide estimates about in situ degradation rates.

1.3. Thesis overview

In Chapter 2, we present a method for estimation of K_PLW values for nonpolar HOCs from GC × GC retention times, which can be used to evaluate baseline toxicity potential of mixtures, as well as membrane-water partition coefficients for numerous HOCs. In Chapter 3 we develop a similar relationship for K_PEW and we investigate whether the combination of equilibrium passive sampling and GC × GC-based equilibrium partition model could provide accurate predictions of bioaccumulation for a range of HOCs. To this end, a series of contaminated sediments were selected which were previously collected from (1) Lauritzen Channel, Richmond, CA, a
Superfund site in San Francisco Bay contaminated with DDT from on-shore pesticide packing and shipping activities until 1966 and (2) Island End, Chelsea, MA a hydrocarbon contaminated site in Boston Harbor, situated next to an coal tar processing facility, operational between 1890s to late 1950s. The sediments collected from these two sites were used in bioaccumulation experiments with the polychaete *Nereis virens*. The contamination patterns present in the test sediments allowed us to compare the measured accumulation in the tissues of *Nereis virens* of a range of HOCs including PAHs, PCBs, DDTs, and UCM hydrocarbons, against estimated body burdens of the same chemicals using passive samplers and GC \times GC. Furthermore, the test sediments also had a wide range of organic and black carbon contents, which allowed us to explore the impact of sorptive phases on bioavailability of contaminants, as measured both in the PE and in the worms.

Chapter 4 is dedicated to understanding the mass transfer between PE passive samplers in water in both finite (laboratory) and infinite (field) conditions. The Laplace space mathematical model characterizing the PE/water exchange was derived by applying Fick’s second law to the diffusion of chemicals through the polymer membrane and an aqueous boundary layer. In addition the model was applied towards understanding the PE-water kinetics in finite bath systems to infer whether PE could be used as a dosing phase in toxicity assays. Lastly, the model was employed for the interpretation of data from passive samplers deployed in Lake Maggiore, a subalpine freshwater lake situated at the border of Italy and Switzerland. Lake Maggiore has been subject to DDT contamination due to the waste disposal of a DDT manufacturing plant situated on the River Toce, which flows into Lake Maggiore. Field activities at this site were directed towards characterization of dissolved concentrations using passive sampling, of DDT and its degradation products DDE and DDD in both sediments and water column. Chapter 4 will focus on the data from the water column samplers, whereas Chapter 6 will focus on the passive sampler deployments in the sediment beds.

In Chapter 5, we investigate the link between GC \times GC-based predictions of body burdens, which were used to estimate baseline toxicity, and empirical observations of toxicity from *Daphnia magna* immobilization tests. To measure the toxicity of HOCs mixtures present in various sediments, a novel PE-based passive dosing protocol was designed and implemented in which the polymer membrane equilibrated with contaminated sediment was used to reproduce the composition and chemical activity of environmental mixtures in test vials with *Daphnia*.
Compared to traditional sediment toxicity tests, passive dosing was chosen because it was more likely to reflect the toxicity of HOCs (as opposed to other water quality issues or inorganic contaminants) in the sediment. The toxicity associated with sediment-equilibrated PE was measured for sediments collected from Island End and Lauritzen Channel sites described above, as well as Tabbs Bay, TX, a site contaminated with oil field produced water. The set of test sediments were chosen to reflect different levels of contamination as well as different distribution of HOC mixtures (various combination of priority pollutants and unresolved complex mixtures). As such, sediments collected from Island End were used because they contained both UCM hydrocarbons as well as PAH priority pollutants. The sediments from Lauritzen Channel had high concentrations of DDT (and degradation products DDE and DDD), as well as a late-eluting hydrocarbon signature. In contrast, the sediments from Tabbs Bay were predominantly contaminated with an early eluting hydrocarbon mixture, and contained very little PAH contamination.

Finally, a reaction-diffusion transport model is introduced in Chapter 6. The model was applied to measured PRC loss from field-deployed PE in the sediment bed of Lake Maggiore (discussed above) and used to derive the magnitude of in situ degradation rates of DDT. Given the history of the DDT pollution at Lake Maggiore, the site was suitable for the study of DDT degradation processes, and measurements of degradation rates are relevant both to any future application of PRC-loaded passive samplers at the site, as well as for assessing the long term fate of the DDT in the lake. A summary of major findings and potential future research avenues will be presented in Chapter 7.
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Abstract

Recent studies have shown that phospholipid membrane-water partition coefficients of organic chemicals can be used to predict bioaccumulation and type I narcosis toxicity more accurately than the traditional $K_{OW}$-based approach. In this paper, we demonstrate how comprehensive two-dimensional gas chromatography (GC $\times$ GC) can be used to estimate such membrane-water partition coefficients ($K_{PLwS}$), focusing in particular on phosphatidyl choline based lipids. This method performed well for a set of 38 compounds, including polycyclic aromatic hydrocarbons, polychlorinated benzenes and biphenyls, and substituted benzenes including some phenols and anilines. The average difference between the estimated and the measured log $K_{PLW}$ values of 0.47 log units is smaller than in the case of a log $K_{OW}$ correlation approach but larger than for a polyparameter model based approach in which log $K_{PLW}$ is described by a set of five solute-solvent interactions. However, the GC $\times$ GC based method has the advantage that it can be applied to mixtures of chemicals that are not completely identified, such as petroleum hydrocarbon mixtures. At the same time, our application of the GC $\times$ GC method suffered larger errors when applied to certain hydrogen bonding compounds due to the inability of the GC $\times$ GC capillary columns phases that we used to participate in hydrogen bond donation.
2.1 Introduction

The bioaccumulation potential of organic contaminants is a key factor in environmental risk assessment of hydrophobic organic chemicals (HOCs). Compounds, for which the rate of biotransformation is slow compared to uptake, tend to accumulate in the lipids of exposed organisms, as dictated by their lipid-water or lipid-air partition coefficients. One approach for calculating bioaccumulation relies on bioaccumulation/bioconcentration factors, obtained from linear free energy relationship correlations involving $K_{ow}$, the n-octanol-water partition coefficient. This approach assumes that the partition properties of all types of lipids are the same, although recent studies show that significant differences exist between the partitioning of chemicals into storage- versus membrane-lipids. In general, storage lipids consist of triacylglycerides (i.e., three aliphatic side-chains attached to a glycerol moiety). In contrast, membrane lipids are predominantly diacylglycerides (i.e., only two aliphatic side-chains attached to the glycerol unit), with a polar group attached at the third oxygen. This structural nature helps them form bilayers, a critical feature of biological membranes. For important environmental contaminants such as phenols, Sandermann et al. found that partitioning into storage lipids can be as much as a factor of ten lower than the partitioning into membrane lipids, whereas for dichlorodiphenyltrichloroethane (DDT), partitioning into storage lipids was a factor of ten higher. This could be explained, at least in part, by the fact that unlike the triacylglyceride storage lipids, the diacylglycerides have moieties that can function as electron density acceptors. Thus, in order to accurately predict bioaccumulation, both the phospholipid-water and triglyceride-water partition coefficients must be known. This is of particular importance in smaller organisms, such as plankton, in which the proportion of membrane-to-storage lipids is larger (e.g. in plankton membrane lipids are 90% of total lipids, whereas in fish the membrane lipids account for 22% to 69% of the total lipids). In addition, the correlation between the bioconcentration factor (BCF) and $K_{ow}$ has been shown to break down for certain classes of compounds, including highly hydrophobic HOCs with log $K_{ow}$ greater than 6, and recent studies suggest membrane-water partition coefficients are better predictors for BCF than $K_{ow}$.

The differential affinities of contaminants for the two different lipid classes are also relevant from a toxicological perspective. Membranes have been identified as the target site for nonspecific (or type I) narcosis toxicity. Therefore, by knowing the partition coefficient of a particular contaminant into membrane lipids, one can calculate its activity at the target site of...
toxicity and better evaluate the potential for toxic effects. Generally, such baseline toxicity has been obtained, similarly to BCFs, via a correlation against $K_{OW}$. However, Vaes et al. found that by using the membrane-water partition coefficient as a predictor instead of $K_{OW}$, (1) the relationship can be extended to a larger set of compounds, and (2) lethal body burdens (LBBs) can be better predicted by considering the differential partitioning into two separate lipid compartments. In addition, evaluating the partitioning into storage lipids is also relevant because storage lipids are more labile than membrane lipids (i.e. the amount of storage lipids is known to vary with season), and because storage lipids are mobilized during reproduction, leading to transfer of contaminants to offspring during embryo development or lactation phase.

Experimentally, determination of phospholipid-water partition coefficients ($K_{PLW}$) has focused on phosphatidyl cholines (PCs) with various side chains, as PCs readily form vesicles in water and because PCs are one of the most common components of membrane lipids in higher organisms. These coefficients have been measured for a wide range of organic compounds including known environmental contaminants such as polychlorinated biphenyls (PCB), polycyclic aromatic hydrocarbons (PAHs), chlorobenzenes (CBs), and other compound classes. Unfortunately, for many compounds, there can be significant variability in the available data (e.g., $K_{PLW}$ for PCB congener #155 (2,2',4,4',6,6'-hexachlorobiphenyl) varies by more than two orders of magnitude between different measurements). This may be due to experimental artifacts, but the data variation may also be caused by differences in the composition of aliphatic side chains or experimental temperatures that affect the phase of the lipids in question. At temperatures below the phase transition temperature (i.e., in the rigid gel phase), the aliphatic carbon atoms of the hydrophobic side chains reside primarily in the anti conformation; whereas above the phase transition temperature (i.e., in the liquid crystalline state), the gauche conformation becomes energetically favorable, leading to a more fluid, less well packed membrane. Thus, the ability of the liposome to accumulate contaminants is higher in the liquid crystalline phase than in the rigid gel phase. The value of the phase transition temperature is, in turn, affected by the choice of lipid side chain, with smaller chains and higher degrees of unsaturation leading to lower transition temperatures.
Figure 2.1 Examples of a triglyceride storage lipid, tripalmitin (C51H98O6, MW 807.34 g/mol), and a membrane phospholipid, dipalmitophosphatidyl choline (DPPC, C40H80NO8P, MW 734.04 g/mol)

In this study, we present a new method of estimating the $K_{PLW}$ values of organic chemicals based on their retention behavior on a comprehensive two-dimensional gas chromatography system (GC x GC). Current experimental determinations of $K_{PLW}$ values require phospholipid vesicles to be formed in a reproducible fashion and incubation experiments to be performed in such a way to ensure liposome stability and enough time for equilibration of highly hydrophobic compounds. In addition, $K_{PLW}$ determinations are subject to variability due to exact nature of lipid and experimental temperature, as mentioned above. The method of estimating $K_{PLW}$ values proposed here bypasses such methodological difficulties, and it can be applied when dealing with compounds for which experimental analysis is difficult.

Furthermore, the GC x GC method can be used to evaluate the potential for baseline (type I) narcosis toxicity of mixtures of chemicals, such as those in petroleum, which are not completely identified. Several studies have shown that components of the unresolved complex mixtures associated with petroleum contamination, can cause baseline narcosis type I toxic effects in invertebrates, but a method is still needed to evaluate this toxicity. The high separation power given by GC x GC, coupled with the ability to give values of $K_{PLW}$ for each of the mixture’s components, which can in turn help us calculate the concentration of narcosis pollutants at their site of action, makes this technique ideal for estimating the cumulative baseline narcosis toxicity of such a mixture. The focus of this paper will be obtaining the values of $K_{PLW}$ from a GC x GC chromatogram, while the application to mixture toxicity will be addressed in a subsequent paper.
2.1.1 Background

The advent of GC × GC has greatly improved our ability to separate and characterize components of complex organic mixtures; and recent studies show that with appropriate training sets, a range of physico-chemical properties can be estimated from the retention behaviors of the analytes including their vapor pressures and octanol-water partition coefficients. In GC × GC, the effluent from the first column is trapped, focused, and injected onto a second, shorter column at discrete time intervals. The stationary phase of the first dimension column is typically nonpolar (e.g., polydimethylsiloxane), resolving compounds based chiefly on their London dispersive interactions with the stationary phase (interactions dependent on a compound’s molecular volume and polarizability). In the second dimension column, due to the presence of the phenyl groups (stationary phase is 50% phenyl polysilphenylene-siloxane, Figure S1), additional intermolecular interactions are also possible, notably hydrogen bond acceptance by the stationary phase (i.e. the contribution of a compound’s polarizability, dipole and induce dipole and electron acceptor character to the overall retention increase by factors of 4, 3 and 2, respectively, as will be discussed in section 2.4.1 and in Table 2.2). The apolar nature of the stationary phase mimics the partitioning from gas phase to a lipid phase, whereas the more polar nature of the second dimension reflects interactions that govern the partitioning from gas phase to water. Since $K_{PLW}$ is a ratio of the lipid/gas and water/gas partition coefficients, then we expect that log $K_{PLW}$ will be positively correlated with the first dimension retention time, and negatively with respect to the second dimension. Mathematically this translates into a relationship of this form for the calculation of log $K_{PLW}$:

$$\log K_{PLW} = a * T_1 + b * T_2 + c$$  \hspace{1cm} (1)$$

where $T_1$ and $T_2$ are the retention times of compound of interest in the first and second dimension, respectively.

Determination of partition coefficients, such as log $K_{OW}$, has also been previously done using high pressure liquid chromatography and reverse phase column materials (HPLC). The advantage of this technique over GC is the presence of an aqueous phase, which directly captures the behavior of organic chemicals in water. However, in HPLC it takes a very long time to elute most compounds with only water; and if one uses an organic co-solvent, one has to train the system to correct for co-solvent effects. Also, compared to GC, LC is not as effective at separating complex mixtures, thereby limiting one's ability to examine such real world exposures.
to mixtures. Further, the detector response (e.g., absorbance or fluorescence) is not anywhere near as constant from analyte to analyte in HPLC as that seen with a flame ionization detector (FID); hence HPLC detectors do not allow as dependable a simultaneous quantification of mixture components as the FID when examining mixtures such as those in petroleum hydrocarbons. Such contaminant quantification, when combined with key physical chemical properties like $K_{PLW}$ values of each eluting peak, should allow eventual estimation of integrated membrane doses from mixtures (the long range goal of our work).

2.2 Materials and Methods

2.2.1 Preparation of solutions.

Most of the compounds used in the training sets were purchased as mixtures or individual compounds from Ultra Scientific, Inc. with the exception of the ones in the miscellaneous group, which were purchased as individual compounds from Sigma-Aldrich Co. Neat compounds were dissolved in dichloromethane and stock solutions were diluted to appropriate levels for GC × GC – FID analysis (~1-10 ng/μL).

2.2.2 Selection of training set compounds.

We selected known environmental contaminants such as PCBs, PAHs, chlorobenzenes (CBs), as well as several structurally diverse benzene derivatives like phenols, anilines and nitroaromatics previously found to cause narcosis. We chose the values of $K_{PLW}$ for which the experiments were performed at temperatures at which the liposomes were in the liquid crystalline phase, since biological membranes are mostly found in this state at environmental conditions (for example, transition phase temperature of egg phosphatidyl choline is -10 ± 5 °C). Additionally, in the liquid crystalline phase, the $K_{PLW}$ dependence with temperature is small, on the order of 0.1-0.2 log units per 10 °C, whereas a sharp change in partition behavior occurs below the transition phase temperature (e.g., for chlorobenzene there is a 1.6 log units difference in $K_{PLW}$ between the two lipid states). After critically reviewing the available data (see Supplemental Information-1, Table S2) and checking it for consistency, we obtained the training set displayed in Table 2.1. The average log $K_{PLW}$ was used when multiple $K_{PLW}$ values were available from different experimental setups. The regression of log $K_{PLW}$ values
against the two retention times (Eq. 1) was performed using the Data Analysis feature in Microsoft Excel 2004.

2.2.3 GC × GC analysis.

GC × GC analyses were performed on an Agilent 7890A gas chromatograph, equipped with a 7683 split/splitless injector, two capillary gas chromatography columns, a quad jet modulator (LECO Corporation, St Joseph, MI), and flame ionization detector (FID). The samples were injected in splitless mode. The inlet temperature was set at 300 °C and the purge valve was opened after 1 min. The carrier gas used was H₂, set at a flow rate of 1 mL/min throughout the run. Using sequential pentane injections at 10 minute intervals, we determined that the breakthrough time through the second dimension column decreased by ~30% throughout the run (from 1.710 seconds to 1.150 seconds), indicating that the flow rate in fact speeds up throughout the run. First dimension separations were performed using a 100% dimethylpolysiloxane capillary column (Restek, RTX-1, 0.25 mm inner diameter, 0.24 μm film thickness, 27.5 m length), which was ramped from 40 °C (0.5 min hold), to 333 °C at 4.92 °C/min. Compounds exiting the first column were cryogenically trapped and re-injected (modulated) onto the second column at 6 s intervals, via the quad jet modulator. The cold jet was dry liquid N₂. The hot jet was set at 40 °C above the temperature of the first dimension oven. The second column was a 50% phenyl polysilphenylene-siloxane capillary column (SGE BPX-50, 0.10 mm ID, 0.25 μm thickness, 1.5 m length), and it was programmed from 55 °C (0.5 min hold) and ramped to 348 °C at 4.92 °C/min, which maintained a constant offset of 15 °C between the two columns throughout the run. The FID was set at 330 °C and sampled at 100 Hz. This relatively fast temperature program sacrificed part of the separation power, but a wide range of compounds (n-C₈ to n-C₃₄ alkanes in the first dimension) were eluted in a time efficient manner, suited to processing large sample sets as well as complex mixtures such as spilled petroleum. The variability of the GC × GC retention times from run to run was very small (variations of less than 0.01 min in the first dimension and of less than 0.03 s in the second dimension observed throughout all the runs).
Table 2.1 Experimental and predicted log $K_{PLW}$ using three methods: GC × GC, polyparameter model, and log $K_{PLW} = 1.01 \log K_{OW} + 1.2^a$

<table>
<thead>
<tr>
<th>#</th>
<th>Compound</th>
<th>Experimental conditions</th>
<th>log $K_{PLW}$ $^c$</th>
<th>This study</th>
<th>Poly-param model</th>
<th>log $K_{OW}$ fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2-chlorobiphenyl (#1)</td>
<td>soy PC (25 °C)$^d$</td>
<td>4.83</td>
<td>4.68</td>
<td>4.47</td>
<td>4.97</td>
</tr>
<tr>
<td>2</td>
<td>2,2',5,5'-tetrachlorobiphenyl (#52)</td>
<td>soy PC (25 °C)$^d$, POPC (20 °C)$^e$, DMPC (25 °C)$^f$</td>
<td>6.12</td>
<td>6.71</td>
<td>5.84</td>
<td>6.02</td>
</tr>
<tr>
<td>3</td>
<td>2,3,4,5-tetrachlorobiphenyl (#61)</td>
<td>soy PC (25 °C)$^d$</td>
<td>7.15</td>
<td>7.01</td>
<td>6.24</td>
<td>6.59</td>
</tr>
<tr>
<td>4</td>
<td>2,2',4,4',6,6'-hexachlorobiphenyl (#155)</td>
<td>soy PC (25 °C)$^d$</td>
<td>7.65</td>
<td>7.47</td>
<td>6.44</td>
<td>7.48</td>
</tr>
<tr>
<td>5</td>
<td>2,2',3,3',4,4'-hexachlorobiphenyl (#128)</td>
<td>soy PC (25 °C)$^d$</td>
<td>7.88</td>
<td>7.71</td>
<td>7.13</td>
<td>7.02</td>
</tr>
<tr>
<td>6</td>
<td>2,2',3,3',6,6'-hexachlorobiphenyl (#136)</td>
<td>POPC (25 °C)$^e$</td>
<td>6.50</td>
<td>7.16</td>
<td>6.67</td>
<td>7.31</td>
</tr>
<tr>
<td>7</td>
<td>naphthalene</td>
<td>POPC (20 °C)$^h$, egg PC (20 °C)$^g$</td>
<td>3.38</td>
<td>3.09</td>
<td>3.58</td>
<td>3.52</td>
</tr>
<tr>
<td>8</td>
<td>phenanthrene</td>
<td>POPC (20 °C)$^h$, egg PC (20 °C)$^g$</td>
<td>4.91</td>
<td>4.99</td>
<td>4.91</td>
<td>4.74</td>
</tr>
<tr>
<td>9</td>
<td>anthracene</td>
<td>POPC (20 °C)$^h$, egg PC (20 °C)$^g$</td>
<td>5.04</td>
<td>5.08</td>
<td>5.00</td>
<td>4.71</td>
</tr>
<tr>
<td>10</td>
<td>fluoranthene</td>
<td>POPC (20 °C)$^h$</td>
<td>5.68</td>
<td>5.81</td>
<td>5.51</td>
<td>5.39</td>
</tr>
<tr>
<td>11</td>
<td>pyrene</td>
<td>POPC (20 °C)$^h$, egg PC (20 °C)$^g$</td>
<td>5.48</td>
<td>5.57</td>
<td>5.60</td>
<td>5.35</td>
</tr>
<tr>
<td>12</td>
<td>benz[a]anthracene</td>
<td>POPC (20 °C)$^h$</td>
<td>6.53</td>
<td>6.64</td>
<td>6.37</td>
<td>6.04</td>
</tr>
<tr>
<td>13</td>
<td>chryenes</td>
<td>POPC (20 °C)$^h$</td>
<td>6.49</td>
<td>6.44</td>
<td>6.38</td>
<td>6.09</td>
</tr>
<tr>
<td>14</td>
<td>benzo[b]fluoranthene</td>
<td>POPC (20 °C)$^h$</td>
<td>7.23</td>
<td>7.25</td>
<td>6.62</td>
<td>6.22</td>
</tr>
<tr>
<td>15</td>
<td>benzo[k]fluoranthene</td>
<td>POPC (20 °C)$^h$</td>
<td>7.24</td>
<td>7.25</td>
<td>6.82</td>
<td>6.22</td>
</tr>
<tr>
<td>16</td>
<td>benzo[a]pyrene</td>
<td>POPC (20 °C)$^h$</td>
<td>7.37</td>
<td>6.85</td>
<td>7.00</td>
<td>6.08</td>
</tr>
<tr>
<td>17</td>
<td>dibenz[a,j]anthracene</td>
<td>POPC (20 °C)$^h$</td>
<td>7.80</td>
<td>7.64</td>
<td>7.78</td>
<td>6.69</td>
</tr>
<tr>
<td>18</td>
<td>indeno[1,2,3-cd]pyrene</td>
<td>POPC (20 °C)$^h$</td>
<td>7.97</td>
<td>7.62</td>
<td>7.25</td>
<td>6.69</td>
</tr>
<tr>
<td>19</td>
<td>benzo[g,h,i]pyrene</td>
<td>POPC (20 °C)$^h$</td>
<td>7.91</td>
<td>7.26</td>
<td>7.55</td>
<td>6.94</td>
</tr>
<tr>
<td>20</td>
<td>chlorobenzene</td>
<td>DMPC (36 °C)$^l$, DMPC (26.5 °C)$^l$</td>
<td>2.91</td>
<td>2.39</td>
<td>2.92</td>
<td>3.05</td>
</tr>
<tr>
<td>21</td>
<td>1,3-dichlorobenzene</td>
<td>DMPC (26.5 °C)$^l$</td>
<td>3.71</td>
<td>2.81</td>
<td>3.58</td>
<td>3.69</td>
</tr>
<tr>
<td>22</td>
<td>1,4-dichlorobenzene</td>
<td>DMPC (26.5 °C)$^l$</td>
<td>3.57</td>
<td>2.79</td>
<td>3.54</td>
<td>3.59</td>
</tr>
<tr>
<td>23</td>
<td>1,2-dichlorobenzene</td>
<td>DMPC (26.5 °C)$^l$, egg PC (20 °C)$^g$</td>
<td>3.49</td>
<td>2.78</td>
<td>3.48</td>
<td>3.58</td>
</tr>
<tr>
<td>24</td>
<td>1,2,4-trichlorobenzene</td>
<td>DMPC (26.5 °C)$^l$</td>
<td>4.20</td>
<td>3.52</td>
<td>4.12</td>
<td>4.21</td>
</tr>
<tr>
<td>25</td>
<td>1,2,3-trichlorobenzene</td>
<td>DMPC (36 °C)$^l$, DMPC (26.5 °C)$^l$, egg PC (20 °C)$^g$</td>
<td>4.08</td>
<td>3.53</td>
<td>4.12</td>
<td>4.30</td>
</tr>
<tr>
<td>26</td>
<td>1,2,4,5-tetrachlorobenzene</td>
<td>DMPC (26.5 °C)$^l$</td>
<td>4.49</td>
<td>4.43</td>
<td>5.05</td>
<td>4.77</td>
</tr>
<tr>
<td>27</td>
<td>pentachlorobenzene</td>
<td>DMPC (26.5 °C)$^l$</td>
<td>5.06</td>
<td>5.22</td>
<td>5.17</td>
<td>5.35</td>
</tr>
<tr>
<td>28</td>
<td>hexachlorobenzene</td>
<td>DMPC (26.5 °C)$^l$</td>
<td>5.56</td>
<td>6.08</td>
<td>5.64</td>
<td>5.98</td>
</tr>
</tbody>
</table>

Miscellaneous
---
| 29 | p-xylene | DMPC (36 °C)$^l$ | 2.98 | 2.71 | 3.12 | 3.30 |
| 30 | aniline | DMPC (36 °C)$^l$ | 1.63 | 1.96 | 1.59 | 1.03 |
2.3 Results

2.3.1 GC × GC system check and use of retention times to estimate log K\text{OW} values

In order to test the validity of the GC × GC setup used, we first performed a regression of log K\text{OW} against the two retention times. Based on the work done by Arey et al.\textsuperscript{20}, GC × GC retention indices allow one to estimate log K\text{OW} with a standard error of about 0.2 log units, using the same two stationary phases as the ones used in this study. However, we wanted to observe the consequences of using retention times instead of retention indices used by Arey et al.\textsuperscript{20} We found that for a comparable training set (Figure S2, Table S1), consisting of only apolar and monopolar compounds (PAHs, PCBs and CBs), there was a good correlation between log K\text{OW} and retention times:

$$\log K_{\text{OW}} = (0.165 \pm 0.006)*T_1 + (-1.33 \pm 0.09)*T_2 + (3.32 \pm 0.16)$$

(2)

\(N = 41, R^2 = 0.957\), and SE = 0.29

As shown by Arey et al.\textsuperscript{19}, retention indices can be reproduced by using two different instrument setups: different column lengths, temperature ramps and gas flows, but that would not be the case for retention times. Thus, we can obtain comparable results by using retention times
instead of indices, with the downside that we would have to retrain the relationship if the instrument or the setup (e.g., column lengths or carrier flows) is changed. However, the task of retraining only involves running a set of standard mixtures and performing the two dimensional regression. In contrast, the calculation of retention indices of Arey et al.\textsuperscript{20} is significantly more involved mathematically, and requires \( \text{GC} \times \text{GC} \)-specific parameters as inputs, such as hold up times or phase ratios of the columns.

### 2.3.2 GC \( \times \) GC-based estimation of \( K_{\text{PLW}} \) values

The training set used to calibrate the relationship between \( K_{\text{PLW}} \) and retention times included six PCBs, 13 PAHs, nine CBs and 10 benzene derivatives including phenols, nitroaromatic compounds, and anilines (Table 2.1). The regression using the reported \( K_{\text{PLW}} \) values of this training set and the \( \text{GC} \times \text{GC} \) retention times was quite good:

\[
\log K_{\text{PLW}} = (0.208 \pm 0.010)T_1 + (-1.42 \pm 0.16)T_2 + (2.50 \pm 0.22)
\]

\[N=38, \quad R^2 = 0.953, \quad SE = 0.45\]  \hspace{1cm} (3)

The statistics of this regression are clearly better (smaller standard error, and larger \( R^2 \)) than if we use only the first dimension retention times. This can be seen by using the first retention times (\( T_1 \) values) of our training set of compounds to find a fit as if we had used a one dimensional GC equipped with the same capillary column as the first dimension of the \( \text{GC} \times \text{GC} \), and operated in similar flow and temperature program conditions:

\[
\log K_{\text{PLW}} = (0.127 \pm 0.009)T_1 + (1.22 \pm 0.30)
\]

\[N=38, \quad R^2 = 0.843, \quad SE = 0.80\]  \hspace{1cm} (4)

To evaluate the effectiveness of the \( \text{GC} \times \text{GC} \)-deduced correlation (Eq 3), we re-trained the relationship (Eq. 1) with 37 compounds and predicted the log \( K_{\text{PLW}} \) of the 38\textsuperscript{th} compound, and we repeated this procedure for each compound in our training set. The predicted log \( K_{\text{PLW}} \) values (Table 2.1, Figure 2.2A) had an average deviation from the measured value of 0.47 or a factor of 3 in the \( K_{\text{PLW}} \) (calculated as the square root of the sum of square deviations divided by number of observations minus 1). We note that four of the divergent compounds were chlorinated benzenes which were all estimated too low, while three were hydrogen bonding compounds which were all overestimated (\( N,N \)-dimethylaniline, quinoline, \( n \)-pentylphenol). Suspecting that this bias may arise by inclusion of the polar compounds, we re-fit Eq. 1 excluding these compounds and found:

\[
\log K_{\text{PLW}} = (0.170 \pm 0.010)T_1 + (-0.984 \pm 0.146)T_2 + (2.71 \pm 0.16)
\]

\[N=29, \quad R^2 = 0.969, \quad SE = 0.30\]  \hspace{1cm} (5)
The expression greatly reduced the chlorobenzene's deviations from measured values (error now near 0.2 log unit) at the cost of no longer accurately estimating the polar compounds (error now near 1 log unit).

2.4 Discussion

2.4.1 Comparison of GC x GC method versus ppLFER and log Kow approaches

Two other approaches have commonly been used to estimate $K_{PLW}$ values. The first involves a correlation with octanol-water partitioning coefficients and the second entails use of a polyparameter linear free energy relationship (ppLFER). To ascertain the accuracy of our new GC x GC approach, we contrasted estimates made in this way with those derived from these other methods. In each case, the $K_{PLW}$ estimation method was applied, when possible to all the compounds in our GC x GC training set, and an average deviation between the estimated and the measured value of $K_{PLW}$ was calculated as the square root of the sum of squared deviations divided by number of observations minus 1.

First, we compared the performance of the GC x GC-based method of estimating $K_{PLW}$ to a linear free energy relationship (LFER) approach based on log $K_{OW}$. While many such relationships are available in the literature, we chose to use the one of Endo et al.\textsuperscript{14} because it was developed using the largest number of compounds ($\log K_{PLW} = 1.01 \log K_{OW} + 0.12; N=156, SE=0.426, R^2=0.948$, Table 2.1). This method of estimating $K_{PLW}$ showed larger deviations than the GC x GC method (average deviation between estimated and measured log $K_{PLW}$ of 0.58 vs 0.47). Also the approach using log $K_{OW}$ increasingly underestimated log $K_{PLW}$ values for the highly hydrophobic PAHs, while the GC x GC method did not do so (Figure 2.2A vs. 2.2B). In addition, the $K_{OW}$-based method depends on the availability of accurate $K_{OW}$ values, which for PCBs for example can vary in the literature by more than one order of magnitude.\textsuperscript{21}
Figure 2.2 Comparison of log $K_{PLW}$ predicted from GC × GC (panel A), using log $K_{PLW}=1.01\log K_{OW} + 0.12$ (ref. 13, Panel B), and polyparameter model$^{13}$ (panel C) for different compounds (PCBs, PAHs, CBs and miscellaneous).

We also compared the GC × GC-based method with results obtained using a polyparameter solvation model. In the polyparameter solvation model,$^{22}$ the partitioning between two media ($\log K$), such as water and phospholipids, can be described in terms of five dimensions of solute-solvent interactions using a relationship of the form:

$$\log K = e^*E + s^*S + a^*A + b^*B + v^*V + c$$  \hspace{1cm} (6)$$

The capital letters refer to the solute parameters: $E$ (excess molar refraction and hence polarizability), $S$ (polarity), $A$ (hydrogen bond acidity), $B$ (hydrogen bond basicity), $V$ (solute size) and the small letters reflect the differential interactions of the solutes in the two partitioning phases. Previous investigations$^{14}$ found that the best-fit interaction coefficients for phospholipid/water, olive oil/water and octanol/water partitioning systems have similar signs and magnitudes implying that the same intermolecular interactions govern partitioning in these systems (Table 2.2).

We applied the polyparameter equation developed for log $K_{PLW}$ ppLFER by Endo et al.$^{14}$ ($N=131$, SE=0.277, $R^2=0.979$, Table 2, Eq. c) to all the compounds in our training set (Table 2.1, Figure 2.2C) with the exception of 4-n-pentylphenol and 2-allylphenol for which solute descriptors were not found in the literature. When we do this, for these 36 compounds, we find an average deviation between the estimated and the predicted log $K_{PLW}$ of 0.38. This is lower than the average deviation of 0.46 obtained when the GC × GC-based method is used. The polyparameter model is especially able to better characterize the phenols, anilines, and
nitroaromatic compounds (average deviation across the miscellaneous group of compounds of 0.23 compared to 0.59 in GC × GC approach). This is understandable because the polyparameter model takes into account a wider range of intermolecular interactions, such as the ability of compounds to donate electrons/accept hydrogens, which the stationary phases used in the GC × GC setup do not capture (Table 2.2). For example, Breitbach et al.\textsuperscript{23} investigated a series of phosphonium-based cations and found that when coupled with a BF$_4^-$ or Cl$^-$ anions, the ionic liquids did show a small but significant $b$ character ($b = -0.5 \pm 0.1$). Recently some ionic liquid columns have become commercially available (e.g., phosphonium cation coupled with a (trifluoromethylsulfonyl)imide anion, SLB®-IL59, Sigma Aldrich LLC, St Louis, MO), but their temperature limits are lower than those of BPX-50 (e.g., 300 °C for SLB®-IL59 but 330 °C isothermal and 350 °C programmed for BPX-50).

This limitation is apparent when one applies the ppLFER approach to explain partitioning behavior in GC systems. For the stationary phases we used, best fit ppLFER coefficients have been determined\textsuperscript{24} (Table 2.2), and these show similar $l$ coefficient values reflecting similar London interactions for both stationary phases, but increased $e$, $s$, and especially $a$ coefficients for the 50% phenyl phase of the second dimension column. However, what is most noteworthy is that for both of our stationary phases, $b$ is zero (neither of the two stationary phases can donate hydrogens) and this is the case for all commercially available stationary phases at this time. But for phospholipid-water partitioning, $b$ is nonzero and negative, as this term reflects the differential ability of water and phospholipids to donate protons/accept electrons to/from the compounds of interest.

However, both the polyparameter model as well as the GC × GC based method should be able to characterize equally well hydrophobic compounds like PCBs and PAHs. When applied to the PCBs in our training set, the polyparameter equation (c) in Table 2.2 estimates log $K_{\text{PLW}}$ with an average deviation of 0.79 log units. In comparison, the average deviation obtained for the $K_{\text{PLW}}$ of PCBs via the GC × GC method was 0.42. One possible reason for this discrepancy may be the differences in the training sets. Interestingly, for the PCBs used in our training set and measured by Jabusch et al.,\textsuperscript{4} there is an average difference of 0.8 log units between the experimental value of log $K_{\text{PLW}}$ and the polyparameter model prediction, with the experimental value always being higher. In comparison, Endo et al.\textsuperscript{14} used a different PCB data set in developing their polyparameter model and thus, the differences between the two estimation
methods appear to stem from the large variability in the available data on $K_{PL,W}$ values of PCBs. As with other partition constants, such as $K_{OW}$, the $K_{PL,W}$ values for highly hydrophobic compounds like PCBs are difficult to observe due to low solubilities and long equilibration times.

Table 2.2 Poly-parameter model coefficients for retention behavior on two stationary phases (ref. 22, pg 100) similar to the ones used in the GC × GC setup of this work, as well as for calculating log $K_{OW}$, log $K_{PL,W}$ and log $K_{oil/water}$ (all from ref. 13).

<table>
<thead>
<tr>
<th>Stationary phase or partition coefficient</th>
<th>c</th>
<th>e</th>
<th>s</th>
<th>a</th>
<th>b</th>
<th>l</th>
<th>v</th>
</tr>
</thead>
<tbody>
<tr>
<td>polydimethylsiloxane, 121 °C\textsuperscript{a}</td>
<td>-0.19</td>
<td>0.024</td>
<td>0.190</td>
<td>0.125</td>
<td>0</td>
<td>0.498</td>
<td></td>
</tr>
<tr>
<td>polymethylphenylsiloxane, 121 °C\textsuperscript{a}</td>
<td>-0.372</td>
<td>0.071</td>
<td>0.653</td>
<td>0.263</td>
<td>0</td>
<td>0.518</td>
<td></td>
</tr>
<tr>
<td>log $K_{PL,W}$, 25 °C\textsuperscript{a,b}</td>
<td>1.46</td>
<td>-0.80</td>
<td>-1.14</td>
<td>-1.09</td>
<td>-4.22</td>
<td>1.64</td>
<td></td>
</tr>
<tr>
<td>log $K_{PL,W}$, 25 °C\textsuperscript{c}</td>
<td>0.23</td>
<td>0.84</td>
<td>-0.75</td>
<td>0.28</td>
<td>-3.86</td>
<td>3.37</td>
<td></td>
</tr>
<tr>
<td>log $K_{OW}$, 25 °C\textsuperscript{c}</td>
<td>0.09</td>
<td>0.56</td>
<td>-1.05</td>
<td>0.03</td>
<td>-3.34</td>
<td>3.81</td>
<td></td>
</tr>
<tr>
<td>log $K_{oil/water}$, 37 °C\textsuperscript{c}</td>
<td>0.02</td>
<td>0.56</td>
<td>-0.98</td>
<td>-1.94</td>
<td>-4.46</td>
<td>4.22</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}log $K = c + e \cdot E + s \cdot S + a \cdot A + b \cdot B + l \cdot L$, the capital letters refer to descriptors of the compounds, previously explained in the text, with the exception of $L$ which is the log of solute gas-liquid distribution constant on hexadecane at 298 K (also known as Ostwald solubility coefficient)

\textsuperscript{b}adapted from ref. 13 to be in the same set of parameters as the pp-LFERs of the two stationary phases.

\textsuperscript{c}log $K = c + e \cdot E + s \cdot S + a \cdot A + b \cdot B + v \cdot V$.

2.4.2 Limitations of the GC × GC-based method

With our current choice of stationary phases in the GC × GC, we expected that we would not be able to characterize compounds with a strong electron donating (H\textsuperscript{+} accepting) character as reflected in the polyparameter $B$ term. Neither of the two stationary phases can donate hydrogens (Table 2.2); yet, the correlation is able to predict compounds like PAHs (error 0.28), and PCBs (error 0.42) with non-zero $B$ character, as well as some of the miscellaneous compounds (error 0.59), such as aromatic amines. One explanation could be that the contribution of the $B$ character to the partitioning into phospholipids is minor compared to the contributions of the other interactions. This applies to PCBs for which $B$ ranges from 0.02 to 0.20\textsuperscript{25} rendering a maximum contribution of 0.8 log units to the value of log $K_{PL,W}$. The second possible explanation is that the $B$ character correlates with another descriptor, such as $E$ or $S$, which is true for PAHs (Figure S3). Arey at al.\textsuperscript{20} reached a similar conclusion when trying to investigate which kind of information can be provided from the retention behavior of diesel hydrocarbons on the same stationary phases, as used in this study. Lastly, the compounds that
exhibit large $B$ values that do not correlate with either of the other descriptors, should reflect large errors in $\log K_{PLW}$. This is true for some of the miscellaneous compounds such as quinoline (Figure S3). In order to reduce the errors associated with our method, we would need to employ better stationary phases, which could capture compounds with hydrogen-accepting character, but such GC phases are not currently available.

2.4.3 Applications of the GC × GC-based method: estimating $K_{PLW}$ values for new compounds

We applied this method to the prediction of $K_{PLW}$ for a set of PCBs and organochlorine pesticides (OCPs) for which, to our knowledge, there are no available experimental data on $K_{PLW}$. We compared our estimates against the polyparameter model of Endo et al.\textsuperscript{14} (Figure 2.3 and Table S3). For PCBs, the two methods agree well up to $\log K_{PLW}$ of around 6. Beyond that, the GC × GC method predicts consistently larger values than the polyparameter method, leading to an overall positive bias. This could be explained by the inability of the stationary phases to capture the hydrogen bond donation interaction, which has a negative contribution to $\log K_{PLW}$ or by the difference in training sets mentioned earlier. A similar trend is observed for the organochlorine pesticides (Table S3), with the exception of a group of OCPs (heptachlor epoxide, methoxychlor, dieldrin, eldrin and endosulfan) which all contain one or more oxygen atoms. For these, the differences between the two predictive methods are on average 2.6 log units, most likely due to their pronounced hydrogen-bond accepting character ($B$ terms larger than of all the compounds in the GC × GC training set).

Based on the results presented here, and the discussion on the limitation of the GC × GC method, we believe that this method can be accurately applied to compound classes such as petroleum hydrocarbons, PAHs, PCBs and CBs, that is, hydrophobic chemicals commonly assessed for their likely impacts via type I narcosis toxicity. Larger errors are expected when this method is applied to compounds which can accept hydrogen bonds (based on our training set, compounds with $B$ values greater than 0.4 tend to have deviations between the estimated and the measured $\log K_{PLW}$ greater than 0.5 log units). However, we note that the method may still work for $B$ values greater than 0.4, if the B character is correlated with another descriptor (for example PAHs have $B$ values greater than 0.4, but there is a correlation within the PAH family between the $E$ and $B$ descriptors, as shown also in Figure S3).
2.4.4 Applications of the GC × GC-based method: estimating baseline narcosis risks

The GC × GC method of estimating $K_{\text{PLW}}$ values can also be applied to calculations of baseline (type I) narcosis toxicity of mixtures, e.g. petroleum hydrocarbon mixtures. For calculating baseline (type I) narcosis toxicity, we rely on two assumptions. First, we assume that all the components of the mixture partition to a certain extent in the membrane, contributing in an additive fashion to a type I narcosis effect. Secondly, we assume that all the analytes quantified in the GC × GC run have virtually the same flame ionization detector (FID) response factor. Consequently, one could start with the GC × GC chromatogram of a passive sampler extract in which the concentration of each peak/compound can be calculated using the relatively constant response factor of the FID. In addition, at each point in the GC × GC space, one can calculate the value of the $K_{\text{PLW}}$ and the passive sampler-water partition coefficient by using equations such as Eq. 1. The integrated dose of contaminants inside the membrane lipid then becomes a sum across the entire GC × GC space of all the calculated lipid concentrations of individual compounds. As opposed to other narcosis lipid models, such as the one proposed by McGrath et al., this approach would have the advantage that it does not require the identification of each single compound, nor specific knowledge about their effect concentration (i.e. the concentration required to produce a narcosis effect in 50% of the test organisms).

Figure 2.3 Comparison of $K_{\text{PLW}}$ predicted from GC × GC and polyparameter model for various PCBs and OCPs.
2.4.5 Applications of the GC × GC-based method: estimating bioaccumulation of mixtures

For calculations of bioaccumulation, one would additionally require information about the proportion of storage versus membrane lipids, and the value of the partition constant between the triglycerides and water (K\textsubscript{TGW}) at each point in the chromatogram. The values of K\textsubscript{TGW} could be calculated with a relationship of the form of Eq 1, after running an appropriate training set of compounds with known K\textsubscript{TGW} values on the GC × GC, and finding the corresponding ppLFER regression coefficients. Then, assuming equilibrium with the environment, one could calculate the concentration of pollutants in each lipid compartment. One limitation of calculating bioaccumulation in this approach is that it would not apply to substances that are biotransformed at rates comparable to, or faster than, biouptake equilibration.

In this present study, we have shown that GC × GC retention behavior can be used to predict K\textsubscript{PLW} for a series of chemicals within about a factor of 3. The results of the GC × GC-based method compared well with those from two other K\textsubscript{PLW} prediction methods: a polyparameter model and a log K\textsubscript{OW} based LFER. The practical advantages of predicting K\textsubscript{PLW} from GC × GC retention behavior are (1) that it can be used to estimate K\textsubscript{PLW} for compounds where experimental manipulations and analysis might be difficult, (for example hydrophobic PCBs with long equilibration timescales, like those in our training set and Figure 2.3) and (2) that it could also be applied to mixtures of hydrophobic chemicals that are likely to cause baseline narcosis toxicity (e.g. petroleum hydrocarbon mixtures), and for which separation, and characterization of individual components might not be feasible. Even though the relationship presented here between log K\textsubscript{PLW} and retention behavior is valid only for the particular GC × GC setup used in this study, the method is easily transferable to other GC × GC systems, as it simply involves (a) running an HOC training set on the system in use at the site, and (b) performing a simple regression on reported K\textsubscript{PLW} values and the GC × GC retention times.
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S1. Selection of Training Set Compounds

Initially, our training set included 11 more PCBs (Table S2) with $K_{PLW}$ values taken from Dulfer and Govers\(^1\). However, several studies measured the partition coefficients for some of the PCBs in this data set\(^1\) and found consistently higher values (congeners #61, #128 and #155\(^2\), congeners #136\(^3\)). In addition, the values of $K_{PLW}$ from Dulfer and Govers seems to decrease with log $K_{OW}$ larger than 6.5, which is an indication of experimental artifact\(^4\). Lastly, a recent study on the solvation properties of lipid membranes on 131 compounds\(^3\) revealed that the $K_{PLW}$ for the PCBs in Dulfer and Govers\(^1\) were consistent outliers in this model and concluded that the values were artificially low.\(^3\) Given all this evidence, we decided to use a more restricted PCB data set, with $K_{PLW}$s taken from the compilation of literature values from Endo et al.\(^3\), as well as another data set from Jabusch and Schwackhamer\(^2\) (Table 1).

The additional values of $K_{PLW}$ of PCBs measured by Jabusch and Swackhammer\(^2\) had not been considered when developing polyparameter model of Endo et al.,\(^3\) and thus we performed an independent multiple linear regression analysis to check for its consistency. We constructed a ppLFER using the descriptor values and $K_{PLW}$ data of Endo et al.,\(^3\) but excluding all PCBs. We then applied the coefficients to the PCB data set from Jabusch and Schwackhamer.\(^2\) We found that for the PCB data set used by Endo et al.,\(^3\) the average deviation was less than 2 times the standard error of the regression (SE = 0.3, deviations < 0.6), whereas for the data set of Jabusch and Schwackhamer\(^2\), the errors were higher, but for 9 out of 11 PBCs, the error was within 3 times the standard error (errors < 0.9). Thus it appears that there is a difference between the two data sets, but this was not considered sufficient evidence to discard one or the other data set. First, the training set of the ppLFER model consists largely of compounds with log $K_{PLW}$ smaller than 5, whereas
PCBs have log $K_{PL,W}$ values of at least 5, which makes the ppLFER not as well constrained at high log $K$ values. Secondly, the difference between the data sets can also arise from differences in experimental conditions (different lipids used). Given these considerations, we decided to use PCBs from both data sets, and where overlap existed, an average of the available $K_{PL,W}$ values was used.
Table S1. Training set used for log $K_{ow}$ regression against the GC × GC two-dimension retention times.

<table>
<thead>
<tr>
<th>Compound</th>
<th>First dimension retention time (min)</th>
<th>Second dimension retention time (s)</th>
<th>Experimental log $K_{ow}$</th>
<th>GC × GC predicted log $K_{ow}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$-xylene</td>
<td>8.57</td>
<td>1.09</td>
<td>3.15$^a$</td>
<td>3.28</td>
</tr>
<tr>
<td>naphthalene</td>
<td>17.17</td>
<td>2.09</td>
<td>3.30$^b$</td>
<td>3.38</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>24.27</td>
<td>2.51</td>
<td>4.00$^b$</td>
<td>3.99</td>
</tr>
<tr>
<td>acenaphthene</td>
<td>25.07</td>
<td>2.42</td>
<td>3.92$^b$</td>
<td>4.24</td>
</tr>
<tr>
<td>fluorene</td>
<td>27.47</td>
<td>2.42</td>
<td>4.18$^b$</td>
<td>4.63</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>31.77</td>
<td>2.90</td>
<td>4.46$^b$</td>
<td>4.71</td>
</tr>
<tr>
<td>anthracene</td>
<td>31.97</td>
<td>2.86</td>
<td>4.45$^b$</td>
<td>4.79</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>37.37</td>
<td>3.14</td>
<td>5.16$^b$</td>
<td>5.31</td>
</tr>
<tr>
<td>pyrene</td>
<td>38.27</td>
<td>3.44</td>
<td>4.88$^b$</td>
<td>5.06</td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>43.97</td>
<td>3.52</td>
<td>5.79$^b$</td>
<td>5.90</td>
</tr>
<tr>
<td>chrysene</td>
<td>44.07</td>
<td>3.67</td>
<td>5.73$^b$</td>
<td>5.72</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>48.77</td>
<td>3.79</td>
<td>5.78$^c$</td>
<td>6.33</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>49.87</td>
<td>4.19</td>
<td>6.35$^c$</td>
<td>5.98</td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>54.07</td>
<td>4.28</td>
<td>6.75$^d$</td>
<td>6.55</td>
</tr>
<tr>
<td>benzo[g,h,i]perylene</td>
<td>54.87</td>
<td>4.61</td>
<td>6.63$^d$</td>
<td>6.25</td>
</tr>
<tr>
<td>3,5-dichlorobiphenyl (#14)</td>
<td>30.77</td>
<td>2.04</td>
<td>5.37$^a$</td>
<td>5.68</td>
</tr>
<tr>
<td>2,4,6-trichlorobiphenyl (#30)</td>
<td>31.37</td>
<td>2.06</td>
<td>5.71$^a$</td>
<td>5.76</td>
</tr>
<tr>
<td>4,4'-dichlorobiphenyl (#15)</td>
<td>31.87</td>
<td>2.34</td>
<td>5.58$^a$</td>
<td>5.47</td>
</tr>
<tr>
<td>2,4,5-trichlorobiphenyl (#29)</td>
<td>33.27</td>
<td>2.13</td>
<td>5.90$^a$</td>
<td>5.98</td>
</tr>
<tr>
<td>2,4',5-trichlorobiphenyl (#31)</td>
<td>33.67</td>
<td>2.25</td>
<td>5.67$^a$</td>
<td>5.88</td>
</tr>
<tr>
<td>2,2',4,5-tetrachlorobiphenyl (#49)</td>
<td>35.37</td>
<td>2.19</td>
<td>6.26$^a$</td>
<td>6.24</td>
</tr>
<tr>
<td>2,2',3,5'-tetrachlorobiphenyl (#44)</td>
<td>35.87</td>
<td>2.42</td>
<td>5.75$^a$</td>
<td>6.02</td>
</tr>
<tr>
<td>2,2',3,3'-tetrachlorobiphenyl (#40)</td>
<td>36.67</td>
<td>2.59</td>
<td>6.18$^a$</td>
<td>5.93</td>
</tr>
<tr>
<td>2,3,4,5-tetrachlorobiphenyl (#61)</td>
<td>37.37</td>
<td>2.28</td>
<td>6.41$^a$</td>
<td>6.45</td>
</tr>
<tr>
<td>2,2',4,4',6,6-hexachlorobiphenyl (#155)</td>
<td>38.27</td>
<td>2.08</td>
<td>7.29$^a$</td>
<td>6.87</td>
</tr>
<tr>
<td>2,3,4,5,6-pentachlorobiphenyl (#116)</td>
<td>39.57</td>
<td>2.30</td>
<td>6.76$^a$</td>
<td>6.79</td>
</tr>
<tr>
<td>2,2',3,3',6,6'-hexachlorobiphenyl (#136)</td>
<td>39.67</td>
<td>2.56</td>
<td>7.12$^a$</td>
<td>6.46</td>
</tr>
<tr>
<td>2,3,3',4',6-pentachlorobiphenyl (#110)</td>
<td>39.77</td>
<td>2.43</td>
<td>6.48$^a$</td>
<td>6.65</td>
</tr>
<tr>
<td>2,2',3,5,5'-hexachlorobiphenyl (#141)</td>
<td>40.37</td>
<td>2.21</td>
<td>6.64$^a$</td>
<td>7.04</td>
</tr>
<tr>
<td>2,2',3,4,5,5'-hexachlorobiphenyl (#128)</td>
<td>42.17</td>
<td>2.26</td>
<td>6.82$^a$</td>
<td>7.27</td>
</tr>
<tr>
<td>2,2',3,3',4,4'-hexachlorobiphenyl (#128)</td>
<td>43.47</td>
<td>2.68</td>
<td>7.32$^a$</td>
<td>6.93</td>
</tr>
<tr>
<td>2,2',3,4,4',5,5'-heptachlorobiphenyl (#180)</td>
<td>45.07</td>
<td>2.27</td>
<td>8.04$^a$</td>
<td>7.74</td>
</tr>
<tr>
<td>2,2',3,3',4,5',6-octachlorobiphenyl (#198)</td>
<td>46.37</td>
<td>2.20</td>
<td>8.38$^a$</td>
<td>8.04</td>
</tr>
<tr>
<td>2,2',3,3',4,4',5,5,6,6'-decachlorobiphenyl(#209)</td>
<td>50.67</td>
<td>2.35</td>
<td>8.27$^a$</td>
<td>8.55</td>
</tr>
<tr>
<td>1,3-dichlorobenzene</td>
<td>12.07</td>
<td>1.51</td>
<td>3.53$^a$</td>
<td>3.30</td>
</tr>
<tr>
<td>1,4-dichlorobenzene</td>
<td>12.27</td>
<td>1.56</td>
<td>3.44$^a$</td>
<td>3.27</td>
</tr>
<tr>
<td>1,2-dichlorobenzene</td>
<td>12.87</td>
<td>1.66</td>
<td>3.43$^a$</td>
<td>3.24</td>
</tr>
<tr>
<td>1,2,4-trichlorobenzene</td>
<td>16.97</td>
<td>1.74</td>
<td>4.05$^a$</td>
<td>3.81</td>
</tr>
<tr>
<td>Compound</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>1,2,3-trichlorobenzene</td>
<td>17.97</td>
<td>1.89</td>
<td>4.14(^a)</td>
<td>3.77</td>
</tr>
<tr>
<td>1,2,4,5-tetrachlorobenzene</td>
<td>21.27</td>
<td>1.75</td>
<td>4.60(^a)</td>
<td>4.50</td>
</tr>
<tr>
<td>Pentachlorobenzene</td>
<td>26.07</td>
<td>1.90</td>
<td>5.18(^a)</td>
<td>5.09</td>
</tr>
</tbody>
</table>

\(^a\) ref. 5, \(^b\) ref. 6, \(^c\) ref. 7, \(^d\) ref. 3, \(^e\) ref. 8
Table S2. Available $K_{PLW}$ data considered for developing the log $K_{PLW}$ versus retention times correlation.

<table>
<thead>
<tr>
<th>Compound</th>
<th>First dimension retention time (min)</th>
<th>Second dimension retention time (sec)</th>
<th>Experimental log $K_{PLW}$^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-chlorobiphenyl (#1)</td>
<td>25.467</td>
<td>2.189</td>
<td>4.83</td>
</tr>
<tr>
<td>3,5-dichlorobiphenyl (#14)</td>
<td>30.767</td>
<td>2.040</td>
<td>4.52^b</td>
</tr>
<tr>
<td>2,4,6-trichlorobiphenyl (#30)</td>
<td>31.367</td>
<td>2.060</td>
<td>4.71^b</td>
</tr>
<tr>
<td>4,4'-dichlorobiphenyl (#15)</td>
<td>31.867</td>
<td>2.340</td>
<td>4.78^b</td>
</tr>
<tr>
<td>2,4,5-trichlorobiphenyl (#29)</td>
<td>33.267</td>
<td>2.130</td>
<td>5.16^b</td>
</tr>
<tr>
<td>2,2',5,5'-tetrachlorobiphenyl (#52)</td>
<td>35.167</td>
<td>2.220</td>
<td>6.12</td>
</tr>
<tr>
<td>2,2',4,5-tetrachlorobiphenyl (#49)</td>
<td>35.367</td>
<td>2.190</td>
<td>5.55^b</td>
</tr>
<tr>
<td>2,2',3,3'-tetrachlorobiphenyl (#40)</td>
<td>36.667</td>
<td>2.590</td>
<td>5.40^b</td>
</tr>
<tr>
<td>2,3,4,5-tetrachlorobiphenyl (#61)</td>
<td>37.367</td>
<td>2.280</td>
<td>6.30^c</td>
</tr>
<tr>
<td>2,2',4',4,6,6'-hexachlorobiphenyl (#155)</td>
<td>38.267</td>
<td>2.080</td>
<td>6.82^c</td>
</tr>
<tr>
<td>2,3,4,5,6-pentachlorobiphenyl (#116)</td>
<td>39.567</td>
<td>2.300</td>
<td>5.90^b</td>
</tr>
<tr>
<td>2,2',3,3',6,6'-hexachlorobiphenyl (#136)</td>
<td>39.667</td>
<td>2.560</td>
<td>6.20^d</td>
</tr>
<tr>
<td>2,2',3,3',4,4'-hexachlorobiphenyl (#128)</td>
<td>43.467</td>
<td>2.680</td>
<td>6.09^b</td>
</tr>
<tr>
<td>2,2',3,4,4',5,5'-heptachlorobiphenyl (#180)</td>
<td>45.067</td>
<td>2.270</td>
<td>6.33^b</td>
</tr>
<tr>
<td>2,2',3,3',4,5,5',6-octachlorobiphenyl (#198)</td>
<td>46.367</td>
<td>2.200</td>
<td>6.18^b</td>
</tr>
<tr>
<td>2,2',3,3',4,4',5,5,6,6'-decachlorobiphenyl (#209)</td>
<td>50.667</td>
<td>2.350</td>
<td>6.17^b</td>
</tr>
<tr>
<td>naphthalene</td>
<td>17.167</td>
<td>2.088</td>
<td>3.38</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>31.767</td>
<td>2.896</td>
<td>4.91</td>
</tr>
<tr>
<td>anthracene</td>
<td>31.967</td>
<td>2.862</td>
<td>5.04</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>37.367</td>
<td>3.143</td>
<td>5.68</td>
</tr>
<tr>
<td>pyrene</td>
<td>38.267</td>
<td>3.440</td>
<td>5.48</td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>43.967</td>
<td>3.520</td>
<td>6.53</td>
</tr>
<tr>
<td>chrysene</td>
<td>44.067</td>
<td>3.669</td>
<td>6.49</td>
</tr>
<tr>
<td>benzo[h]fluoranthene</td>
<td>48.767</td>
<td>3.793</td>
<td>7.23</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>48.767</td>
<td>3.793</td>
<td>7.24</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>49.867</td>
<td>4.191</td>
<td>7.37</td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>54.067</td>
<td>4.279</td>
<td>7.80</td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>54.067</td>
<td>4.279</td>
<td>7.97</td>
</tr>
<tr>
<td>benzo[g,h,i]perylenel</td>
<td>54.867</td>
<td>4.606</td>
<td>7.91</td>
</tr>
<tr>
<td>chlorobenzene</td>
<td>7.867</td>
<td>1.200</td>
<td>2.91</td>
</tr>
<tr>
<td>1,3-dichlorobenzene</td>
<td>12.067</td>
<td>1.510</td>
<td>3.71</td>
</tr>
<tr>
<td>1,4-dichlorobenzene</td>
<td>12.267</td>
<td>1.560</td>
<td>3.57</td>
</tr>
<tr>
<td>1,2-dichlorobenzene</td>
<td>12.867</td>
<td>1.660</td>
<td>3.49</td>
</tr>
<tr>
<td>1,2,4-trichlorobenzene</td>
<td>16.967</td>
<td>1.740</td>
<td>4.20</td>
</tr>
<tr>
<td>1,2,3-trichlorobenzene</td>
<td>17.967</td>
<td>1.890</td>
<td>4.08</td>
</tr>
<tr>
<td>1,2,4,5-tetrachlorobenzene</td>
<td>21.267</td>
<td>1.750</td>
<td>4.49</td>
</tr>
<tr>
<td>pentachlorobenzene</td>
<td>26.067</td>
<td>1.900</td>
<td>5.06</td>
</tr>
<tr>
<td>hexachlorobenzene</td>
<td>30.567</td>
<td>1.980</td>
<td>5.56</td>
</tr>
<tr>
<td>$p$-xylene</td>
<td>8.567</td>
<td>1.090</td>
<td>2.98</td>
</tr>
<tr>
<td>Compound</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
</tr>
<tr>
<td>---------------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
</tr>
<tr>
<td>aniline</td>
<td>11.167</td>
<td>2.040</td>
<td>1.63</td>
</tr>
<tr>
<td>nitrobenezene</td>
<td>13.967</td>
<td>2.290</td>
<td>1.96</td>
</tr>
<tr>
<td>N, N-dimethylaniline</td>
<td>14.467</td>
<td>1.810</td>
<td>2.33</td>
</tr>
<tr>
<td>2-nitrotoluene</td>
<td>16.167</td>
<td>2.200</td>
<td>2.41</td>
</tr>
<tr>
<td>2-allylphenol</td>
<td>17.267</td>
<td>1.890</td>
<td>3.06</td>
</tr>
<tr>
<td>quinoline</td>
<td>18.467</td>
<td>2.570</td>
<td>1.67</td>
</tr>
<tr>
<td>4-chloro-3-methylphenol</td>
<td>20.067</td>
<td>2.040</td>
<td>3.34</td>
</tr>
<tr>
<td>m-nitroaniline</td>
<td>24.367</td>
<td>3.603</td>
<td>2.17</td>
</tr>
<tr>
<td>4-n-pentylphenol</td>
<td>24.467</td>
<td>1.770</td>
<td>4.31</td>
</tr>
</tbody>
</table>

*references given only for compounds that were not included in the final training set.

b ref.^

c average from ref. ^1 and ^2.

d average from ref. ^1 and ^3.
Table S3. Estimated $K_{PLW}$ using the GC × GC-based method and the polyparameter (pp) model for compounds with no experimentally determined $K_{PLW}$.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Predicted $K_{PLW}$ from GC × GC</th>
<th>Predicted $K_{PLW}$ from pp-model</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,2',5-trichlorobiphenyl (#18)</td>
<td>5.87</td>
<td>5.75*</td>
<td>0.12</td>
</tr>
<tr>
<td>2,4',5-trichlorobiphenyl (#31)</td>
<td>6.30</td>
<td>5.86*</td>
<td>0.44</td>
</tr>
<tr>
<td>2,2',3,5'-tetrachlorobiphenyl (#44)</td>
<td>6.52</td>
<td>6.27*</td>
<td>0.25</td>
</tr>
<tr>
<td>2,3',4,4'-tetrachlorobiphenyl (#66)</td>
<td>7.04</td>
<td>6.37*</td>
<td>0.67</td>
</tr>
<tr>
<td>2,2',4,5,5'-pentachlorobiphenyl (#101)</td>
<td>7.44</td>
<td>6.77*</td>
<td>0.67</td>
</tr>
<tr>
<td>2,2',3,4,5'-pentachlorobiphenyl (#87)</td>
<td>7.29</td>
<td>6.77*</td>
<td>0.52</td>
</tr>
<tr>
<td>2,3,3',4',6-pentachlorobiphenyl (#110)</td>
<td>7.31</td>
<td>6.77*</td>
<td>0.54</td>
</tr>
<tr>
<td>2,2',3,5,5',6-hexachlorobiphenyl (#151)</td>
<td>7.75</td>
<td>7.27*</td>
<td>0.47</td>
</tr>
<tr>
<td>2,2',4,4',5,5'-hexachlorobiphenyl (#153)</td>
<td>8.15</td>
<td>7.28*</td>
<td>0.87</td>
</tr>
<tr>
<td>2,2',3,4,5,5'-hexachlorobiphenyl (#141)</td>
<td>8.05</td>
<td>7.29*</td>
<td>0.76</td>
</tr>
<tr>
<td>2,2',3,4,4',5'-hexachlorobiphenyl (#138)</td>
<td>7.92</td>
<td>7.28*</td>
<td>0.64</td>
</tr>
<tr>
<td>2,2',3,4',5,5',6-heptachlorobiphenyl (#187)</td>
<td>8.43</td>
<td>7.78*</td>
<td>0.65</td>
</tr>
<tr>
<td>2,2',3,4,4',5'-heptachlorobiphenyl (#180)</td>
<td>8.64</td>
<td>7.76*</td>
<td>0.87</td>
</tr>
<tr>
<td>2,2',3,3',4,4',5-heptachlorobiphenyl (#170)</td>
<td>8.43</td>
<td>7.80*</td>
<td>0.63</td>
</tr>
<tr>
<td>α-HCH</td>
<td>5.29</td>
<td>4.49b</td>
<td>0.80</td>
</tr>
<tr>
<td>β-HCH</td>
<td>4.57</td>
<td>4.08b</td>
<td>0.48</td>
</tr>
<tr>
<td>γ-HCH</td>
<td>5.24</td>
<td>4.34b</td>
<td>0.90</td>
</tr>
<tr>
<td>heptachlor</td>
<td>6.10</td>
<td>5.81c</td>
<td>0.29</td>
</tr>
<tr>
<td>aldrin</td>
<td>6.95</td>
<td>6.43c</td>
<td>0.53</td>
</tr>
<tr>
<td>heptachlor epoxide</td>
<td>7.19</td>
<td>5.47c</td>
<td>1.72</td>
</tr>
<tr>
<td>α-endosulfan</td>
<td>7.06</td>
<td>5.05c</td>
<td>2.01</td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>7.25</td>
<td>7.09c</td>
<td>0.17</td>
</tr>
<tr>
<td>dieldrin</td>
<td>7.54</td>
<td>5.01c</td>
<td>2.53</td>
</tr>
<tr>
<td>endrin</td>
<td>7.36</td>
<td>4.64c</td>
<td>2.72</td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>6.76</td>
<td>7.44c</td>
<td>-0.68</td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>7.79</td>
<td>7.30c</td>
<td>0.49</td>
</tr>
<tr>
<td>methoxychlor</td>
<td>7.52</td>
<td>5.04c</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Solute descriptors were taken from a ref. 9, b ref. 10, c ref. 11.
Figure S1. Stationary phases used in the GC × GC: polydimethyl siloxane, first dimension column stationary phase (left), and 50% phenyl polysilphenylene-siloxane, the second dimension column stationary phase (right).
Figure S2. Measured log $K_{OW}$ versus estimated log $K_{OW}$ from GC × GC retention behavior for a training set of apolar and monopolar chemicals.
Figure S3. Correlation of B versus E and S for compounds with B>0.2 in the training set. Solute descriptors were taken from ref. 3 with the exception of naphthalene. 12
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Abstract

Chemical activities of hydrophobic organic compounds (HOCs) in sediments govern the tendency of these chemicals to bioaccumulate in benthic biota and migrate out of sediment beds. Advances in passive sampling have greatly improved our ability to measure freely dissolved concentrations (which are closely related to chemical activities) of HOCs, but challenges remain, particularly for mixtures, as the toxic effects of HOCs can be cumulative, and the identification and quantification of each mixture component may not be feasible. Combining comprehensive two dimensional gas chromatography (GC × GC) and polyethylene (PE) passive sampling can help us estimate body burdens of a variety of contaminants from their corresponding accumulation in passive samplers. To this end, we developed a GC × GC-based relationship for evaluating polyethylene-water partition coefficients ($K_{PEW}$). The relationship performed well for a variety of chemicals (16 PAHs, 21 PCB, 12 benzene and cyclohexane derivatives and 5 OCPs), allowing for determination of $K_{PEW}$ values on average to within a factor of 3 ($R^2 = 0.88$, $SE = 0.44$ log units). We then combined the relationship for $K_{PEW}$ with previous work relating the phospholipid membrane-water partition coefficients ($K_{PLW}$) to GC × GC retention times, and estimated how different classes of HOCs would partition between passive samplers and lipids. Across the GC × GC space, the lipid-PE partition coefficients varied by two orders of magnitude. PAHs and PCBs preferred lipids over PE (by factors of six for PAHs and 2-3 for PCBs), while saturated hydrocarbons partitioned more into the PE phase (by factors of 3-5). These findings were in agreement with independent estimates based on literature values of $K_{PEW}$ and $K_{PLW}$. We also tested the predictions of the GC × GC model against observed bioaccumulation of various contaminants by the polychaete *Nereis virens* and PE. We found that the model performed well for PCBs (agreement within a factor of 2-3), but for all other contaminants (PAHs, DDXs (DDT and its degradation products DDE and DDD), hydrocarbons) investigated, the method overestimated the measured accumulation. For DDXs, the measured accumulation was within a factor of 2 for DDD and 6 for DDE. Metabolic processes affected the behavior of PAHs for which PE-based estimates were 10 - 300 times larger the measured accumulation in the worms. Based on analysis on a GC × GC coupled with flame ionization detector (FID), the accumulation of various aliphatic and aromatic hydrocarbons (but not condensed aromatic compounds like PAHs) was also between 10-100 times lower in the worms compared to PE. The observed disagreement between the GC × GC based estimations of lipid-PE partitioning and the measured
concentrations of contaminants in actual biota probably reflects the impact of metabolic activities on contaminant accumulation. Nonetheless, body burdens calculated based on the assumption of chemical equilibrium between the sediment and the biota (and using GC x GC for evaluating the required partition coefficients), could (1) be useful for defining the upper limit of expected contaminant loads, and (2) serve as a starting point for investigating the conditions (species, contaminants site characteristics) when metabolic transformations and/or metabolic stress may be present.
3.1 Introduction

Contamination of aquatic systems with hydrophobic organic chemicals (HOCs) is of concern due to the bioaccumulation potential and toxicity of HOCs. Because of their hydrophobicities, HOCs are often found at high concentrations in sediment beds, where they associated with organic matter and other nonpolar sorptive phases (e.g., black carbon). Sediments can act as a source of HOCs to the overlying water through diffusive fluxes or via food webs. HOCs accumulate in the lipids of benthic organisms, from where they are transferred to benthic predators and higher trophic level fish. As many HOCs have been linked to chronic effects, body burdens of HOCs in fish can have negative effects on human health and are often the basis for fish consumption advisories or remediation decisions.

Prediction of body burdens from measurements of contaminant concentrations in sediment and in water is a key step in evaluating the hazard of contaminated sediments. Traditional methods have undergone scrutiny because they often did not match empirical observations of HOC accumulation. In one approach, sediment concentrations were used in combination with an equilibrium partitioning model (EqP) to determine corresponding body burdens expected at equilibrium with the sediments. However, the diversity of sorptive phases in sediments, whose abundances and affinities for HOCs are both difficult to measure, lead to uncertain estimations for bioavailability of HOCs, i.e., the fraction of the chemicals available for organism uptake. When only the sorption to organic carbon was considered, the EqP model usually overpredicted the accumulation of HOCs in benthic biota. In a different approach, bioaccumulation is formulated as the result of differential uptake and removal rates, which leads to steady-state body burdens. Traditionally, these toxicokinetics approaches rely on previously measured bioconcentration factors (BCF) and/or biota sediment accumulation factors (BSAF), which are the ratio of lipid normalized concentrations in organisms over the concentrations in water and organic carbon normalized concentrations in sediment, respectively. Both approaches can lead to erroneous results when bulk instead of freely dissolved concentrations are used, and researchers and regulatory agencies now recognize that bioaccumulation is more accurately characterized on the basis of freely dissolved concentrations, rather than bulk sediment concentrations.

Compared to traditional methods, involving concentration measurements in sediments and porewater, passive sampling offers a more reliable way of measuring the freely dissolved concentration of HOCs in sediments, which could in turn be used to evaluate body burdens.
Several studies have employed passive sampling in combination with bioaccumulation experiments and found good agreement between passive sampler-based predictions and observations of body burdens in benthic biota.\textsuperscript{3, 4, 9-11} Although the use of passive sampling is preferred to direct measurement of freely dissolved concentrations, because it is analytically simpler, some challenges remain for the interpretation of passive sampling data. Notably, in an equilibrium approach, the estimated body burdens depend on the measured concentrations in the passive sampler but also on the partition coefficients between sampler-water and lipid-water (Figure 3.1). Even for polymers like polyethylene (PE), that have been in use for more than a decade, the measured PE-water partition coefficient ($K_{PEW}$) can vary by more than one order of magnitude across different experimental determinations.\textsuperscript{12} Similar issues have been observed for lipid-water partitioning (Chapter 2), which can then lead to errors more than one order of magnitude in predicted body burdens. In addition, the octanol-water partition coefficient is often used a surrogate for the lipid water partition coefficient, which does not capture the fact that the partitioning into different lipid classes (membrane and storage lipids) can vary for different chemicals.\textsuperscript{13} The use of many different polymers (PE, polyoxymethylene (POM), polydimethylsiloxane (PDMS) etc.) adds another layer of variability. While most of the polymers used to measure HOCs are nonpolar, and should have very similar affinities for HOCs, it is known that variations exists in both partitioning and diffusion properties.\textsuperscript{14} For example, relative to the partition coefficient for PDMS-water, the partitioning of PAHs in PE tends to be a 0.5-1 log units larger, whereas partitioning into POM tends to be an order of magnitude lower.\textsuperscript{15} Lastly, we acknowledge that some of the variability that exists for $K_{PEW}$ could be due to variation in the PE properties (e.g., different sources, or batches), but this possibility has not been addressed thus far in the passive sampling literature.

For certain classes of HOCs, determination of partition coefficients is challenging due to the diversity of constituents. For hydrocarbon mixtures, such as those derived from petroleum, identification of each component is often not possible using simple gas chromatographic techniques. Although the separation of compounds is improved by using comprehensive two-dimensional gas chromatography (GC $\times$ GC), unresolved complex mixtures (UCM) are still often present in part of the chromatogram. UCM components have been found to accumulate in marine organisms and have been linked to narcosis toxicity.\textsuperscript{16} For such mixtures, it is desirable to have a way to characterize the partitioning of all the mixture components in one step by making...
use of the fact that two dimensional gas chromatography analysis can also give us information on the properties of the chemicals. Additionally, chromatography-based methods of determining partition coefficients could be applied to chemicals that are usually used and consequently, released in the environment, as technical mixtures, such as PCBs or polychlorinated alkanes. Additionally, chromatography-based methods may be more efficient than direct measurements, because such determinations would only require running the compound(s) on a GC × GC system.

Figure 3.1 (reproduced from Lydy et al.) Schematic of relationships that can be used to connect concentrations between various compartments with equilibrium partitioning (two way black arrows) or toxico-kinetic approaches (grey solid arrows). BSAF is the biota sediment accumulation factor equal to the ratio of lipid normalized biota concentration (g/g_{lipid}) at steady state, divided by organic carbon normalized concentration in the sediment (g/g_{OC}). BCF is the bioconcentration factor expressed as lipid normalized biota concentration (g/g_{lipid}) at steady state, and porewater concentration (g/cm³_w). At equilibrium, BCF is equal to the lipid-water partition coefficient (K_{lw} in the figure, K_{PLW} in text). K_{lp} in figure is K_{PL-PE} in text.

The goal of this work was to use GC × GC retention time information to understand how various HOCs partition between passive samplers and lipids, in order to evaluate their bioaccumulation potential and aid in interpretation of HOC accumulation in passive samplers.
We first use a similar approach to that developed in Chapter 2\textsuperscript{18} to develop a GC × GC-based method of estimating PE-water partition coefficient ($K_{\text{PEW}}$), which we use in combination with $K_{\text{PLW}}$ (the phospholipid-water partition coefficient) prediction method developed in Chapter 2 to estimate lipid-polyethylene ($K_{\text{PL-PE}}$) partition coefficients. Then, using bioaccumulation experiments with *Nereis virens* in sediments contaminated with various HOCs, we compare the accumulation of HOCs in lipids predicted from passive sampling and GC × GC against empirical observations of lipid-normalized body burdens in the polychaete *Nereis virens*. Throughout this manuscript, we assume that the measured body burden of chemicals in the polychaete is all due to partitioning into the lipids, recognizing however, that depending on the sorption capacity of proteins this assumption may lead to an overestimation of lipid normalized concentrations by at most a factor of two. For example, while the sorptive capacity of proteins is lower than that of lipids (e.g., sorptive capacity of proteins in animal tissue 1 to 10% that of lipids\textsuperscript{19}) the typical abundance of proteins in *Nereis virens* is higher than that of lipids (7%, w.w. for proteins\textsuperscript{20} but 1% w.w for lipids, Figure 3.2), which implies that between 10 and 50% of the measured body burdens of chemicals could be due to partitioning of chemicals into proteins. In addition, while other classes besides membrane lipids, such as storage lipids, also have high affinities for HOCs, in this manuscript we consider partitioning mainly to membrane lipids, as some studies found that these dominate over storage lipids in mature polychaetes.\textsuperscript{21,22} Lastly, we discuss the GC × GC based predictions of sampler-lipid partitioning in the context of existing knowledge of the partitioning of various HOC classes, as well as the impact on the bioaccumulation predictions of the assumption made in this study that body burdens are dominated by accumulation in the membrane lipids.

Recent work by Nabi et al.\textsuperscript{23} proposed a new approach for estimating partition coefficients from GC × GC retention information, through the use of retention indices (RI). The RI method is attractive because it can be used to compare samples that were run on different temperature programs. When developing the $K_{\text{PEW}}$ relationship, we employed and compared retention time (RT)- and retention index (RI)-based approaches. For consistency, we also revisit the correlation derived in Chapter 2 for $K_{\text{PLW}}$, expanding the training set and developing a RI-based correlation.

The set of organic chemicals used in this work and measured in the bioaccumulation experiments were selected (1) to reflect an environmentally relevant set of organic chemicals (e.g., PAHs, PCBs, DDT and its degradation products DDE and DDD) and (2) offer a good
distribution of training set compounds across the GC × GC space (because the set of contaminants mentioned above eluted high in the second dimension (between 3 and 5.5 s), the training set was expanded to include a series of alkylated benzenes and cyclohexanes with second dimension retention times between 2 and 2.6 s). There are over 100 different PAHs which may exist in the environment, but in this study we focus on a set of 16 PAHs (naphthalene, acenaphthene, acenaphthylene, fluorene, phenanthrene, anthracene, fluoranthene, pyrene, benz[a]anthracene, chrysene, benzo[h]fluoranthene, benzo[k]fluoranthene, benzo[a]pyrene, indeno[1,2,3-cd]pyrene, benzo[ghi]perylene, dibenz[a,h]anthracene) which are included on a list of 127 priority pollutants published by the US Environmental Protection Agency. Several PCB technical mixtures, also known as Aroclors, and DDT, DDE and DDD, are also included on the priority pollutants list. In this study, we focus on the quantification of individual congeners (as opposed to Aroclors) and in particular, on a subset of 20 of the possible 209 congeners (also known as the NOAA 20 PCB congeners:24 PCB 8, PCB 18, PCB 28, PCB 52, PCB 44, PCB 66, PCB 77, PCB 101, PCB 118, PCB 105, PCB 126, PCB 153, PCB 138, PCB 128, PCB 187, PCB 180, PCB 170, PCB 195, PCB 206, PCB 209). In addition to these, several additional PCB congeners are included in the GC × GC training set as discussed in section 3.2.1 and illustrated in Table S1.

3.2 Materials and Methods

We used Ultra-Resi analyzed solvents (dichloromethane, hexane, methanol, all from J.T. Baker) for all extraction procedures. Salts used for making seawater were purchased from Sigma Aldrich: sodium chloride (Macron), calcium chloride dihydrate and potassium bromide (Sigma Aldrich), sodium sulfate (J.T. Baker), boric acid, sodium bicarbonate, magnesium chloride, and potassium chloride (Mallinckrodt). Isotopically labeled PCBs and DDXs, used as recovery and injection standards were purchased from Cambridge Isotope Laboratory (Tewksbury, MA). Isotopically labeled PAHs and standard mixtures of PCBs, DDXs, PAHs, n-alkanes, and chlorobenzenes were purchased from Ultra Scientific (N. Kingstown, RI). Linear alkylbenzenes and alkylcyclohexanes were procured from Chiron (Trondheim, Norway).

3.2.1 Selection of $K_{PFW}$ training set.
$K_{PEW}$ values were compiled from multiple sources for PCBs, PAHs, and organochlorine pesticides (OCPs). The geometric mean was used when multiple values were found for the same compound (Table S1). In addition, $K_{PEW}$ values of several hydrocarbons with second dimension retention times between 2 and 2.6 s, were measured as detailed in the following section, to ensure a better distribution of training set compounds across GC × GC space. For PCBs and PAHs, the $K_{PEW}$ values were in general agreement (within 0.3 log units) between the two largest data sets available – Choi et al. and Smedes et al. The only exceptions were the three PAHs, indeno[1,2,3-cd]pyrene, dibenz[a,h]anthracene and benzo[ghi]perylene, for which the $K_{PEW}$ values measured by Smedes et al. were up to 1 log unit larger than those of Choi et al. This may have been due to an experimental artifact, such as the presence of organic carbon or organic solvent in the water, or losses of the test compounds to the air-water interface, all of which can lower the measured $K_{PEW}$. In contrast, Smedes et al. used a co-solvent approach, where the $K_{PEW}$ values were determined by extrapolation from partition coefficients measured in at various solvent percentages in methanol-water-polymer systems. The $K_{PEW}$ values measured by Smedes et al. for the three above-mentioned PAHs were preferred over the values of Choi et al., since in solvent-water systems, the solubilities of the chemicals’ in the liquid phases are larger than in pure water. This increase in solubility (1) reduces the effect on the measured $K_{PEW}$ of any dissolved organic matter that may be potentially present in the system, and (2) decreases the likelihood that hydrophobic chemicals will prefer the air water interphase. Lastly, while the presence of the methanol could potentially change the activity coefficient of the chemicals in the polymer phase, this is likely to have a small effect on the measured $K_{PEW}$ value since (1) polyethylene swelling is small in methanol (0.1%) and (2) there has been thus far, good agreement between partition coefficients measured using co-solvent systems and using only pure water, for polyethylene (agreement to within 0.3 log units for over 30 PCBs and PAHs, with the exceptions of the three PAHs mentioned above) but also for polymers that are known to swell more in methanol (e.g., ~2.5% swelling of silicone rubbers, but agreement to within 0.3 log units for Altesil 678 polymer-water coefficients of 43 PCB congeners measured both using pure water and the co-solvent method).

3.2.2 $K_{PEW}$ determination for hydrocarbons.
To ensure a better distribution of compounds across GC × GC retention space, $K_{PEW}$ values were determined experimentally for a series of linear alkylcyclohexanes ($n$ACH: $n$-heptyl, $n$-octyl and $n$-nonylcyclohexane), and a series of linear alkylbenzenes (LAB: $n$-heptyl through $n$-dodecylbenzene). These compounds had second dimension retention times between 2 and 2.6 s, which was an area of the chromatogram that was not covered by the set of PCBs, PAHs and OCPs discussed above (Table S1). Several pieces of 5 mg PE were loaded with the $n$ACH mixture or the LAB mixture from a 80:20 methanol:water mixture. One piece of PE was then suspended on a combusted glass Pasteur pipette and placed in a 1 L amber glass bottle filled with MiliQ water. The experiments were done in duplicate. The bottles were placed on an orbital shaker table and after 1 mo, both the PE and water were extracted with dichloromethane. A mixture of biphenyl and $d_{14}$-p-terphenyl were added as recovery standards to each water and PE sample before extraction. There overnight solvent extractions at 21 °C were performed for PE, and three liquid-liquid extractions were also performed for the water phase using about 1:10 ratio of solvent to water and shaking each extraction for 10 min. The combined extracts were then concentrated using rotary evaporation to a volume of ~ 0.1 -1 mL. Both PE and water extracts were then analyzed using gas chromatography-mass spectrometry (GC-MS, Section 3.2.9). Several pieces of PE loaded with either $n$ACH or LAB mixture were analyzed after the loading step to check for mass balance during the desorption experiment, and the concentrations measure for PE and water were corrected by the average recovery of the two surrogate standards (biphenyl and $d_{14}$-p-terphenyl). Across all PE and water extractions, the average recovery of biphenyl and $d_{14}$-p-terphenyl were 87 ± 16 and 120 ± 30, respectively. The recoveries of both biphenyl or $d_{14}$-p-terphenyl were similar in PE and in the water extractions, and using either recovery compound or the average recovery of both biphenyl or $d_{14}$-p-terphenyl to correct the measured concentration of LABs or ACHs, did not change the measured $K_{PEW}$ more than 0.1 log units (e.g., ratio of recoveries measured in PE and water of biphenyl and $d_{14}$-p-terphenyl were 108% (PE):82% (water), and 131% (PE):106% (water), respectively, which equal 0.76 and 0.80, respectively). Mass balances at the end of the experiment ranged were 89 ± 23% (range 66 to 130%), and deviations between duplicate measurements of $K_{PEW}$ values were typically less than 0.2 log units. The only exception was $n$-dodecylbenzene for which one of the duplicates had a low mass balance of 11%, and hence the $K_{PEW}$ measured in this bottle was not considered further. The loss of chemicals to the bottle headspace (max 10 mL) was calculated based on the
compounds’ Henry’s law constants and was <10% for all \( n \)-LABs and \( n \)-ACHs, with the exception of \( n \)-heptylcyclohexane (30%, \( K_H \) of 1.83 atm m\(^3\)/mol\(^3\)).

For hydrocarbons with aqueous solubility greater than 1 mg/L, such as tetralin and \( t \)-pentylbenzene, \( K_{PEW} \) values were determined from measurements of initial and equilibrium aqueous concentrations in a PE uptake experiment. Two 300 mL bottles, equipped with glass coated stirbars, were spiked with either tetralin or \( t \)-pentylbenzene at \( \sim 25 \) and 5 mg/L concentration, respectively. A piece of PE was added to the experimental flask and the concentration in the water was monitored in the control and experimental flasks, via direct aqueous injection GC – FID analysis on a Carlo Erba HRGC 5300 Mega Series. Injections of 1 \( \mu \)L were performed on-column, on a 30 m DB-5 MS column (0.25 \( \mu \)m film thickness, 0.25 mm diameter, Agilent Technologies, Santa Clara, CA) at 100 °C, with a helium carrier gas flow of 3 mL/min. The oven temperature was ramped from 100 to 250 °C at 20 °C/min. For tetralin, PE/water equilibrium was reached within 1 d and the concentration in the control flask showed less than 10% loss compared to the start of the experiment. Neglecting the 10% loss observed in the control flaks, the concentration of tetralin in PE at equilibrium was then calculated by difference based on the initial and final concentrations in water in the experimental flask. Finally, \( K_{PEW} \) was calculated as the ratio of the concentration in PE over the concentration in water. For \( t \)-pentylbenzene, the control bottle showed \( \sim 15% \) loss at the end of the experiment (4 d), so the PE concentration was calculated from measured aqueous concentration in the experimental flask adjusted by the loss observed in the control flask (\( C_{t=4 \, \text{d}}^{\text{control-flask}} = \frac{V_W}{m_{PE}} \left[ C_{t=0}^{\text{experimental-flask}} - C_{t=4 \, \text{d}}^{\text{experimental-flask}} \right] \)) before calculating the concentration of chemical in PE and \( K_{PEW} \) (\( C_{t=4 \, \text{d}}^{\text{PE}}/C_{t=4 \, \text{d}}^{\text{W}} \)).

### 3.2.3 Development of RT and RI-based correlations.

Known PE-water partition coefficients of the compounds in the training set (Table S1) were regressed against retention time (\( T \)) using multi linear regression in StatPlus package to obtain a relationship of the form:

\[
\log K_{PEW} = a \, T_1 + b \, T_2 + c \tag{3.1}
\]

where \( T_1 \) and \( T_2 \) were the retention times on the first and second dimensions respectively.
Similarly, for developing the RI-based correlation, the $K_{PEW}$ values were regressed against $u_1$ and $u_2$, the first and second dimension retention vectors (an orthogonal version of retention indices, see below), respectively:

$$
\log K_{PEW} = a'u_1 + b'u_2 + c',
$$

(3.2)

Following the procedure laid out by Nabi et al., in order to evaluate $u_1$ and $u_2$, we first calculated the stationary phase-gas partition coefficients, $L_1$ and $L_2$, at 120 °C for a set of 56 chemicals (Table S2), based on the Abraham solute model (ASM) characterization of the two stationary phases:

$$
\log L = eE + sS + aA + bB + lL + c
$$

(3.3)

where $E$, $S$, $A$, $B$, and $L$ are the Abraham model solute descriptors capturing excess molar refraction ($E$), dipolarity/polarizability ($S$), hydrogen bond acidity ($A$) and basicity ($B$), hexadecane-gas partition coefficient ($L$) and $e$, $s$, $a$, $b$, $l$, and $c$ are the corresponding system parameters for each stationary phase listed in Table 2.2 and also in Table S2. Then, using the retention time information of an n-alkane series (Table S3) as well as the retention times of various other nonpolar chemicals from the training set (Table S2), we used least squares regression to determine the best fit coefficients of the following expressions:

$$
\log L_1 = \alpha_1 N^*_i + \alpha_2
$$

(3.4)

$$
\log L_2 = 0.2613 N^*_i + \log \frac{T_{2,i} - a_2}{T_{2,i} - a_3} - 0.557
$$

(3.5)

where $T_{2,i}$ is the second dimension retention time of the compound $i$, and $N^*_i$ and $T^*_i$ are the carbon number and the second dimension retention time, respectively, of a hypothetical alkane eluting at the same first dimension retention time as the compound $i$. In fitting Equations 3.4 and 3.5, we employed $L_1$ and $L_2$ values calculated from the Abraham solute model for the first and second dimension stationary phases for the 56 compounds listed in Table S2. For the same compounds, the $N^*$ and $T^*_i$ values were calculated from polynomial relationships of $N$ versus $T_1$, and of $T_2$ versus $N$, respectively. Both of these polynomial relationships were calculated from the retention times of the n-alkanes series (Tables S2 and S3). We note that Nabi et al. derived Equations 3.4 and 3.5 (including the known coefficients in Equations 3.5), for the same stationary phases as the ones in this study and using the n-alkanes as a reference series (the
coefficients of Equations 3.5 would change for a different second dimension stationary phase or a different homologous series instead of the \( n \)-alkanes). Finally to evaluate \( u_1 \) and \( u_2 \) we used the following expressions:

\[
\begin{align*}
  u_1 &= \log L_1 \\
  u_2 &= \log L_2 - \beta_{\text{orth}} \log L_1
\end{align*}
\]

where \( \beta_{\text{orth}} \) is a parameter that renders the \( u_1 \) and \( u_2 \) vectors orthogonal and was found to be 1.1315 by Nabi et al.\(^2\) The fitted values for \( u_1 \) and \( u_2 \) for the compounds used to derive the unknowns in Equations 3.4 and 3.5, are listed in Table S2.

### 3.2.4 *Nereis virens* bioaccumulation experiments

Bioaccumulation experiments with the polychaete *Nereis virens* were performed using four sediments contaminated with various HOCs. Sediments were collected with shovel or grab sampler from one location in Boston Harbor (Island End, Chelsea, MA, see map in Figure S1) in and 3 locations in San Francisco Bay, CA (C1800, C400 from Lauritzen Channel and 303.1 from outside the Lauritzen Channel, see map in Figure S2). Island End used to be the site of a coal gasification plan, and thus contains legacy coal tar pollution. Lauritzen Channel in Richmond Harbor is a Superfund site, which was contaminated with DDT and dieldrin due to on-shore pesticide packing and shipping activities until 1966.\(^3\) Despite remediation efforts between 1996 and 1999, the sediments in the channel remain contaminated with DDT and its degradation products DDE and DDD. Furthermore, recent investigations\(^3\) at the site showed that the sediments contain a large proportion of DDT compare to its degradation products, which was taken to be indicative of land-based sources from the embankments along the channel. C1800, C400 and 303.1 sediments were collected in March 2012 and used in a previous bioaccumulation study (Guilherme Lotufo), after which they were stored in freezer at \(-18^\circ\text{C}\). C1800 sediment was collected from the northern part of the channel which experiences less flushing, and in consequence contained higher levels of DDXs than C400, which was collected from the middle of the channel (Figure S2). In addition to DDX contamination, previous analysis of the sediments of C1800 and C400 sediments showed high levels of PAHs, detectable levels of PCBs as well as a late eluting UCM trace. Lastly, 303.1 sediment collected from outside the DDT contaminated channel, is considered a reference site, containing background levels of PAHs, DDXs, and PCBs.
The sediments were chosen due to their different HOC contaminations, as well as different geochemical properties (organic and black carbon contents).

The exposure protocol was adapted from standard methods for bioaccumulation tests. The *Nereis virens* ragworms were purchased from Aquatic Research Organisms (Hampton, NH) and were generally between 10 and 15 cm, weighing 3-5 g (wet weight). Exposure tests were done in 1.5 L aquaria (~ 10 cm diameter beakers), loaded with ~800 g wet sediment (4 cm layer), 800 mL of artificial seawater and one ragworm. For each sediment, the experiment was conducted in triplicate, and the temperature was 21 °C. The overlaying water was aerated with filtered house air, and changed every 3 d with fresh artificial seawater. After 28 d, the worms were removed from the sediments and placed in 200 mL of clean seawater for depuration for 12 h. No mortality of the worms was observed in any of the sediments and multiple burrows were noted at the end of the exposure in all aquaria (Figure S3). After depuration, the worms were frozen (-20 °C) until extracted.

### 3.2.5 Tissue extraction

The worm tissue was thawed and ground with anhydrous Na$_2$SO$_4$ using a combusted mortar and pestle to the consistency of a free flowing powder and the procedure adapted from Kelly et al. was used to extract the contaminants as well as characterize the lipid content of the tissue. After addition of known amounts of recovery compounds (Table S4), the ground tissue was transferred along with the sodium sulfate to a pre-cleaned flask and extracted for 10 min with 30 mL of a 50:50 mixture of dichloromethane (DCM):hexane under sonication. The combined extract was concentrated to 1 mL using rotary evaporation. The lipid content of the extract was determined gravimetrically by measuring the residue left from 50 μL of worm extract after solvent evaporation. The remaining extract was purified on silica gel columns. In short, 5 g of freshly prepared activated silica (100-200 mesh, EMD, purchased from Sigma Aldrich and combusted at 450 °C overnight) was deactivated with 250 μL of MiliQ water (5% deactivation) and loaded onto a 1 cm OD column fitted with a combusted glass wool plug. The column was topped with a 1 cm layer of anhydrous sodium sulfate and conditioned with hexane. The tissue extract (in hexane) was loaded and the column was eluted with 50 ml hexane and 100 mL 95:5 hexane:DCM, which were collected together in a round bottom flask. The elution volumes were determined to be sufficient based on purification of extracts of blank worms spiked with a
mixture of the 16 PAH target analytes (Table S5). The volume of the extract was reduced to 0.5 mL for PAH and DDT analysis, and 100 µL for PCB analysis, and spiked with injection compounds prior to GC-MS analysis.

3.2.6 Lipid analysis

Although the DCM:hexane method\textsuperscript{36} described above presented the advantage that the lipid and contaminants could be extracted in one step, no comparison was found in the literature between lipid contents measured using this method and the more traditional Bligh and Dyer extraction.\textsuperscript{37} Furthermore, other studies compared the Bligh and Dyer method against other lipid extraction methods (Sohxlet extractions of freeze dried tissue with 10:7 acetone:hexane\textsuperscript{38} or acetone extraction of homogenized wet tissue\textsuperscript{39}) and found that the lipid content results could vary by as much as factor of 3. The difference was dependent on the type of tissue (e.g., less than 10% difference for fat fish, but factors of 2-3 more lipids were extracted with Bligh and Dyer versus Soxhlet extraction for lean fish, for polar and nonpolar lipids alike). In addition, compared to an acetone extraction at room temperature, the Bligh and Dyer protocol extracted a factor of 2 more lipids from mussel tissue, but a factor of 3 or more lipids from fish tissue.\textsuperscript{39} Thus, we compared the DCM/hexane procedure\textsuperscript{36} described in Section 3.2.5 against the Bligh and Dyer protocol\textsuperscript{37} on several additional worms which were not exposed to the contaminated sediments. In the latter method, the thawed worm tissue was ground with a mortar and pestle, transferred to a centrifuge tube to which methanol and chloroform were added to achieve a ratio of 1:2:0.8 chloroform:methanol:water (assuming ~80% water content for the worm tissue, which is appropriate given previous measurements of water content for \textit{Nereis virens}\textsuperscript{40}). The mixture was vortexed for 5 min and an equal volume of chloroform was added, followed by another 5 min of vortexing. Finally, a volume of water equal to the amount of water estimated for the original worm tissue was added and the mixture was then vortexed and centrifuged. The bottom chloroform layer was pipetted out and the last additions of chloroform and water were repeated twice more. The combined chloroform extract was then adjusted to 5 mL by evaporation, and the lipid concentration was determined gravimetrically. Both methods gave similar very results for the wet weight based lipid fractions (1.59 ± 0.25 % for Bligh and Dyer versus 1.47 ± 0.06 % for DCM/hexane, Figure 3.2). Additionally, given that the Bligh and Dyer method is known to be very efficient at extracting both storage (nonpolar) and membrane (polar) lipids from tissues, the
favorable comparison with the DCM:hexane method suggests that the DCM:hexane method of extraction is similarly efficient at extracting lipids, at least within the precision limit of our measurements and when applied to the *Nereis virens* tissue (which is reasonable since other abundant biomolecules like proteins or polysaccharides have low solubility in DCM and hexane\(^4\)). Blank worms (*N = 3*) were saved from the batch of experimental worms used in bioaccumulation experiments, and had similar lipid content (1.61 ± 0.23 %) to those used in the evaluating the two lipid measurements. Although no mortality was observed in any of the test sediments, the lipid content of the worms appeared to decrease after exposure to all sediments (Figure 3.2, average of 1.13 ± 0.21 % across all incubated worms). Since storage lipids are more labile than membrane lipids the decrease in lipid content most likely reflects a loss of storage lipids during incubation of the worms in the sediment.

### 3.2.7 PE sediment equilibration.

PE strips weighing ~ 90 mg each were placed in 500 mL round bottom flasks with 250 g wet sediment from each site and 300 mL MiliQ water. The flasks were then packed in a drum and mixed on a roller table at 30 rpm. After 28 d, each PE strip was removed from the sediment slurry, rinsed with Mili Q water and divided into two pieces, one for GC-MS analysis (15 mg) and the rest for GC × GC analysis. The strip for GC-MS analysis was placed in DCM, spiked with recovery compounds (Table S4) and extracted three times with DCM. The combined extract was concentrated to an appropriate volume for analyte detection (1 mL for PAHs and DDXs, 100 μL for PCBs), spiked with injection compounds (Table S4) and analyzed by GC-MS.
Figure 3.2 Lipid fractions measured on individual *Nereis virens* through the Bligh and Dyer method (empty bars) and DCM/hexane (filled bars). Also shown are the lipid contents measured for the unexposed worms (Blank) and worms exposed to each test sediment. All bars represent averages of three replicates and the error bars reflect one SD.

3.2.8 Sediment characterization

Prior to the bioaccumulation and PE equilibrations, aliquots of sediment from each site were oven dried at 60 °C overnight and used for chemical analysis, as well as measurements of water content, organic carbon (foc) and black carbon (fBC, based on CTO-375 method\(^27\)) contents. Approximately 0.2 g of dry sediment were spiked with appropriate surrogate standards (Table S2) and extracted according to procedures similar to those in Chapter 6. The determination of foc and fBC also followed the same procedures as in Chapter 6.

3.2.9 GC-MS analysis

PAH and PCB separations (see Figures S4 and S5 for chromatograms and analyte assignments) were performed on an Agilent J&W DB-5 MS 60 m column (0.25 μm film thickness, 0.25 mm diameter, Agilent Technologies, Santa Clara, CA), at a helium flow of 2 mL/min. Injections (1 μL) were done in pulsed pressure mode, with a splitless time of 1 min. The inlet was held at 305 °C. For PCB analysis, the oven was programed from 67 to 150 °C at 15 °C/min, then to 275 °C at 4 °C/min and lastly to 292 °C at 2 °C/min. For PAH analysis, the oven
temperature was initially at 67 °C, then programmed to 150 °C at 15 °C/min, then to 275 °C at 4 °C/min, and lastly to 300 °C at 2 °C/min, with a final hold time of 10 min.

DDX analyses were performed on the same instrument, but equipped with an Agilent J&W DB-XLB 30m column (0.50 μm film thickness, 0.32 mm ID, Agilent Technologies, Santa Clara, CA), and using cold on-column injections (see Figure S6 for chromatograms and analyte assignments). The temperature program started at 50 °C and increased to 200 °C at 20 °C/min and then to 274 °C at 4 °C/min followed by a 15 min hold. The carrier gas was helium at 2 mL/min. The MS was run in selected ion monitoring mode.

Quantification of the compounds of interest (see Table S5 for all target analytes, their quantification and confirmation ions and retention times) was done based on response factors and the concentrations were corrected for recovery of the surrogate standards. Standards of the compounds of interest (PAH, PCB, DDXs) were run every 3-4 samples, to check the instrument stability and response factor consistency. For PAHs and DDXs, multiple concentration standards were analyzed (100-5000 and 25-2000 ng/mL, respectively), to match the concentration range of analytes in the samples. The standard deviations of response factors calculated from standards of different concentrations were typically ~10% for DDXs, and ~20% for PAHs. The average recoveries of surrogate standards were between 68-114% (Table S2). Detection limits for PAHs ranged from 5 to 20 ng/g and from 2 – 10 ng/g for PCBs in worms (lipid normalized), PE or sediment.

3.2.10 GC × GC analysis

GC × GC analyses was performed (1) on training set compounds (Table S1), to enable derivation of retention time or index based correlations for PE- and lipid-water partition coefficients, and (2) on select worm and PE samples suspected to contain UCM, with the ultimate goal of comparing accumulation of UCM in PE and worm tissue. The analysis was performed on an Agilent 7890 GC - FID, with a dual stage cryogenic modulator (Leco, Saint Joseph, MI). The injections were performed in splitless mode at 300 °C and the H2 carrier gas flow was maintained at 1 mL/min throughout the run. The first dimension separation was performed on a Rxi-MS column (60 m, 0.25 mm ID and 0.25 μm film thickness). The oven housing the first dimension column was held at 80 °C for 0.2 min, then the temperature was
ramped to 325 °C at 2 °C/min with a final hold time of 0.5 min. The flows exiting the first dimension column were modulated at 6 s modulation time and the compounds were transferred onto the second dimension BPX-50 column (1.5 m, 0.1 mm ID and 0.1 μm film thickness). The temperature of the oven housing the second dimension column was maintained at a 5 °C offset with respect to the first dimension oven throughout the run. The modulator temperature was 15 °C higher than the temperature of the second dimension oven. The FID temperature was set at 330 °C. To obtain more information about the identity of peaks which were not found in our standards (example in Figure S7), a subset of the samples was also analyzed on a second GC × GC system coupled with a time-of-flight detector (GC × GC-TOFMS, Leco, Saint Joseph, MI).

### 3.3 Results and Discussion

Previously (Chapter 2), we determined that the stationary phases used in this study, which are also commonly used for analysis of HOCs because of their stability at temperatures greater than 300 °C, are not able to capture the electron-donation character of analytes. Thus, the GC × GC based method used in our work for determination of partition coefficients should not be applied to compounds that contain oxygen or nitrogen heteroatoms. Therefore, in this chapter, we will focus on HOCs containing only carbon hydrogen and chlorine atoms and their partitioning in PE/water/lipid systems.

#### 3.3.1 GC × GC based predictions for $K_{PEW}$

Starting with a training set made of 16 PAHs, 21 PCB, 12 HCs and 5 OCPs, with known $K_{PEW}$ values, we used a multivariable linear regression between log $K_{PEW}$ and retention times, and found a relatively good correlation (N = 54, $R^2 = 0.79$, SE = 0.59, Figure 3.4). This log $K_{PEW}$ versus retention time relationship would allow prediction of $K_{PEW}$ values with an error of about 0.59 log units (± factor of 4), which can be less than observed variability among different experimental determinations (Table S1). But closer inspection reveals that the correlation tends to predict higher than measured values for PAHs and HCs (largest differences of as much as 1 log unit for both HCs and PAHs with $K_{PEW}$ greater than $10^5$), but lower than measured for OCPs and PCBs (differences larger than 1 log for OCPs, but less than 0.5 log units for PCBs, Figure 3.3). Several studies have suggested that the partitioning of HOCs into polymers is driven by their incompatibility with water. For example, Lohmann\textsuperscript{12} found that $K_{PEW}$ correlated with aqueous solubility for PCBs and PAHs ($R^2 = 0.94$, SE = 0.27, N = 65). In the study of Nabi et
al., the authors found that using a retention index scale instead of retention time, and identical stationary phases to those used in this study, they were able to predict aqueous solubility with an average SE of 0.50 log units, suggesting similar level of certainty as found for evaluating $K_{PEW}$.

### Table 3.1 Regression lines for evaluating partition coefficients $K_{PEW}$ and $K_{PLW}$ from retention time and retention indices, as defined by Nabi et al.\textsuperscript{23}

<table>
<thead>
<tr>
<th>Property (training set)</th>
<th>Eq #</th>
<th>Equation</th>
<th>SE</th>
<th>$N$</th>
<th>$R^2$</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log $K_{PEW}$\textsuperscript{a}</td>
<td>3.8</td>
<td>$(6.1\pm0.3) + (0.081\pm0.006) \frac{T_{R,1}}{T_{R,2}} - (1.7\pm0.1)$</td>
<td>0.59</td>
<td>54</td>
<td>0.79</td>
<td>log $K_{PEW}$ 3.0-8.4</td>
</tr>
<tr>
<td>Log $K_{PEW}$\textsuperscript{a}</td>
<td>3.9</td>
<td>$(-2.2\pm0.4) + (2.0\pm0.1) u_1 - (7.7\pm0.5) u_2$</td>
<td>0.44</td>
<td>54</td>
<td>0.88</td>
<td>log $K_{PEW}$ 3.0-8.4</td>
</tr>
<tr>
<td>Log $K_{PEW}$\textsuperscript{b}</td>
<td>3.10</td>
<td>$(-2.2\pm0.3) + (2.0\pm0.1) u_1 - (7.7\pm0.4) u_2$</td>
<td>0.35</td>
<td>49</td>
<td>0.93</td>
<td>log $K_{PEW}$ 3.0-8.4</td>
</tr>
<tr>
<td>Log $K_{PLW}$\textsuperscript{c}</td>
<td>3.11</td>
<td>$(-1.0\pm0.4) + (1.8\pm0.1) u_1 - (5.6\pm0.7) u_2$</td>
<td>0.34</td>
<td>30</td>
<td>0.95</td>
<td>log $K_{PLW}$ 3.4-8.0</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Training set in Table S1  
\textsuperscript{b} Training set in Table S1, excluding OCPs  
\textsuperscript{c} Training set in Table 2.1, excluding $p$-xylene and chlorobenzene which eluted outside the acquisition window used in this study

Employing the retention index method, we first calculated the retention indices $u_1$ and $u_2$ (Table S1), and performing the regression for the same training set against retention indices instead of retention times, we obtain a better relationship for $K_{PEW}$ ($R^2 = 0.88$, SE = 0.44 ($\pm$factor of 3), Table 3.1). Comparing the estimations against the experimental values, we no longer observe a HOC-family dependent trend (Figure 3.3). However for most of the OCPs (specifically $4,4'$-DDD, $4,4'$-DDT, heptachlor and aldrin), the GC $\times$ GC-based predictions of $K_{PEW}$ are larger than the experimental $K_{PEW}$ value by 1 log unit or more (Table S1). We are fairly confident that these deviations are not due to experimental uncertainty, because independent measurements done in our lab for $K_{PEW}$ of $4,4'$-DDD, $4,4'$-DDE and $4,4'$-DDT (Chapter 4) agreed well with previously published values.\textsuperscript{28} Other authors have also found large deviations between experimental values and $K_{OW}$ based LFER predictions of $K_{PEW}$ for OCPs (Hale et al.\textsuperscript{28} $R^2 = 0.53$), whereas similar relationships for PAHs and PCBs tend to have $R^2 > 0.9$.\textsuperscript{12} One explanation could be that partitioning into polymers is influenced by the geometry of the molecule, as the
relationships derived from GC × GC appear to capture well planar molecules like PAHs and some PCBs, but predict smaller than observed values for the OCPs as well as PCBs with four chlorine atoms in the ortho position (Δpredicted-measured for PCB 155 -0.7 compared to -0.3 to 0 for other PCBs, Table S1). However, similar deviations for OCPs are observed if, instead of $K_{PEW}$, we attempt to derive $K_{OW}$ versus retention time relationships, and partitioning into n-octanol is less likely to be influenced by geometry of the molecule. Similarly, other GC × GC-based attempts to characterize the properties of OCPs have also found as much as 1 log unit difference between measured and predicted organic carbon-water partition coefficients for 4,4′-DDT and aldrin. In addition, there are other molecules that are not planar such as the LABs and ACHs to which we have applied the GC × GC-based relationship for evaluating their $K_{PEW}$ values, and the observed deviations between measured and estimated were not as large as those for OCPs (Δpredicted-measured ~ 0.5 both positive and negative, Figure 3.3). Thus, although it does not appear that the geometry of the molecule explains the observed deviations for OCPs, it is apparent that these molecules behave differently than the PAHs or PCBs and further investigations are needed to understand the best way to model the properties of OCPs.

Nonetheless, it is important to note that eliminating the OCPs from the training set does not significantly change the regression line, but better constrains the regression coefficients (Table 3.1). Both $K_{PEW}$ relationships (RT-based Equation 3.8 and RI-based Equation 3.9) show a positive correlation of $K_{PEW}$ with the first dimension retention time. This makes sense, as we would expect $K_{PEW}$ to increase with molecular size. $K_{PEW}$ decreases, however, with retention in the second dimension, which is also consistent with the physical understanding that, as polarity increases, compounds of similar size are more soluble in water, leading to a decrease in $K_{PEW}$. We note that the intercept is negative in the case of RI regressions, which is related to the way $u_2$ is defined (Equation 3.7). This definition allows it to have both positive and negative values (range of −0.3 to +0.3 for the training set compounds in Table S1).
Figure 3.3 Comparison between measured and GC × GC-derived $K_{PEW}$ values using retention times (left) and retention indices (right) for PAHs, PCBs, hydrocarbons (HCs) and organochlorine pesticides (OCPs) in Table S1 training set.

Early efforts of using chromatography to estimate partition coefficients employed a single column. But such an approach would not work for the diversity of compounds used in this study, even though they are mostly nonpolar chemicals (limited hydrogen bonding character as defined by Abraham $A$ and $B$ parameters being $<0.06$ and $0.5$, respectively). By evaluating the dependency of $K_{PEW}$ on the first dimension retention index, we find that each HOC family (PCB, PAHs, HCs) has a distinct slope (Figure 3.4), similarly to the findings of Arey et al. for other physico-chemical properties such as $K_{OW}$ or aqueous solubility. Regressing log $K_{PEW}$ solely against the first dimension retention index ($u_1$) for all compounds, we see that the first dimension explains only 29% of the variance in the $K_{PEW}$ training set, whereas fitting against both dimensions explains an additional 57%. In contrast, using raw retention times, the first dimension retention time can explain 26% of the variance, with an additional 49% of the variance captured by the addition of the second dimension. Thus, by using the retention indices approach, which adjusts the retention time in the second dimension to a hypothetical value at 120 °C (i.e., the temperature at which the ASM expressions for $L_1$ and $L_2$ were derived, also in Table 2.2), we seem to better incorporate the information captured by elution of compounds on the second dimension. Lastly, we note that fitting $K_{PEW}$ against either $T_2$ or the second dimension vector $u_2$ leads to very low $R^2$ values (0.053 in both cases), which make sense since neither $T_2$ nor $u_2$ contain information about the size of the molecules. Fitting against $L_2$, which is
representative of using the second dimension column as a first dimension column captures 46% of the variability in the training set data, more than when the fit was performed against $L_1$, emphasizing the contribution of polarity in PE-water partitioning.

### 3.3.2 GC × GC based predictions for $K_{PLW}$

In order to use GC × GC retention information to evaluate the bioaccumulation potential of HOCs from their corresponding accumulation in passive samplers, a second relationship is needed that relates the lipid-water partition coefficient, $K_{PLW}$, to the GC × GC retention indices and which can be used in combination to the one we constructed for $K_{PEW}$ in the previous section. Developing the $K_{PLW}$ versus GC × GC retention times relationship was the focus of Chapter 2, and we revisit it here briefly, by considering additional training set compounds (aliphatic and monoaromatic hydrocarbons) and the implications of employing retention indices instead of retention times.

![Figure 3.4](image.png)

**Figure 3.4** Correlation of log $K_{PEW}$ for training set compounds (Table S1) versus first dimension retention vector, $u_1$. Black solid line and equation represents the linear regression through all points, whereas dotted line represents the linear fit for each compound class.

For $K_{PLW}$, the training set comprised mostly of compounds previously used to train $K_{PLW}$ versus retention time relationships (Chapter 2, Table 2.1), with the addition of a few hydrocarbons. As no $K_{PLW}$ values could be found in the literature for hydrocarbon compounds
with $N^* > 10$ ($N^*$ hypothetical carbon number, defined in Section 3.2.3), we calculated these values using the polyparameter relationship of Endo et al.\textsuperscript{42} (also reproduced in Table 2.2). We note that the training set used for derivation of polyparameter relationship of Endo et al.\textsuperscript{42} did also include saturated hydrocarbons, but they were typically smaller than $n$-octane ($N^*<8$). The addition of hydrocarbons to the training set was important to ensure similar distribution of training set compounds across the two dimensions as in the case of $K_{PEW}$ (Section 3.3.1).

Using a two dimensional regression of $K_{PLW}$ values against the retention indices $u_1$ and $u_2$, calculated using the same equations as when developing the $K_{PEW}$ relationships, we obtain a good fit with an $R^2$ of 0.94 and SE of 0.34 ($N = 30$). The fit is comparable, but not better than the equivalent relationship calculated based on retention time instead of indices ($R^2 0.97$, $SE = 0.24$, $N = 30$). This is the opposite trend compared to the regression lines derived in the case of $K_{PEW}$, when the statics for RI-based regression were significantly better than RT-based one (Table 3.1, compare Equations 3.8 and 3.9). Overall, the difference between the two prediction methods for $K_{PLW}$ is quite small, and could reflect noise in the training set data (e.g., lack of experimental values for hydrocarbons).

It is interesting that the retention time approach works at all, since compared to retention indices, retention times are not a true thermodynamic scale.\textsuperscript{23} We observe that the contour lines of log $K_{PLW}$ drawn across the GC × GC space using both retention times and retention indices (Figure 3.5), can be approximated by straight lines particularly above second dimension retention times of 3 s, which is the region where the more polar molecules elute (OCPs, PAHs, and PCBs as opposed to $n$-alkanes and other saturated molecules that elute in the region of 2 – 3 s). Thus employing either RI or RT based regressions for these types of HOCs leads to comparable results. However, in the region between 2 and 3 s (where aliphatic or monoaromatic series like $n$-alkanes or alkyl benzenes elute), the predictions differ significantly between the two models. This region is scarce in experimental data for $K_{PLW}$, but better constrained for $K_{PEW}$. The $K_{PEW}$ values for $n$ACHs and LABs in the region of low polarity compounds are better characterized when using retention indices compared to retention times (SE for 12 HCs reduced from 0.7 to 0.5 log units by using RI instead of RT-based correlations.)
Figure 3.5 Comparison between retention time (left) and retention indices (right) methods for evaluating log $K_{PLW}$ across the GC × GC retention space. The training set compounds are plotted at their corresponding retention times and the color of the point is reflective of the experimental log $K_{PLW}$ value of each compound. The model, drawn as contours of log $K_{PLW}$, is able to correctly predict the log $K_{PLW}$ values when compounds of the same color overlap with the same color contour line.

3.3.3 GC × GC-based predictions of lipid/PE differential accumulation of HOCs

Combining the relationships for evaluating $K_{PEW}$ and $K_{PLW}$ from GC × GC retention time and retention indices, we find that, at equilibrium, the differences between accumulation in lipids and PE are small (at most one order of magnitude), but different HOC classes will prefer either the lipid or the PE phase (Figure 3.6). The preference for the lipid or PE phases is mainly driven by polarity, as evidenced by an increase in the $K_{PL-PE}$ ($= K_{PLW}/K_{PEW}$) values with increase in the second dimension time. We note that polarity is often an operational definition, as it could refer to the order that compounds elute from a silica column, the value of the compounds’ $S$ parameter, or the elution order of compounds on a polar stationary phase such as the one used herein as second dimension GC × GC column. Throughout this manuscript, we will refer to the polarity of contaminants mainly in terms of their elution on the 2nd dimension GC × GC stationary phase, on which n-alkanes are retained the least (least polar) and PAHs are the most retained (most polar) out of the HOCs investigated in this study (i.e., we do not exclude that there may be compounds that are retained more that the PAHs on the 2nd dimension 50% phenyl polysilphenylene-siloxane column). According to the model results, the nonpolar n-alkanes favor the PE phase ($K_{PL-PE}$ of 0.2-0.3), whereas PAHs favor the lipid phase ($K_{PL-PE}$ of ~6). PCBs are
less polar than PAHs, but significantly more polar than n-alkanes, and the model estimates that PCBs will also favor partitioning into the lipids ($K_{PL-PE}$ of 2-3). Compound size has a secondary effect on the partitioning, with the tendency to partition in the lipids decreasing for larger compounds, although overall this effect is very small (e.g., range of $K_{PL-PE}$ varies by only a factor of 3 in the first dimension as compared to a factor of 100 in the second dimension). The predictions of lipid-PE partitioning are similar whether we use the RI or RT based correlations (Table 3.1).
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**Figure 3.6** Contour plots of the ratio of $K_{PLW}/K_{PEW}$, in log$_{10}$ space, as derived from correlations (Table 3.1) against retention indices (left) and retention times (right). The elution times of various HOCs discussed in the text are overlaid on the contours: PAHs (circles), PCBs (triangles), OCPs (crosses) and the n-alkane series with 11-25 carbon atoms (squares).

The importance of polarity for partitioning between lipids and PE can also be understood in the context of two well known solvation models: the Abraham solvation model (ASM, introduced in 3.2.3) and the Scatchard-Hildebrand solvation theory. Although no ASM pp-LFERs have been developed for PE, Sprunger et al. found that the partitioning between PDMS and water ($K_{PDMS/W}$) can be described by the following equation with the error for each coefficient in parentheses:

$$\text{Log } K_{PDMS/W} = 0.246 (0.072) + 0.568 (0.053) E - 1.305 (0.088) S - 2.565 (0.106) A - 3.928 (0.119) B + 3.573 (0.059) V$$

(3.12)
Comparing this relationship with existing ones for $K_{PLW}$\textsuperscript{42} (Table 2.2), we find that while both partition coefficients have about the same system constant and dependency on molecular volume ($V$), they are different in dependency on $ESA$ and $B$ (defined in section 3.2.3). The ratio between lipid and PDMS partitioning calculated using ASM ($K_{PLW}/K_{PDMS-water}$ 5-10 for PCBs, and 5-30 for PAHs) is consistent with that deduced for lipid-PE partitioning from GC × GC retention, remembering that PDMS-water partition coefficients are usually 3-10 fold smaller than corresponding PE-water partition coefficients\textsuperscript{15}. The difference between PCBs and PAHs is due to the PAHs having both larger excess molar refraction ($E$) and basicity ($B$).

Secondly, in the Hildebrand-Scatchard theory (Poerschmann et al.\textsuperscript{44} and references within), the change in energy on mixing two substances (which dictates the compatibility of the two substances), is proportional to the difference in their solubility parameters ($\delta$). Polyethylene\textsuperscript{45} and lipids\textsuperscript{44} have different solubility parameters ($\delta_{PE} = 16.3 - 17.9$ MPa$^{1/2}$, $\delta_{lipids} = 20.7 - 21.8$ MPa$^{1/2}$ for fish adipose tissue and DMPC vesicles). In consequence, chemicals\textsuperscript{44} like $n$-alkanes ($\delta_{n$-alkane} = 15.3 - 16.0$ MPa$^{1/2}$) will be more soluble in PE than in lipids, whereas PCBs ($\delta_{PCBs} = 18.9 - 19.9$ MPa$^{1/2}$) and PAHs ($\delta_{PAHs} = 19.9 - 20.6$ MPa$^{1/2}$) will prefer lipids over PE, supporting the results of our GC × GC model.

We also checked the performance of the GC × GC correlations by comparing the estimated $K_{PL-PE}$ for several HOCs based on their retention time, against independent estimates based on available literature values for $K_{PLW}$ and $K_{PEW}$. In general, we found good agreement for the log $K_{PL-PE}$ of PAHs (within 0.2 log units) and PCBs (0.1 log units), but not as good for DDXs (0.5-1 log units for DDT and DDD). The independent estimates for $K_{PL-PE}$ of PAHs were calculated based on experimental values for both $K_{PEW}$ (Table S1) and $K_{PLW}$ (Chapter 2, Table 2.1). For PCBs and DDXs, the $K_{PL-PE}$ values were based on experimental $K_{PEW}$ values,\textsuperscript{14, 25, 28} but experimental $K_{PLW}$ values were not available, and were instead calculated from a $K_{OW}$ LFER (log $K_{PLW} = 1.01 \log K_{OW} + 0.12$, Endo et al.\textsuperscript{42}, with $K_{OW}$ values from Hawker and Connell\textsuperscript{46} and ASTDR\textsuperscript{47}). Gschwend et al.\textsuperscript{48} also evaluated the lipid-PE partitioning of PCBs and found that PCBs favor lipids over PE by a factor of 1.6 ± 0.3, which is lower than the GC×GC-based estimation ($K_{PL-PE}$ of 2-3) but only by 0.1 to 0.3 log units. The lack of experimental $K_{PLW}$ values could be the reason for the poor agreement between GC × GC and other estimates of $K_{PL-PE}$ of
DDXs, although it should also be noted that GC × GC-based regressions did not properly characterize $K_{PEW}$ for these compounds either.

Lastly, as mentioned before, the partitioning into lipid tissue could involve both partitioning into storage lipids such as triglycerides (TG), as well as into membrane phospholipids (PL). However, for PCBs and PAHs, previous studies found little difference between partitioning into TG or PL phases (at most 0.2 log units), suggesting that even if the distribution of lipids would be skewed towards TGs, estimations of bioaccumulation would remain the same. Out of all the compounds considered in this study, notable differences between partitioning into TGs and PLs would be significant only for the more saturated portion of the UCM. For example, using ASM models for TG and PL (equations also reproduced in Table 2.2) we calculate that $nC8$-benzene ($E = 0.579$ $S = 0.48$ $A = 0$ $B = 0.15$ $V = 2.13$) would preferentially accumulate into TG ($K_{oilee-oil/water} = 10^7$) over PL ($K_{PLW} = 10^6$ – both measured and calculated with ASM equation in Table 2.2), by a factor of 10. However, given that proportion of storage lipids in mature polychaetes are usually smaller than membrane lipids, the overall effect on the bioaccumulation would be small (overall lipid-water partition coefficient would be ~0.5 log units larger than the GC × GC-estimated $K_{PLW}$, assuming maximum TGs are 30% of the total lipids).

3.3.4 Accumulation of HOCs in *Nereis virens* and GC × GC based predictions

To test whether the GC × GC retention information could be used to estimate the accumulation in biota of various HOCs based on corresponding accumulation in PE, we compared the results of the previous section against experimental measurements of HOC in PE and in the *Nereis virens* tissue. Firstly, using the GC-MS results, we compared the measured $C_{lipid}/C_{PE}$ ratio for PCBs, PAHs, and DDXs (measured concentrations of all target analytes in Tables S6-S10), against GC × GC based predictions of the lipid-PE partition coefficient for each chemical. These two quantities should be equal if both the PE and the worm tissue are in chemical equilibrium with the sediment. Secondly, we used GC × GC - FID analysis of PE and extracts of worms incubated with C1800 and Island End sediments, to compare the measured accumulation of UCM compounds in lipids versus the accumulation estimated from PE and $K_{PL-PE}$ values calculated using Equations 3.10 and 3.11.
PCBs. The concentrations of PCB congeners in worms exposed to the test sediments were factors of 2 - 250 higher than the concentrations in the blank worms (Figure 3.7), suggesting the measured PCBs were due to uptake from contaminated sediment. Out of the 20 NOAA congeners quantified, five congeners (#8, #126, #195, #206 and #209) were below detection in most samples, and were not considered in following discussions. Individual PCB congener concentrations in the blank worms were typically less than 20 ng/g lipid, with the exception of PCBs 153 and 138 (70 and 30 ng/g lipid, respectively). The sum of the quantified PCB congeners (Table 3.2) was lowest for the worms incubated in 303.1, the reference sediment (1.1 μg/g lipid), followed by C400 (1.4 μg/g lipid), and highest in C1800 (5.8 μg/g lipid). The total PCBs were not directly quantified, but based on previous research, we estimate that they would be two fold higher than the sum of NOAA 20 PCBs (e.g., ~12 μg/g lipid for C1800 worms). Tri- and tetrachlorinated congeners dominated the PCBs accumulation in C1800 (29 and 35% of total), whereas PCBs measured in C400 worms were more evenly distributed across tetra-, penta-, hexachlorinated congeners (22, 30 and 29%). The distribution of PCBs was generally consistent with Aroclors 1248, 1254 and 1260, which have been previously measured in sediments and biota at the sediment collection site. PCB concentrations measured in worms incubated with Island End sediment (1.5 μg/g lipid, Table 3.2) were similar to those for C400, but the distribution was skewed in the case of Island End toward hexa- and heptachlorinated congeners (66% of total).

Accumulation of PCBs in PE tumbled with sediment was similar to the accumulation observed in the worms both in terms of quantity and distribution of congeners. Island End and C400 PE showed similar amounts of total PCBs (1.8 and 1.4 μg/g PE, Table 3.2), and as in the case of the worm tissue analysis, the hexa- and heptachlorinated congeners in Island End PE accounted for 69% of the total PCB concentration. The PE incubated with C1800 sediment showed the highest concentration of total PCBs (sum of the 20 measured congeners, 3.6 μg/g PE), but tri and tetrachlorinated congeners made up only 47% of total concentration compared to 64% in the worm tissue.
Table 3.2 Concentration of total PAHs (sum of 16 PAHs listed in Table S7-S10), total quantified PCBs (20 NOAA congeners listed in Tables S7-S10), and DDXs (sum of 2,4'- and 4,4'- DDD, DDE and DDT, Table S7-S10) measured in sediments, worm tissue and tumbled PE in four test sediments, 303.1, C400, C1800 and Island End, along with the corresponding \( f_{OC} \) and \( f_{BC} \) measured for each sediment.

<table>
<thead>
<tr>
<th></th>
<th>303.1</th>
<th></th>
<th></th>
<th>C400</th>
<th></th>
<th></th>
<th>C1800</th>
<th></th>
<th>Island End</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sediment</td>
<td>Tissue</td>
<td>PE</td>
<td>Sediment</td>
<td>Tissue</td>
<td>PE</td>
<td>Sediment</td>
<td>Tissue</td>
<td>PE</td>
<td>Sediment</td>
<td>Tissue</td>
</tr>
<tr>
<td></td>
<td>µg/gdw</td>
<td>µg/glipid</td>
<td>µg/gPE</td>
<td>µg/gdw</td>
<td>µg/glipid</td>
<td>µg/gPE</td>
<td>µg/gdw</td>
<td>µg/glipid</td>
<td>µg/gPE</td>
<td>µg/gdw</td>
<td>µg/glipid</td>
</tr>
<tr>
<td>( \Sigma )PAH</td>
<td>5</td>
<td>8</td>
<td>180</td>
<td>52</td>
<td>65</td>
<td>1200</td>
<td>30</td>
<td>12</td>
<td>82</td>
<td>300</td>
<td>84</td>
</tr>
<tr>
<td>( \Sigma )PCB(^d)</td>
<td>n.a.</td>
<td>1.1</td>
<td>n.a.</td>
<td>n.a.</td>
<td>1.4</td>
<td>1.4</td>
<td>n.a.</td>
<td>5.7</td>
<td>3.6</td>
<td>n.a.</td>
<td>1.5</td>
</tr>
<tr>
<td>( \Sigma )DDX(^e)</td>
<td>0.18</td>
<td>0.17</td>
<td>0.07</td>
<td>1.0</td>
<td>15</td>
<td>5.9</td>
<td>8.5</td>
<td>88</td>
<td>14</td>
<td>&lt;0.001</td>
<td>n.a.</td>
</tr>
<tr>
<td>( f_{OC} ) (%)</td>
<td>1.28</td>
<td></td>
<td></td>
<td>1.95</td>
<td></td>
<td></td>
<td>6.52</td>
<td></td>
<td></td>
<td>17.2</td>
<td></td>
</tr>
<tr>
<td>( f_{BC} ) (%)</td>
<td>0.19</td>
<td></td>
<td></td>
<td>0.32</td>
<td></td>
<td></td>
<td>1.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^d\) n.a. = not analyzed. PCBs were not analyzed in sediment samples.

\(^e\) n.a. = not analyzed. DDXs were not analyzed in worm and PE samples for Island End because sediment did not contain any measurable amount of DDX.
Figure 3.7 Lipid-normalized PCB concentrations measured in unexposed worms (blanks) and in worms exposed to the four test sediments. Concentrations in all test worms were at least a factor of 2 higher than in the blank worms (with exception of PCB 77). Worms exposed to C1800 sediment showed a large proportion of tri- and tetrachlorobiphenyls (64% of total concentration of 20 congeners measured), whereas worms incubated in Island End sediment showed a distribution of PCBs skewed towards the hexa- and hepta-chlorobiphenyls (66% of total concentration of the 20 congeners measured)
Concentrations of individual congeners in the PE were linearly correlated with the corresponding lipid-normalized concentrations in worms (Figure 3.8 top). The slopes of the linear fits were close to 1 for C400 (R² = 0.91, Cₚₑ = 1.02 ± 0.09 Cₙₐₙ) and Island End (R² = 0.90, Cₚₑ = 1.14 ± 0.10 Cₙₐₙ) sediments, and 0.5 for C1800 (R² = 0.80, Cₚₑ = 0.49 ± 0.07 Cₙₐₙ). Using the GC × GC derived Kₚₜ₞ₚₑ values for PCBs (ranging from 2.5 - 4, Figure 3.6), we calculated the expected concentration in the lipids based on the measured Cₚₑ’s. The predicted and measured PCB concentrations in lipids were in good agreement for C1800 sediment (Cₙₐₙ, predicted = 1.7 ± 0.2 Cₙₐₙ, measured, R² = 0.83), but deviated by a factor of 3 for C400 (Cₙₐₙ, predicted = 3.1 ± 0.2 Cₙₐₙ, measured, R² = 0.92) and Island End (Cₙₐₙ, predicted = 3.14 ± 0.24 Cₙₐₙ, measured, R² = 0.93) sediments (Figure 3.8 bottom).

Thus, passive sampler concentrations appear to overestimate the measured worm concentrations by factors of 2-3, suggesting that the worms may have not reached thermodynamic equilibrium with the sediments during the 28 d exposure. However, Bennett et al.51 investigated the kinetics of uptake and release of PCB accumulation by Nereis virens, and found that whole body elimination rates (1) ranged from 0.06 to 0.1 d⁻¹, (2) decreased weakly with Kₒw, and (3) were relatively constant across three different sediments tested. These elimination rates suggest that 28 d should have been enough time for the PCBs to reach at least 90% steady state concentration in the worm tissue. In fact, for both C400 and Island End sediments, we observe no dependency of the predicted/measured ratio on congeners’ Kₒw, and only a slight correlation for C1800 test sediment. Another explanation could be that the worms had a lower tissue concentration because they ventilate their burrows with the overlaying water, which had a lower chemical activity than the sediments (the water was aerated and partially exchanged with fresh seawater every 3 d). Although polychaetes accumulate contaminants mostly through ingestion of sediment, as opposed to dermal transfer,52-54 it is possible that the measured body burden is not the concentration at equilibrium with the sediment, but rather a steady state concentration resulting from uptake (ingestion, dermal transfer) and elimination processes (egestion and respiration).
Figure 3.8 (Top) Concentration of PCBs in PE and in the corresponding worm tissue for Island End, C1800 and C400 test sediments. (Bottom) Lipid normalized tissue concentration of PCBs calculated from measured concentrations in tumbled PE and GC × GC derived partition \(K_{PL\text{-}PE}\), versus measured concentrations in worms incubated with same sediments. Also shown are the linear fits for each sediment and the 1:1 line.
Even though the PE-based estimations and tissue concentrations were not in perfect agreement in our study, the agreement within a factor of 2-3 is comparable to previous studies. In a similar study by Friedman et al.\textsuperscript{55} the authors observed concentrations of PCBs and in PE that were close to 1:1 line, and similarly found that PE-based calculations of bioaccumulation overestimated the tissue concentration by 3.6 times, on average. In contrast, Gschwend et al.\textsuperscript{48} used a different polychaete, \textit{Neanthes arenaceodentata}, and found concentrations in organisms which were 5.3 ± 0.9 times larger than in the PE. Results of other studies employing different benthic invertebrates and PDMS passive samplers found PCB concentrations that were 5 to 10 fold higher in the lipids.\textsuperscript{56-58} The referenced studies used either equilibrium passive sampling or adjusted for disequilibrium in kinetic sampling, so it is unlikely that the observed factors reflect under-equilibrated sampler concentration. Thus, the concentration in the biota may not always reflect thermodynamic equilibrium, and depending on species and the testing conditions (impacts of the sediment quality and contamination on the physiology of the test organisms), the sampler-based predictions may only be at best within a factor of 3-5 of the measured bioaccumulation. For example, the accumulation of contaminants in the tissue of \textit{Nereis virens} could affect the feeding rate of the organism or their rate of respiration, which could overall lead to body burdens that are different than equilibrium-based predictions.

\textit{PAHs}. Concentrations of 16 PAHs were measured in worm tissue, PE and sediments (Tables S7-S10) and the concentrations of 4 ring and larger PAHs were all several orders of magnitude higher in the exposed worms compared to the blank ones, confirming that the PAH loads in the tissues were due to exposure to sediment as opposed to preexisting contamination in the worms. Naphthalene and phenanthrene were present at detectable levels in the procedure blanks (50-100 ng/g lipid or PE, Table S6), and small PAHs with 2, 3 and 4 rings were present in the blank worms at 20-170 ng/g\textsubscript{lipid} (phenanthrene at 1400 ng/g\textsubscript{lipid}, Table S6). Accumulation of naphthalene in worms was not significant because it was not above the background level measured in the procedure blanks, and thus naphthalene was excluded from the following discussion. Phenanthrene and fluorene were the only PAH whose concentrations were higher in the blank worms (1400 and 130 ng/g\textsubscript{lipid}) than in the test worms (160-400 ng/g\textsubscript{lipid} and 40-100 ng/g\textsubscript{lipid}).
The concentrations of PAHs in PE were well above detection limits, and reflected the contamination in sediment but also the importance of organic and black carbon phases in controlling bioavailability. Although Island End sediment had a total PAH concentration (sum of 16 PAHs measured and listed in Tables S7-S10, with the exception of naphthalene) almost an order of magnitude higher than C400 (300 versus 50 μg/gdw), the PAHs accumulated to similar extents in the PE from both sediments (970 and 1200 μg/PE, respectively). This is likely because of the lower $f_{OC}$ and $f_{BC}$ of the C400 sediment (Table 3.2). PE and worms incubated in Island End and C400 accumulated almost an order of magnitude more PAHs than those incubated in 303.1 and C1800 (Table 3.2), which is again consistent with the organic and black carbon contents of these sediments. C1800 sediment had similar PAH concentrations but a higher $f_{BC}$ compared to C400 (30 and 52 μg/g sediment and 1.9 and 0.32%, respectively, Table 3.2). For 303.1, the PAH load was low in the sediment (5 μg/gsed) but the contaminants were likely more bioavailable due to the low $f_{OC}$ and $f_{BC}$ (1.28 and 0.19%, Table 3.2). For both the worms and the PE, pyrene and fluoranthene had the highest concentrations of the 16 PAHs measured, accounting for 50-60% of the total PAH load.

The lipid normalized PAH concentration measured in the worms was on average 0.07 times lower than the measured accumulation in PE (range 0.01 to 0.5, Figure 3.9). Employing the GC × GC-calculated $K_{PL-PE}$ values (Figure 3.6) and evaluating the expected concentration of PAHs in lipids based on concentration in PE samplers, resulted in over-prediction of PAH concentrations in worms by factors of 10 to 300 (median 170). It is worth noting that, similarly to the PCB results, the comparison between PE and worm concentrations was most favorable for C1800 (predicted/measured median ratio of 90), implying that perhaps, the worms incubated with C1800 had higher ingestion rates, higher assimilation efficiencies or lower elimination rates. As was the case for PCBs, the exposure time of 28 d was previously found to be sufficient for PAHs to reach steady state concentrations in the tissue of *Nereis virens*, so we do not believe that longer incubations of the worms in the sediment would have led to higher accumulation of PAHs in the worms.
Figure 3.9 Ratio of concentration measured in lipid over concentration measured in PE for various PAHs (Phen = phenanthrene, Anth = anthracene, Flr = fluoranthene, Pyr = pyrene, B(a)a = benz[a]anthracene, Chry = chrysene, B(b)f = benzo[b]fluoranthene, B(k)f = benzo[k]fluoranthene, B(a)pyr = benzo[a]pyrene, I(1,2,3)p = indeno[1,2,3-cd]pyrene, b(g,h,i,)p = benzo[ghi]perylene, d(a,h)a = dibenz[a,h]anthracene). Also displayed is the expected ratio at equilibrium evaluated as $K_{PL/PE} = K_{PLW}/K_{PEW}$ calculated either based on GC × GC (blue diamonds, GC × GC K), or based on experimental values in the literature (purple squares, Expt K).

The larger disagreement between PE-based predictions and measured accumulation in the worms for PAHs (10-130×) versus PCBs (2-3×) suggests that degradation processes prevented complete equilibration between the worm lipids and the sediment. Unlike PCBs, PAHs are more susceptible to degradation in the gut of *Nereis virens*, but also with light in the overlaying water and by bacteria in the sediments. In the case of photodegradation, the ratio of pyrene/fluoranthrene should be higher in the worm tissue versus measured in the sediment or PE, as fluoranthene has higher photolysis rates. Since the ratio of pyrene/fluoranthrene remained relatively constant in the three different media (~2-4 for C1800 and ~0.7 for the other three sediments), direct photolysis most likely did not cause the observed lower concentrations in the worms compared to PE-based predictions. In addition, as mentioned before, as a contaminant accumulation route, dermal uptake from overlaying water is small in comparison with sediment
ingestion for *Nereis virens*. We also considered the effect of microbial degradation of the PAHs in the sediment during the 28 d test period, but we do not believe that it could have caused the disagreement between worm tissue concentrations and PE-based estimates. Since the worms accumulated 10 to 100 times less than predicted assuming chemical equilibrium of lipid tissue and the sediment, this would imply half lives of PAHs in the test sediments on the order of 1 to 10 days. While such fast degradation rates have been observed for small PAHs like naphthalene, benzo thiophenes and derivatives, the rates for PAHs larger than phenanthrene are typically much smaller (half-lives of 30-300 days).

Thus, PAH metabolism by *Nereis virens* or its associated gut microflora is the most likely explanation for the observed disequilibrium between the concentration measured in the worm tissue and the PE. *Nereis virens* is known to be efficient at metabolizing PAHs (e.g., after a 5 day exposure, only 17 and 24% of total accumulated pyrene and benz[a]anthracene, respectively, were still found as parent PAH, as opposed to polar or conjugated metabolites, in the *Nereis virens* tissue). After 28 days, the fraction of benz[a]anthracene further decreases to 5%, although other studies measured a rather slow decline in parent PAH concentration (at 28 days concentrations in tissue only decreased by 10-30% compared to 5 days). If the total PAH (including polar and conjugate forms, 4-20× the measured parent PAH) is representative of the concentration of PAH that would have accumulated in the tissue in the absence of metabolism, this implies that PE-based predictions agree to within a factor of 8 with theoretical no-metabolism PAH concentrations in the worms. It is also generally thought that PAH transformation rates are inversely proportional to PAH size, implying greater discrepancy between measured tissue concentrations and PE-based predictions for smaller PAHs. This trend was apparent for the C1800 sediment, where the ratio of $C_{lipid}/C_{PE}$ was positively correlated with $K_{ow}$ (correlation coefficient -0.68), but not for the other sediments (correlation coefficients close to 0). The ability of *Nereis virens* to degrade PAHs was found to be independent of the concentrations of contaminants in the sediment. This is consistent with our observations - ΣPAH concentrations in test sediments varied from 5 to 300 ug/gdw (Table 3.2), but PAH concentration in the worms incubated in the least contaminated sediment (303.1) were not in significantly better agreement with equilibrium-based prediction than the more contaminated sediments (Figure 3.9). Altogether, PAH metabolism in *Nereis virens* appears to have impacted
the measured PAH load in the exposed worms and accounted for, at least in part, the
disagreement with PE-based estimates.

Thus, employing passive sampling for evaluating bioaccumulation of PAHs in benthic
polychaetes will likely give upper estimates of the concentrations expected in the tissue of
invertebrates. Many studies \(^{9,11,66-68}\) have found that body burdens of PAHs in *Nereis virens* and
other invertebrates (*Hinia reticulata, Limbriculus variegatus*) are usually overestimated based on
passive sampler accumulation by factors of 2 to 10 or even higher. This is not surprising given
that many invertebrates, or their associated microbes, metabolize PAHs, although it should be
noted that the transformation rates are strongly dependent on the species.\(^{63,65,69}\) Although *Nereis
virens* was chosen for this experiment for its relatively large size, which would provide low
detection limits for a variety of HOCs, other polychaetes which do not metabolize PAHs would
be more appropriate to use in the future, such as *Leitoscolopus fragilis.*\(^{69}\) Rust et al.\(^{69}\) showed
that amphipods like *Leptocheirus plumulosus* or *Ampelisca abdita* have a reduced ability to
metabolize PAHs compared to numerous other polychaetes, but detection limits will be higher
because of their smaller size.

**DDXs.** DDT and its degradation products DDE and DDD were measurable only in worms
and PE exposed to the sediments from San Francisco Bay (Table 3.2). The 4,4’ isomers
comprised the bulk of total DDX concentrations, with 2,4’-DDT and 2,4’-DDD accounting for
less than 20% of ΣDDX, and 2,4’-DDE measurable only in PE but accounting for less than 1%
of ΣDDX. Concentrations of DDX were close to detection limits for the reference site (303.1) in
all three matrices (PE, worm tissue and sediment) and thus, only results from C400 and C1800
tests will be discussed. Total DDX concentration in C1800 sediment was 8-fold higher than in
the C400 sediment (Table 3.2). However, the ΣDDX in the PE equilibrated with C1800 sediment
was only 2 times more than in the PE equilibrated with C400 sediment, illustrating again the
effect of organic carbon on availability on the contaminants’ freely dissolved concentrations
(C1800 sediment had 3 times more OC and 6 times more BC than C400, Table 3.2). A similar
trend is observed when looking at individual contaminants such as 2,4’-DDD, which was 10
times more abundant in the C1800 than in the C400 sediment, but only 3 times more abundant in
the respective PE strips incubated with the same sediments (Tables S8 and S9). Interestingly, the
worms incubated in the two sediments did not show the same trend (factor of 6 difference between ΣDDX and factor of 7 for 2,4'-DDD in C1800 versus C400 worm tissue, Table 3.2).

Relative to the sediment, both the worm tissue and the PE were depleted in the parent compound (DDT) but enriched in DDD in the case of the worm tissue, and in DDE in the case of PE. This was the case for both C400 and C1800 sediments (Figure 3.10). Based on the parent DDT concentration in each sediment, we expected concentrations of DDT in the tumbled PE between 100-1000 ng/gPE. But interestingly, for both sediments, the tumbled PE did not accumulate any measurable amount of DDT (< 5 ng/gPE). Instability of DDT in sediment slurries has been observed previously (Chapter 6, other studies70-72). While these other studies observed mainly transformation in sediment slurries of DDT to DDD, the proportional increase in DDE relative to DDD in PE (which is also apparent for the 2,4'-isomers in C1800), suggests that DDT may have been degraded during the incubation with PE, and produced DDE, in addition to DDD. Assuming that all DDT degraded to DDE and DDD, and that partitioning from sediment into PE is twice as large for DDE as it is for DDD (based on measured ratios in PE and in sediment for the lake sediment in Chapter 6), we estimate that during the PE-sediment incubation about ~15% of DDT transformed to DDE and ~85% transformed to DDD.

![Figure 3.10](image)

**Figure 3.10** Fraction of 4,4'-DDE, 4,4'-DDD and 4,4'-DDT of total 4,4'-DDX in the sediment, *N. virens* tissue and PE for C400 (left) and C1800 (right). Text refers to the fraction of parent compound DDT in the C400 and C1800 worm tissue: 0.02 and 0.01, respectively, and the maximum fractions in PE: <0.002 and <0.0001, respectively. DDT was below detection in both the C400 and C1800 PE.

In contrast, in the bioaccumulation experiments, DDT concentrations were well above detection limits in the worm tissue (200-500 ng/g lipid), but DDT accounted for less than 2% of
the ΣDDD in the worm tissues. If the reactions degrading DDT would be taking place only in the sediment, as was the case for PE incubations, then we would have similarly expected to see DDT concentrations below detection limits. However, the presence of the parent compound in the worm tissue indicates that the worm is actively ingesting sediment that still contains DDT, and the increased proportion of DDD and decreased proportion of DDE suggest that a transformation of DDT to DDD is taking place in the gut of *Nereis virens*. Although we did not measure DDX concentrations in sediments at the end of the bioaccumulation or PE tumbling experiments, other studies found that the degradation of DDT is faster when the sediment is mixed, than during static incubations like the bioaccumulation experiments, as would be the case if degradation was limited by desorption rates. Although to our knowledge, no studies looked specifically at transformation of DDT by *Nereis virens*, transformations in other biota have been documented. The degradation product(s) were however, species specific: DDD in *Nereis succinea* and other invertebrates, DDE in the freshwater amphipod *Hyalalla azteca*, and both DDE and DDD in *Neanthes arenaceodentata*.

Despite the DDT reactivity in both PE and worm incubations, the data from the C1800 test sediment were still suitable for comparing GC × GC predictions against empirical observations of bioaccumulation. In C1800 sediment, the DDD concentration is 5 times that of DDT, meaning that even if reactions were transforming all DDT to DDD, the DDD concentration would only be affected by 20%. Comparing the ratios of measured concentration in the lipids of *N. virens* and in the tumbled PE, against the predictions based on GC × GC retention times, we find generally good agreement for both 2,4'- and 4,4'-DDD (within a factor of 1.4). Even for C400, the agreement is within a factor of 2, possibly because similar amounts of DDD (limited by DDT concentration in sediment) were produced in both the worm tissue and the PE-sediment incubation. In contrast, the measured PE-lipid ratio for DDE is smaller than the GC × GC or literature based estimations (see caption of Figure 3.11), most likely due to the production of DDE during PE-sediment incubations which overestimated DDE availability. Accumulation of DDE in PE was likely higher than it should have been at equilibrium with the sediment, due to the additional DDE produced from DDT in the PE-sediment incubations.

Lastly, the presence of parent DDT in the sediment (10-20%), is indicative of a more recent source of DDT to the Lauritzen Channel sediments, as was found also by other investigations at
We note though that a few years have passed since the collection of this sediment (2012) and its use in the bioaccumulation study (2014) described herein, and given DDT's reactivity, the pattern of contamination observed in this study may not be reflective of the original conditions in the freshly collected sediment. The percentage of parent DDT in the sediments used in this study was 10-20%, which is much lower than the abundance of DDT in technical grade DDT (65-80%). At the same time, sampling of the surface sediments of Lauritzen Channel in 2013 found abundances of DDT ranging from 30 to 65%, closer to the value in technical grade DDT.

**Figure 3.11** Comparison of measured ratios of concentration in worms divided by concentration in PE for various DDXs for C400 and C1800 experiments, against GC × GC predictions and literature based (Lit K, with $K_{PEW}$ from Hale et al. and $K_{PLW}$ based on LFER of Endo et al. and $K_{OW}$ values) estimates of $K_{PL,PE}$ for the same compounds. Empty bars refer to lower estimates as DDE concentration in the worm tissue was below detection. Oblique pattern fill represents upper estimates because DDT concentration in PE was below detection.

**UCM and GC × GC-FID analysis.** Unresolved complex mixture traces were present in both Island End and C1800 PE samples. Most of the UCM in Island End PE eluted between alkanes with 12 to 37 carbon atoms ($nC_{12} - nC_{37}$, ~40-80 min, Figure 3.12) while in C1800 PE, the later eluting UCM ($nC_{25}-nC_{35}$) dominated over the early portion ($nC_{15} - nC_{22}$). The integrated load of HOCs in PE, calculated from a blank-subtracted chromatogram and with an average response factor based on alkane, PAH and alkyl benzene standards, was a factor of 10 higher in Island End compared to C1800 PE (56 and 5 mg/gPE, respectively).
Combining the PE chromatograms with equations for evaluating $K_{PEW}$ and $K_{PLW}$ from GC $\times$ GC retention times (Table 3.1, Equations 3.10-3.11), we calculated the distribution and concentration of the UCM trace in the lipids of an organism at equilibrium with the sediment. The integrated lipid loads were ~20 % higher than the measured PE loads (69 and 7 mg/g lipid for Island End and C1800 PE). Consistent with the $K_{PL,PE}$ contours in Figure 3.6, the estimated lipid concentrations of PAHs and the moderately polar components of the UCM ($RT_2 > 3$ s) were larger than measured in the PE. In contrast, the concentration of the saturated portion of the UCM (closer to $n$-alkane line, $RT_2$ 2-3 s) was attenuated in lipids compared to PE by ~10 fold (Figure 3.12).
However, despite the expectation that UCM hydrocarbons from Island End should be present at ~10-100 ng/g lipid (Figure 3.12) which is well above the detection limit of the GC × GC FID (~0.5 ng/g lipid), only a moderately polar portion of the UCM was measurable in the lipids of *N. virens*. Furthermore, this portion of the UCM (*nC18 – nC23, T2 2.5 - 3.5 s, Figure 3.12) was only present at levels that were 10-100 times lower than PE-based predictions. Since the FID is a nonspecific detector, GC × GC-TOFMS analysis was used to confirm that similar compounds were present in the UCM elution window in both the PE and lipids. Based on library searches with match factors greater than 700 (i.e., peaks that could be assigned a structure based on the library search, not necessarily the quantitatively dominant peaks), the elution window in question (*nC18 – nC23, T2 2.5 - 3.5 s) included, in the PE, compounds containing both aromatic and aliphatic cycles, like derivatives of dibenzothiophene (Figure S7). However, the presence of dibenzothiophene derivatives could not be confirmed in the worm extract with GC × GC-TOFMS analysis (even though the corresponding area of the chromatogram with GC × GC FID analysis showed a measurable signal, Figure 3.12) mostly likely because the signal was below detection limit of the TOFMS detector. For C1800, the concentrations of UCM compounds were below detection in the worm tissues when analyzed with either the FID or the TOFMS detectors, suggesting that the behavior of the UCM compounds was similar between the two sites (a 10 fold lower concentration in C1800 incubated worms compared to Island End worms, as expected based on the 10 fold lower concentration in C1800 PE compared to Island End PE, would render HOC concentrations below detection in the C1800 incubated worms).

Lastly, for both Island End and C1800, the portion of low polarity UCM (*T2 2 - 2.5 s, nC23 – nC34*) was confounded by the presence in the same retention window of biological material in the worm tissue extract (consistent with fatty acid methyl esters, Figure S8 and suggesting that breakthrough occurred during the silica column separation in section 3.2.5). GC × GC-TOFMS analyses confirmed though, that the characteristic ions present in this region in the PE (e.g., for C1800 a hydrocarbon signature with maximum m/z of 69, 83, 94 extending over nC25-nC35 and producing a broad peak in the second dimension of ~1 s wide) were below the noise level in the corresponding worm tissue. Thus, this portion of the UCM (*nC25-nC35*) behaved similarly to the earlier portion (*nC18 – nC23, T2 2.5 - 3.5 s*) in that the accumulation in the worm was at least 100 times lower than predicted from the measured accumulation in the PE and the GC × GC-based $K_{PLW}$ and $K_{PEW}$ partition coefficients.
Compared to extensive literature available for accumulation of PCBs, PAHs and other priority pollutants, studies that measured accumulation of UCMs in benthic species are scarce,\textsuperscript{78, 79} and none compared UCM accumulation against an independent measure of bioavailability (e.g., passive sampling). Therefore, it is difficult to pinpoint whether the lower-than-predicted accumulation of UCM in the \textit{Nereis virens} tissue was due to metabolism, or insufficient exposure time, or a combination of both. The partially aromatic portion of the UCM could be susceptible to the same metabolic processes as the PAHs, while the accumulation of more aliphatic and larger molecules may be limited by desorption rates from the sediment.\textsuperscript{80} The theory that uptake into biological tissue can be limited past a certain molecular size, has been recently challenged,\textsuperscript{81} and accumulation of hydrocarbons as large as \textit{nC34} has been observed in \textit{Lumbriculus variegatus} after 28 day in petroleum contaminated sediments.\textsuperscript{79}

### 3.4 Summary and conclusions

In the first part of this work, we developed a GC $\times$ GC based method for evaluating the partitioning between PE passive samplers and water. This method was able to estimate $K_{PEW}$ for hydrophobic organic chemicals (PAHs, PCBs, hydrocarbons and OCPs) with an average error of 0.4 log units (factor of 3). When combined with the complementary relationship for estimating $K_{PLW}$ from Chapter 2, we were able to estimate how various HOCs partition between polymeric passive samplers and lipids, with the ultimate goal of using this to evaluate partitioning of HOC mixtures into biota. Across the GC $\times$ GC space, $K_{PL-PE}$ varied by two orders of magnitude and was strongly dependent on polarity. As such, partitioning of PAHs and PCBs preferred the lipid phase (factor of 6 for PAHs and 2-3 for PCBs), whereas more aliphatic components of HOC mixtures preferred the PE phase (e.g., \textit{n}-alkanes factor of 3-5). For several PCBs and PAHs, there was good agreement between the GC $\times$ GC predictions of $K_{PL-PE}$ and parallel estimates based on literature values of $K_{PLW}$ and $K_{PEW}$. The advantage of the GC $\times$ GC-based method is that it could be extended to other chemicals and technical mixtures for which there are fewer available experimental data in the literature.

In the second part, bioaccumulation experiments were used to check the GC $\times$ GC predictions for accumulation of PAHs, PCBs, DDXs and UCM compounds in tissue of \textit{Nereis virens} and passive samplers. We found good agreement between sampler-based estimates and accumulation in the tissue of \textit{Nereis virens} for PCBs (factor of 2-3) and for 2,4' and 4,4'-DDD.
(factor of 1.4). For PAHs, the PE-based estimates were 10-300 higher than the concentrations in worm tissue, which was most probably due to metabolism by the worm or its associated microflora. The UCM portion of the contaminants was also found at lower levels in the lipids compared to the PE (10-300 times less than predicted) and although little is known about the bioaccumulation kinetics of UCMs, it is possible that it was affected by both metabolism and slow desorption kinetics.

Nonetheless, equilibrium based estimates of biota body burdens, such as the one developed in this paper (e.g., accumulation in passive samplers combined with GC × GC based estimations of \( K_{PL-PE} \)), are advantageous because they (1) provide upper estimates for the concentrations that are likely to be found in the biota and (2) could serve as a starting point for assessing whether contaminants are being transformed and in which species. In addition, differences between equilibrium-based estimations and measured tissue concentrations could also be indicative of physiological burdens on exposed organisms. The first approach is useful from a risk assessment perspective, because it gives the worst-case scenario. However, from an ecosystem perspective, distribution of contaminants across different benthic species can have implications on how contaminants migrate up the food chain and whether or not they lead to problematic body burdens in organisms from higher trophic levels such as fish.
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Chapter 3 Evaluating bioaccumulation potential of HOC mixtures using GC × GC and passive sampling
Table S1 Training set compounds used in determining the coefficients of equations 3.6, 3.7 and 3.2 for determining log $K_{PEW}$ from GC × GC retention times.

<table>
<thead>
<tr>
<th>Compound</th>
<th>1st dim retention time RT (min)</th>
<th>2nd dim retention time RT (s)</th>
<th>$u_1^a$</th>
<th>$u_2^b$</th>
<th>Experimental log $K_{PEW}c$</th>
<th>GC×GC calculated $K_{PEW}d$</th>
<th>calc-meas</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Polycyclic aromatic hydrocarbons (PAHs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>naphthalene</td>
<td>22.30</td>
<td>2.92</td>
<td>2.57</td>
<td>-0.02</td>
<td>3.0 (3.23e, 2.81f)</td>
<td>3.2</td>
<td>0.1</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>37.40</td>
<td>3.56</td>
<td>3.13</td>
<td>0.11</td>
<td>3.16f</td>
<td>3.3</td>
<td>0.1</td>
</tr>
<tr>
<td>acenaphthene</td>
<td>39.50</td>
<td>3.44</td>
<td>3.21</td>
<td>0.09</td>
<td>3.6 (3.53e, 3.62f)</td>
<td>3.6</td>
<td>0.0</td>
</tr>
<tr>
<td>fluorene</td>
<td>45.20</td>
<td>3.48</td>
<td>3.43</td>
<td>0.11</td>
<td>3.72 (3.67e, 3.77f)</td>
<td>3.9</td>
<td>0.2</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>55.50</td>
<td>3.93</td>
<td>3.85</td>
<td>0.21</td>
<td>4.22 (4.04e, 4.33e, 4.22f, 4.3h)</td>
<td>4.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>anthracene</td>
<td>56.10</td>
<td>3.90</td>
<td>3.87</td>
<td>0.21</td>
<td>4.26 (4.15e, 4.33f)</td>
<td>4.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>69.10</td>
<td>4.18</td>
<td>4.45</td>
<td>0.29</td>
<td>4.87 (4.75e, 4.98e, 4.93f, 4.9h)</td>
<td>4.6</td>
<td>-0.3</td>
</tr>
<tr>
<td>pyrene</td>
<td>71.30</td>
<td>4.45</td>
<td>4.55</td>
<td>0.33</td>
<td>4.92 (4.89e, 5.00f, 5.1f, 4.7h)</td>
<td>4.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>85.60</td>
<td>4.49</td>
<td>5.27</td>
<td>0.37</td>
<td>5.59 (5.43e, 5.78e, 5.73f, 5.5h)</td>
<td>5.6</td>
<td>0.0</td>
</tr>
<tr>
<td>chrysene</td>
<td>85.90</td>
<td>4.63</td>
<td>5.29</td>
<td>0.39</td>
<td>5.62 (5.51e, 5.78e, 5.78f, 5.5h)</td>
<td>5.5</td>
<td>-0.1</td>
</tr>
<tr>
<td>benzo[b]fluoranthene</td>
<td>97.30</td>
<td>4.73</td>
<td>6.14</td>
<td>0.48</td>
<td>6.34 (6.06e, 6.66f, 6.3h)</td>
<td>6.5</td>
<td>0.1</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>97.60</td>
<td>4.73</td>
<td>5.95</td>
<td>0.43</td>
<td>6.37 (6.16e, 6.66f, 6.3h)</td>
<td>6.5</td>
<td>0.2</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>100.30</td>
<td>5.06</td>
<td>5.97</td>
<td>0.43</td>
<td>6.43 (6.14e, 6.75f, 6.4h)</td>
<td>6.6</td>
<td>0.2</td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>110.80</td>
<td>5.11</td>
<td>6.85</td>
<td>0.53</td>
<td>7.4 (6.5e, 7.4f)</td>
<td>7.6</td>
<td>0.2</td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>111.10</td>
<td>5.04</td>
<td>6.87</td>
<td>0.52</td>
<td>7.32 (6.30e, 7.32f)</td>
<td>7.7</td>
<td>0.4</td>
</tr>
<tr>
<td>benzo[ghi]perylen</td>
<td>112.40</td>
<td>5.46</td>
<td>6.96</td>
<td>0.57</td>
<td>7.27 (6.23e, 7.27c)</td>
<td>7.5</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>Polychlorinated biphenyls (PCBs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCB 14 (3,5-Dichloro)</td>
<td>53.10</td>
<td>3.18</td>
<td>3.75</td>
<td>0.06</td>
<td>4.99f</td>
<td>4.9</td>
<td>-0.1</td>
</tr>
<tr>
<td>PCB 30 (2,4,6-Trichloro)</td>
<td>54.60</td>
<td>3.19</td>
<td>3.81</td>
<td>0.07</td>
<td>5.13f</td>
<td>5.0</td>
<td>-0.1</td>
</tr>
<tr>
<td>PCB 18 (2,2',5-Trichloro)</td>
<td>55.70</td>
<td>3.41</td>
<td>3.86</td>
<td>0.12</td>
<td>4.90f</td>
<td>4.7</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 29 (2,4,5-Trichloro)</td>
<td>59.20</td>
<td>3.25</td>
<td>4.22</td>
<td>0.13</td>
<td>5.09 (4.85e, 5.1f, 5.31f)</td>
<td>5.4</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 31 (2,4',5-Trichloro)</td>
<td>60.30</td>
<td>3.38</td>
<td>4.05</td>
<td>0.13</td>
<td>5.30f</td>
<td>5.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>PCB 52 (2,2',5,5'-Tetrachloro)</td>
<td>63.80</td>
<td>3.35</td>
<td>4.21</td>
<td>0.13</td>
<td>5.48 (5.48e, 5.55f, 5.5h)</td>
<td>5.3</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 49 (2',2',4,5'-Tetrachloro)</td>
<td>64.20</td>
<td>3.35</td>
<td>4.22</td>
<td>0.13</td>
<td>5.67</td>
<td>5.4</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 44 (2',2',3,5'-Tetrachloro)</td>
<td>65.60</td>
<td>3.53</td>
<td>4.29</td>
<td>0.17</td>
<td>5.43 (5.37, 5.48)</td>
<td>5.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 66 (2,3',4,4'-Tetrachloro)</td>
<td>69.70</td>
<td>3.45</td>
<td>4.47</td>
<td>0.17</td>
<td>6.01 (6.2, 5.9)</td>
<td>5.6</td>
<td>-0.4</td>
</tr>
<tr>
<td>PCB 155 (2',2',4,4',6,6'-Hexachloro)</td>
<td>71.50</td>
<td>3.20</td>
<td>4.56</td>
<td>0.12</td>
<td>6.88</td>
<td>6.1</td>
<td>-0.7</td>
</tr>
<tr>
<td>PCB 101 (2',2',4,5,5'-Pentachloro)</td>
<td>72.10</td>
<td>3.32</td>
<td>4.59</td>
<td>0.14</td>
<td>6.30 (6.53, 6.18, 6.2)</td>
<td>6.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>PCB 87 (2',3',4,5'-Pentachloro)</td>
<td>74.30</td>
<td>3.54</td>
<td>4.69</td>
<td>0.19</td>
<td>6.13 (6.08, 6.18)</td>
<td>5.8</td>
<td>-0.3</td>
</tr>
<tr>
<td>PCB 110 (2,3,3',4,6-Pentachloro)</td>
<td>75.20</td>
<td>3.55</td>
<td>4.74</td>
<td>0.20</td>
<td>6.42 (6.99, 6.16, 6.1)</td>
<td>5.9</td>
<td>-0.5</td>
</tr>
<tr>
<td>PCB 151 (2,2',3,5,5',6-Hexachloro)</td>
<td>76.60</td>
<td>3.34</td>
<td>4.81</td>
<td>0.16</td>
<td>6.55</td>
<td>6.3</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 153 (2,2',4,4',5,5'-Hexachloro)</td>
<td>79.90</td>
<td>3.30</td>
<td>4.97</td>
<td>0.16</td>
<td>6.67 (6.81, 6.81, 6.4)</td>
<td>6.6</td>
<td>0.0</td>
</tr>
<tr>
<td>PCB 141 (2',2',3,4,5,5'-Hexachloro)</td>
<td>80.90</td>
<td>3.42</td>
<td>5.09</td>
<td>0.21</td>
<td>6.85 (6.96, 6.74)</td>
<td>6.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 138 (2',2',3,4,4',5'-Hexachloro)</td>
<td>82.10</td>
<td>3.52</td>
<td>5.09</td>
<td>0.21</td>
<td>6.69 (6.66, 6.82, 6.6)</td>
<td>6.5</td>
<td>-0.2</td>
</tr>
<tr>
<td>PCB 187 (2',2',3,4,5,5'-Hexachloro)</td>
<td>83.90</td>
<td>3.32</td>
<td>5.18</td>
<td>0.17</td>
<td>7.06 (7.01, 7.1)</td>
<td>7.0</td>
<td>-0.1</td>
</tr>
<tr>
<td>PCB 128 (2',2',3,3',4,4'-Hexachloro)</td>
<td>84.20</td>
<td>3.79</td>
<td>5.20</td>
<td>0.26</td>
<td>6.59 (6.52, 6.74, 6.5)</td>
<td>6.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>PCB 180 (2',2',3,4,4',5,5'-Hexachloro)</td>
<td>88.20</td>
<td>3.41</td>
<td>5.42</td>
<td>0.20</td>
<td>7.15 (7.20, 7.24, 7.9)</td>
<td>7.2</td>
<td>0.1</td>
</tr>
<tr>
<td>PCB 170 (2',2',3,3',4,4',5-Heptachloro)</td>
<td>90.40</td>
<td>3.65</td>
<td>5.54</td>
<td>0.25</td>
<td>7.07 (7.25, 6.9)</td>
<td>7.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Hydrocarbons (HC)**

| t-pentylbenzene | 17.90 | 2.16 | 2.40 | -0.26 | 4.10 | 4.7 | 0.6 |
| tetralin | 21.20 | 2.59 | 2.52 | -0.11 | 3.20 | 3.8 | 0.6 |
| n-heptylbenzene | 33.20 | 2.35 | 2.97 | -0.22 | 5.10 | 5.5 | 0.4 |
| n-octylbenzene | 39.40 | 2.35 | 3.21 | -0.21 | 6.00 | 5.9 | -0.1 |
| n-nonylbenzene | 45.40 | 2.35 | 3.44 | -0.20 | 6.80 | 6.3 | -0.5 |
| n-decylbenzene | 51.20 | 2.36 | 3.67 | -0.18 | 7.10 | 6.6 | -0.5 |
| n-undecylbenzene | 56.80 | 2.34 | 3.90 | -0.18 | 7.90 | 7.0 | -0.9 |
| n-dodecylbenzene | 62.10 | 2.33 | 4.13 | -0.16 | 8.40 | 7.4 | -1.0 |
| n-heptylcyclohexane | 38.90 | 2.08 | 3.19 | -0.33 | 6.30 | 6.8 | 0.5 |
| n-octylcyclohexane | 45.00 | 2.08 | 3.42 | -0.32 | 6.80 | 7.2 | 0.4 |
| n-nonylcyclohexane | 50.80 | 2.09 | 3.66 | -0.30 | 7.30 | 7.5 | 0.2 |
| n-decylcyclohexane | 56.40 | 2.08 | 3.89 | -0.29 | 7.80 | 7.9 | 0.1 |

**Organochlorine Pesticides (OCP)**

<p>| heptachlor | 62.30 | 3.00 | 4.14 | 0.05 | 5.20 | 5.8 | 0.6 |
| aldrin | 65.78 | 3.10 | 4.30 | 0.08 | 4.65 | 5.9 | 1.2 |</p>
<table>
<thead>
<tr>
<th>Compound</th>
<th>Eq. 3.6</th>
<th>Eq. 3.7</th>
<th>Literature</th>
<th>Calculated based on retention indices $u_1$ and $u_2$, and Equation 3.9 in Table 3.1</th>
<th>Choi et al. (^2)</th>
<th>Smedes et al. (^1)</th>
<th>Adams et al. (^3)</th>
<th>Fernandez et al. (^4)</th>
<th>this study</th>
<th>Hale et al. (^5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,4'-DDE</td>
<td>74.70</td>
<td>3.36</td>
<td>4.71</td>
<td>0.16</td>
<td>5.80(^i)</td>
<td>6.1</td>
<td>0.3</td>
<td>4.90(^i)</td>
<td>5.9</td>
<td>1.0</td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>78.00</td>
<td>3.70</td>
<td>4.88</td>
<td>0.23</td>
<td>4.90(^i)</td>
<td>5.9</td>
<td>1.0</td>
<td>4.90(^i)</td>
<td>5.9</td>
<td>1.0</td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>81.50</td>
<td>3.44</td>
<td>5.06</td>
<td>0.19</td>
<td>5.60(^i)</td>
<td>6.6</td>
<td>1.0</td>
<td>5.60(^i)</td>
<td>6.6</td>
<td>1.0</td>
</tr>
</tbody>
</table>

\(^a\) Calculated using Eq. 3.6
\(^b\) Calculated using Eq. 3.7
\(^c\) Average of values found in the literature in parentheses, with the exception of last three PAHs, for which the values in Smedes et al. \(^1\) were chosen.
\(^d\) Calculated based on retention indices $u_1$ and $u_2$, and Equation 3.9 in Table 3.1
\(^e\) Choi et al. \(^2\)
\(^f\) Smedes et al. \(^1\)
\(^g\) Adams et al. \(^3\)
\(^h\) Fernandez et al. \(^4\)
\(^i\) this study
\(^j\) Hale et al. \(^5\)
Table S2. Chemicals used in deriving retention indices from retention times (Equations 3.4 – 3.7) along with their respective GC × GC retention times (T₁ and T₂), their calculated hypothetical carbon number (N*') and its second dimension retention time (T₂'), their ASM parameters, and their ASM-calculated and fitted values of u₁ and u₂.

<table>
<thead>
<tr>
<th>Compound</th>
<th>T₁ (min)</th>
<th>T₂ (s)</th>
<th>N*&lt;sup&gt;b&lt;/sup&gt;</th>
<th>T₂' (s)&lt;sup&gt;c&lt;/sup&gt;</th>
<th>E</th>
<th>S</th>
<th>A</th>
<th>B</th>
<th>V</th>
<th>L</th>
<th>u₁&lt;sup&gt;d&lt;/sup&gt; (ASM)</th>
<th>L₀&lt;sup&gt;e&lt;/sup&gt; (ASM)</th>
<th>u₂&lt;sup&gt;f&lt;/sup&gt; (ASM)</th>
<th>u₁ (Eq 3.6)&lt;sup&gt;g&lt;/sup&gt;</th>
<th>u₂ (Eq 3.7)&lt;sup&gt;h&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>naphthalene</td>
<td>22.3</td>
<td>2.92</td>
<td>11.57</td>
<td>1.88</td>
<td>1.07</td>
<td>0.94</td>
<td>0.00</td>
<td>0.20</td>
<td>1.09</td>
<td>5.16</td>
<td>2.58</td>
<td>2.99</td>
<td>0.06</td>
<td>2.57</td>
<td>-0.02</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>37.4</td>
<td>3.56</td>
<td>14.16</td>
<td>1.95</td>
<td>1.75</td>
<td>1.14</td>
<td>0.00</td>
<td>0.20</td>
<td>1.22</td>
<td>6.18</td>
<td>3.14</td>
<td>3.70</td>
<td>0.13</td>
<td>3.13</td>
<td>0.11</td>
</tr>
<tr>
<td>acenaphthene</td>
<td>39.5</td>
<td>3.44</td>
<td>14.53</td>
<td>1.95</td>
<td>1.60</td>
<td>1.04</td>
<td>0.00</td>
<td>0.20</td>
<td>1.26</td>
<td>6.47</td>
<td>3.26</td>
<td>3.77</td>
<td>0.07</td>
<td>3.21</td>
<td>0.09</td>
</tr>
<tr>
<td>fluorene</td>
<td>45.2</td>
<td>3.48</td>
<td>15.54</td>
<td>1.96</td>
<td>1.59</td>
<td>1.06</td>
<td>0.00</td>
<td>0.20</td>
<td>1.36</td>
<td>6.92</td>
<td>3.49</td>
<td>4.02</td>
<td>0.05</td>
<td>3.43</td>
<td>0.11</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>55.5</td>
<td>3.93</td>
<td>17.44</td>
<td>1.95</td>
<td>2.06</td>
<td>1.29</td>
<td>0.00</td>
<td>0.29</td>
<td>1.45</td>
<td>7.63</td>
<td>3.90</td>
<td>4.57</td>
<td>0.14</td>
<td>3.85</td>
<td>0.21</td>
</tr>
<tr>
<td>anthracene</td>
<td>56.1</td>
<td>3.90</td>
<td>17.56</td>
<td>1.95</td>
<td>2.29</td>
<td>1.34</td>
<td>0.00</td>
<td>0.28</td>
<td>1.45</td>
<td>7.57</td>
<td>3.88</td>
<td>4.59</td>
<td>0.18</td>
<td>3.87</td>
<td>0.21</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>69.1</td>
<td>4.18</td>
<td>20.18</td>
<td>1.95</td>
<td>2.38</td>
<td>1.55</td>
<td>0.00</td>
<td>0.24</td>
<td>1.59</td>
<td>8.83</td>
<td>4.55</td>
<td>5.38</td>
<td>0.21</td>
<td>4.45</td>
<td>0.29</td>
</tr>
<tr>
<td>pyrene</td>
<td>71.3</td>
<td>4.45</td>
<td>20.65</td>
<td>1.96</td>
<td>2.81</td>
<td>1.71</td>
<td>0.00</td>
<td>0.28</td>
<td>1.59</td>
<td>8.83</td>
<td>4.60</td>
<td>5.52</td>
<td>0.30</td>
<td>4.55</td>
<td>0.33</td>
</tr>
<tr>
<td>benzo[a]anthracene</td>
<td>85.6</td>
<td>4.49</td>
<td>23.98</td>
<td>1.97</td>
<td>2.99</td>
<td>1.70</td>
<td>0.00</td>
<td>0.33</td>
<td>1.82</td>
<td>10.29</td>
<td>5.33</td>
<td>6.28</td>
<td>0.23</td>
<td>5.27</td>
<td>0.37</td>
</tr>
<tr>
<td>chrysene</td>
<td>85.9</td>
<td>4.63</td>
<td>24.05</td>
<td>1.97</td>
<td>3.03</td>
<td>1.73</td>
<td>0.00</td>
<td>0.33</td>
<td>1.82</td>
<td>10.33</td>
<td>5.35</td>
<td>6.33</td>
<td>0.25</td>
<td>5.29</td>
<td>0.39</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>100.3</td>
<td>5.06</td>
<td>27.94</td>
<td>1.99</td>
<td>3.63</td>
<td>1.96</td>
<td>0.00</td>
<td>0.37</td>
<td>1.95</td>
<td>11.74</td>
<td>6.11</td>
<td>7.24</td>
<td>0.31</td>
<td>6.14</td>
<td>0.48</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>97.3</td>
<td>4.73</td>
<td>27.08</td>
<td>1.99</td>
<td>3.19</td>
<td>1.82</td>
<td>0.00</td>
<td>0.40</td>
<td>1.95</td>
<td>11.63</td>
<td>6.02</td>
<td>7.07</td>
<td>0.23</td>
<td>5.95</td>
<td>0.43</td>
</tr>
<tr>
<td>indenone[1,2,3-cd]pyrene</td>
<td>110.8</td>
<td>5.11</td>
<td>31.17</td>
<td>2.00</td>
<td>3.61</td>
<td>1.93</td>
<td>0.00</td>
<td>0.42</td>
<td>2.08</td>
<td>12.70</td>
<td>6.58</td>
<td>7.72</td>
<td>0.25</td>
<td>6.85</td>
<td>0.53</td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>111.1</td>
<td>5.04</td>
<td>31.27</td>
<td>2.00</td>
<td>4.00</td>
<td>2.04</td>
<td>0.00</td>
<td>0.44</td>
<td>2.19</td>
<td>12.96</td>
<td>6.74</td>
<td>7.96</td>
<td>0.30</td>
<td>6.87</td>
<td>0.52</td>
</tr>
<tr>
<td>benzo[ghi]perylene</td>
<td>112.4</td>
<td>5.46</td>
<td>31.70</td>
<td>2.00</td>
<td>4.07</td>
<td>1.90</td>
<td>0.00</td>
<td>0.45</td>
<td>2.08</td>
<td>13.26</td>
<td>6.87</td>
<td>8.03</td>
<td>0.23</td>
<td>6.96</td>
<td>0.57</td>
</tr>
<tr>
<td>PCB 18</td>
<td>55.7</td>
<td>3.41</td>
<td>17.48</td>
<td>1.95</td>
<td>1.78</td>
<td>1.19</td>
<td>0.00</td>
<td>0.06</td>
<td>1.52</td>
<td>7.48</td>
<td>3.80</td>
<td>4.41</td>
<td>0.09</td>
<td>3.86</td>
<td>0.12</td>
</tr>
<tr>
<td>PCB 31</td>
<td>60.3</td>
<td>3.38</td>
<td>18.38</td>
<td>1.95</td>
<td>1.75</td>
<td>1.35</td>
<td>0.00</td>
<td>0.06</td>
<td>1.60</td>
<td>7.86</td>
<td>4.02</td>
<td>4.71</td>
<td>0.14</td>
<td>4.05</td>
<td>0.13</td>
</tr>
<tr>
<td>PCB 52</td>
<td>63.8</td>
<td>3.35</td>
<td>19.08</td>
<td>1.95</td>
<td>1.92</td>
<td>1.33</td>
<td>0.00</td>
<td>0.00</td>
<td>1.64</td>
<td>8.14</td>
<td>4.16</td>
<td>4.85</td>
<td>0.13</td>
<td>4.21</td>
<td>0.13</td>
</tr>
<tr>
<td>PCB 44</td>
<td>65.6</td>
<td>3.53</td>
<td>19.45</td>
<td>1.95</td>
<td>1.92</td>
<td>1.33</td>
<td>0.00</td>
<td>0.00</td>
<td>1.64</td>
<td>8.31</td>
<td>4.24</td>
<td>4.94</td>
<td>0.12</td>
<td>4.29</td>
<td>0.17</td>
</tr>
<tr>
<td>PCB 66</td>
<td>69.7</td>
<td>3.45</td>
<td>20.31</td>
<td>1.95</td>
<td>1.88</td>
<td>1.51</td>
<td>0.00</td>
<td>0.00</td>
<td>1.73</td>
<td>8.72</td>
<td>4.48</td>
<td>5.26</td>
<td>0.18</td>
<td>4.47</td>
<td>0.17</td>
</tr>
<tr>
<td>PCB 101</td>
<td>72.1</td>
<td>3.32</td>
<td>20.83</td>
<td>1.96</td>
<td>2.06</td>
<td>1.47</td>
<td>0.00</td>
<td>0.00</td>
<td>1.76</td>
<td>8.87</td>
<td>4.55</td>
<td>5.33</td>
<td>0.16</td>
<td>4.59</td>
<td>0.14</td>
</tr>
<tr>
<td>PCB 87</td>
<td>74.3</td>
<td>3.54</td>
<td>21.31</td>
<td>1.96</td>
<td>2.06</td>
<td>1.47</td>
<td>0.00</td>
<td>0.00</td>
<td>1.76</td>
<td>9.05</td>
<td>4.64</td>
<td>5.42</td>
<td>0.15</td>
<td>4.69</td>
<td>0.19</td>
</tr>
<tr>
<td>PCB 110</td>
<td>75.2</td>
<td>3.55</td>
<td>21.52</td>
<td>1.96</td>
<td>2.06</td>
<td>1.47</td>
<td>0.00</td>
<td>0.00</td>
<td>1.76</td>
<td>9.16</td>
<td>4.70</td>
<td>5.48</td>
<td>0.15</td>
<td>4.74</td>
<td>0.20</td>
</tr>
<tr>
<td>Substance</td>
<td>PCB 151</td>
<td>PCB 153</td>
<td>PCB 141</td>
<td>PCB 138</td>
<td>PCB 187</td>
<td>PCB 180</td>
<td>PCB 170</td>
<td>PCB 14</td>
<td>PCB 30</td>
<td>PCB 29</td>
<td>PCB 49</td>
<td>PCB 155</td>
<td>PCB 128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dodecane</td>
<td>76.6</td>
<td>79.9</td>
<td>80.9</td>
<td>82.1</td>
<td>83.9</td>
<td>88.2</td>
<td>90.4</td>
<td>53.1</td>
<td>54.6</td>
<td>59.2</td>
<td>64.2</td>
<td>71.5</td>
<td>84.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>decane</td>
<td>3.34</td>
<td>3.30</td>
<td>3.42</td>
<td>3.52</td>
<td>3.32</td>
<td>3.41</td>
<td>3.65</td>
<td>3.18</td>
<td>3.19</td>
<td>3.25</td>
<td>3.35</td>
<td>3.20</td>
<td>3.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4,4-DDT</td>
<td>1.96</td>
<td>1.96</td>
<td>1.96</td>
<td>1.97</td>
<td>1.97</td>
<td>1.98</td>
<td>1.98</td>
<td>1.96</td>
<td>1.95</td>
<td>1.95</td>
<td>1.95</td>
<td>1.96</td>
<td>1.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,2,4-trichlorobenzene</td>
<td>4.69</td>
<td>4.94</td>
<td>4.98</td>
<td>5.03</td>
<td>5.08</td>
<td>5.38</td>
<td>5.46</td>
<td>3.77</td>
<td>3.76</td>
<td>3.95</td>
<td>4.18</td>
<td>4.45</td>
<td>5.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,2,3-trichlorobenzene</td>
<td>5.49</td>
<td>5.80</td>
<td>5.84</td>
<td>5.90</td>
<td>5.96</td>
<td>6.33</td>
<td>6.42</td>
<td>4.44</td>
<td>4.36</td>
<td>4.63</td>
<td>4.87</td>
<td>5.17</td>
<td>5.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,2,4,5-tetrachlorobenzene</td>
<td>0.16</td>
<td>0.19</td>
<td>0.19</td>
<td>0.21</td>
<td>0.19</td>
<td>0.22</td>
<td>0.21</td>
<td>0.16</td>
<td>0.10</td>
<td>0.15</td>
<td>0.13</td>
<td>0.12</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n-decylbenzene</td>
<td>76.6</td>
<td>79.9</td>
<td>80.9</td>
<td>82.1</td>
<td>83.9</td>
<td>88.2</td>
<td>90.4</td>
<td>53.1</td>
<td>54.6</td>
<td>59.2</td>
<td>64.2</td>
<td>71.5</td>
<td>84.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n-octylbenzene</td>
<td>3.34</td>
<td>3.30</td>
<td>3.42</td>
<td>3.52</td>
<td>3.32</td>
<td>3.41</td>
<td>3.65</td>
<td>3.18</td>
<td>3.19</td>
<td>3.25</td>
<td>3.35</td>
<td>3.20</td>
<td>3.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tetralin</td>
<td>1.96</td>
<td>1.96</td>
<td>1.96</td>
<td>1.97</td>
<td>1.97</td>
<td>1.98</td>
<td>1.98</td>
<td>1.96</td>
<td>1.95</td>
<td>1.95</td>
<td>1.95</td>
<td>1.96</td>
<td>1.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,2,4-dichlorobenzene</td>
<td>4.69</td>
<td>4.94</td>
<td>4.98</td>
<td>5.03</td>
<td>5.08</td>
<td>5.38</td>
<td>5.46</td>
<td>3.77</td>
<td>3.76</td>
<td>3.95</td>
<td>4.18</td>
<td>4.45</td>
<td>5.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,4-dichlorobenzene</td>
<td>5.49</td>
<td>5.80</td>
<td>5.84</td>
<td>5.90</td>
<td>5.96</td>
<td>6.33</td>
<td>6.42</td>
<td>4.44</td>
<td>4.36</td>
<td>4.63</td>
<td>4.87</td>
<td>5.17</td>
<td>5.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCB</td>
<td>0.16</td>
<td>0.19</td>
<td>0.19</td>
<td>0.21</td>
<td>0.19</td>
<td>0.22</td>
<td>0.21</td>
<td>0.16</td>
<td>0.10</td>
<td>0.15</td>
<td>0.13</td>
<td>0.12</td>
<td>0.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCB</td>
<td>1.96</td>
<td>1.96</td>
<td>1.96</td>
<td>1.97</td>
<td>1.97</td>
<td>1.98</td>
<td>1.98</td>
<td>1.96</td>
<td>1.95</td>
<td>1.95</td>
<td>1.95</td>
<td>1.96</td>
<td>1.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tetradecane</td>
<td>36.2</td>
<td>1.94</td>
<td>13.95</td>
<td>1.94</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2.08</td>
<td>6.71</td>
<td>3.15</td>
<td>3.10</td>
<td>-0.47</td>
<td>3.09</td>
<td>-0.42</td>
</tr>
</tbody>
</table>

a sources: naphthalene, phenanthrene and anthracene, other PAHs and chlorobenzenes, PCBs, tetralin, others

b $N^* = 6.9 \times 10^{-6} T^3+4.96 \times 10^{-4} T^2+0.1824 T+7.669$ (calculated from the n-alkanes series 1st dimension retention times)

c $T^*_2 = 7.917 \times 10^{-7} N^*+9.504 \times 10^{-5} N^*+4.457 \times 10^{-3} N^*+0.1018 N^*-1.133 N^*+2.969$ (calculated from the n-alkanes series 2nd dimension retention times)

d calculated from Eq 3.3 and 3.6 with $e=0.024, s=0.19, a=0.125, b=0, l=0.498, c=-0.194$ (values from Abraham et al.

e calculated from Eq 3.3, with $e=0.071, s=0.653, a=0.263, b=0, l=0.518, c=-0.372$ (values from Abraham et al.

f calculated from Eq 3.7 with $L_1$ and $L_2$ from ASM and $\beta_{ortho} = 1.1315$ from Nabi et al.

g calculated from fitted Eq 3.4 using $N^*$ and $L_1$ from ASM: $u_2 = 0.2183 N^*+0.0404$

h calculated from fitted Eq 3.5 with best fit $\alpha_3 = 1.25$ calculated from $u_2(ASM), N^*$ and $T_2$
Table S3. First and second dimension retention times of the n-alkane series used to derive N* versus T₁, and T₂* versus N* polynomials used in Table S2.

<table>
<thead>
<tr>
<th>Alkane</th>
<th>T₁ (min)</th>
<th>T₂ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nC10</td>
<td>14</td>
<td>1.77</td>
</tr>
<tr>
<td>nC11</td>
<td>18.7</td>
<td>1.85</td>
</tr>
<tr>
<td>nC12</td>
<td>24.3</td>
<td>1.9</td>
</tr>
<tr>
<td>nC13</td>
<td>30.2</td>
<td>1.93</td>
</tr>
<tr>
<td>nC14</td>
<td>36.2</td>
<td>1.94</td>
</tr>
<tr>
<td>nC15</td>
<td>42.2</td>
<td>1.94</td>
</tr>
<tr>
<td>nC16</td>
<td>47.9</td>
<td>1.95</td>
</tr>
<tr>
<td>nC17</td>
<td>53.4</td>
<td>1.95</td>
</tr>
<tr>
<td>nC18</td>
<td>58.6</td>
<td>1.95</td>
</tr>
<tr>
<td>nC19</td>
<td>63.6</td>
<td>1.95</td>
</tr>
<tr>
<td>nC20</td>
<td>68.4</td>
<td>1.95</td>
</tr>
<tr>
<td>nC21</td>
<td>73</td>
<td>1.96</td>
</tr>
<tr>
<td>nC22</td>
<td>77.4</td>
<td>1.96</td>
</tr>
<tr>
<td>nC23</td>
<td>81.6</td>
<td>1.96</td>
</tr>
<tr>
<td>nC24</td>
<td>85.7</td>
<td>1.96</td>
</tr>
<tr>
<td>nC25</td>
<td>89.5</td>
<td>1.97</td>
</tr>
<tr>
<td>nC26</td>
<td>93.3</td>
<td>1.97</td>
</tr>
<tr>
<td>nC27</td>
<td>96.9</td>
<td>1.97</td>
</tr>
<tr>
<td>nC28</td>
<td>100.4</td>
<td>1.98</td>
</tr>
<tr>
<td>nC29</td>
<td>103.8</td>
<td>1.98</td>
</tr>
<tr>
<td>nC30</td>
<td>107.1</td>
<td>1.98</td>
</tr>
<tr>
<td>nC31</td>
<td>110.2</td>
<td>1.981</td>
</tr>
<tr>
<td>nC32</td>
<td>113.3</td>
<td>1.985</td>
</tr>
<tr>
<td>nC33</td>
<td>116.3</td>
<td>1.993</td>
</tr>
<tr>
<td>nC34</td>
<td>119.2</td>
<td>1.991</td>
</tr>
</tbody>
</table>
Table S4. Injection and recovery compounds used in GC-MS and GC × GC analysis of PE, worm tissue and sediment analyses.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Injection compounds</th>
<th>Recovery compounds</th>
<th>Average % recovery (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC-MS PCBs</td>
<td>$^{13}$C-PCB 105, $^{13}$C-PCB 167</td>
<td>$^{13}$C-PCB 19, $^{13}$C-PCB 97, $^{13}$C-PCB 178</td>
<td>PE: 85% (76-94%), tissue 76% (65-87%)</td>
</tr>
<tr>
<td></td>
<td>$d_8$-acenaphthene, m-terphenyl, $d_{12}$-perylene</td>
<td>$d_{10}$-anthracene, $d_{10}$-fluoranthene, $d_{12}$-benz(a)anthracene</td>
<td>PE: 83% (68-94%), tissue 84% (54-99%)&lt;sup&gt;a&lt;/sup&gt;, sediment 86% (69-101%)</td>
</tr>
<tr>
<td>GC-MS PAHs</td>
<td></td>
<td>$^{13}$C-2,4'-DDE, $^{13}$C-2,4'-DDD, $^{13}$C-2,4'-DDT</td>
<td>PE: 85% (76-114%), tissue 83% (74-108%), sediment 96% (76-134%)</td>
</tr>
<tr>
<td>GC-MS DDX</td>
<td></td>
<td>$d_8$-acenaphthene, m-terphenyl, $d_{12}$-perylene</td>
<td>PE: 91% (78-130%), tissue 100% (68-148%)</td>
</tr>
<tr>
<td>GC × GC – FID</td>
<td></td>
<td>$d_{10}$-anthracene, $d_{10}$-fluoranthene, $d_{12}$-benz(a)anthracene</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Two extracts showed lower recoveries (~30 and ~50%) due to extract loss during adjustment of extract volume

<sup>b</sup> PCB injection compounds were used to determine extract volume for DDX analysis.
Table S5. Target analytes quantified in the worm tissue, PE samplers and sediments samples.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Quantification ion</th>
<th>Confirmation ion</th>
<th>Retention time (min)</th>
<th>Target analyte #</th>
</tr>
</thead>
<tbody>
<tr>
<td>naphthalene</td>
<td>128</td>
<td>64</td>
<td>8.1</td>
<td>1</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>152</td>
<td>76</td>
<td>12.5</td>
<td>2</td>
</tr>
<tr>
<td>acenaphthene</td>
<td>154</td>
<td>76</td>
<td>13.2</td>
<td>3</td>
</tr>
<tr>
<td>fluorene</td>
<td>166</td>
<td>82</td>
<td>15.3</td>
<td>4</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>178</td>
<td>89</td>
<td>19.9</td>
<td>5</td>
</tr>
<tr>
<td>anthracene</td>
<td>178</td>
<td>89</td>
<td>20.2</td>
<td>6</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>202</td>
<td>101</td>
<td>26.3</td>
<td>7</td>
</tr>
<tr>
<td>pyrene</td>
<td>202</td>
<td>101</td>
<td>27.5</td>
<td>8</td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>228</td>
<td>114</td>
<td>34.6</td>
<td>9</td>
</tr>
<tr>
<td>chrysene</td>
<td>228</td>
<td>114</td>
<td>34.8</td>
<td>10</td>
</tr>
<tr>
<td>benzo[a]fluoranthene</td>
<td>252</td>
<td>126</td>
<td>40.7</td>
<td>11</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>252</td>
<td>126</td>
<td>40.9</td>
<td>12</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>252</td>
<td>126</td>
<td>42.6</td>
<td>13</td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>276</td>
<td>138</td>
<td>49.5</td>
<td>14</td>
</tr>
<tr>
<td>dibenz[α,h]anthracene</td>
<td>278</td>
<td>139</td>
<td>51.2</td>
<td>15</td>
</tr>
<tr>
<td>benzo[ghi]perylene</td>
<td>276</td>
<td>138</td>
<td>49.8</td>
<td>16</td>
</tr>
<tr>
<td>PCB 8</td>
<td>222</td>
<td>224</td>
<td>17.5</td>
<td>17</td>
</tr>
<tr>
<td>PCB 18</td>
<td>256</td>
<td>258</td>
<td>19.3</td>
<td>18</td>
</tr>
<tr>
<td>PCB 28</td>
<td>256</td>
<td>258</td>
<td>21.5</td>
<td>19</td>
</tr>
<tr>
<td>PCB 52</td>
<td>292</td>
<td>290</td>
<td>23.0</td>
<td>20</td>
</tr>
<tr>
<td>PCB 44</td>
<td>292</td>
<td>290</td>
<td>23.9</td>
<td>21</td>
</tr>
<tr>
<td>PCB 66</td>
<td>292</td>
<td>290</td>
<td>25.9</td>
<td>22</td>
</tr>
<tr>
<td>PCB 77</td>
<td>292</td>
<td>290</td>
<td>28.7</td>
<td>23</td>
</tr>
<tr>
<td>PCB 101</td>
<td>326</td>
<td>328</td>
<td>27.0</td>
<td>24</td>
</tr>
<tr>
<td>PCB 118</td>
<td>326</td>
<td>328</td>
<td>29.8</td>
<td>25</td>
</tr>
<tr>
<td>PCB 105</td>
<td>326</td>
<td>328</td>
<td>30.7</td>
<td>26</td>
</tr>
<tr>
<td>PCB 126</td>
<td>326</td>
<td>328</td>
<td>32.4</td>
<td>27</td>
</tr>
<tr>
<td>PCB 153</td>
<td>360</td>
<td>362</td>
<td>30.7</td>
<td>28</td>
</tr>
<tr>
<td>PCB 138</td>
<td>360</td>
<td>362</td>
<td>31.9</td>
<td>29</td>
</tr>
<tr>
<td>PCB 128</td>
<td>360</td>
<td>362</td>
<td>33.1</td>
<td>30</td>
</tr>
<tr>
<td>PCB 187</td>
<td>396</td>
<td>394</td>
<td>32.6</td>
<td>31</td>
</tr>
<tr>
<td>PCB 180</td>
<td>396</td>
<td>394</td>
<td>34.9</td>
<td>32</td>
</tr>
<tr>
<td>PCB 170</td>
<td>396</td>
<td>394</td>
<td>36.1</td>
<td>33</td>
</tr>
<tr>
<td>PCB 195</td>
<td>430</td>
<td>428</td>
<td>38.0</td>
<td>34</td>
</tr>
<tr>
<td>PCB 206</td>
<td>464</td>
<td>462</td>
<td>40.6</td>
<td>35</td>
</tr>
<tr>
<td>PCB 209</td>
<td>498</td>
<td>500</td>
<td>42.3</td>
<td>36</td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>318</td>
<td>320</td>
<td>14.8</td>
<td>37</td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>318</td>
<td>320</td>
<td>16.1</td>
<td>38</td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>235</td>
<td>237</td>
<td>16.4</td>
<td>39</td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>235</td>
<td>237</td>
<td>17.5</td>
<td>40</td>
</tr>
<tr>
<td>4,4'-DDD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>235</td>
<td>237</td>
<td>18.1</td>
<td>41</td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>235</td>
<td>237</td>
<td>19.2</td>
<td>42</td>
</tr>
</tbody>
</table>

<sup>c</sup> Alternative quantification ions were used when 235/237 pair was too high to integrate: 165 and 199.
Table S6. Target analyte concentrations in blank worms and in procedure blanks.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Procedure blanks (N=3)</th>
<th>Blank Worms (N=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C (ng/g)\textsuperscript{d}</td>
<td>C\textsubscript{worm} (ng/g/h\textsubscript{flipid})</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>SD</td>
</tr>
<tr>
<td>naphthalene</td>
<td>51</td>
<td>23</td>
</tr>
<tr>
<td>acenaphthyline</td>
<td>&lt;5</td>
<td></td>
</tr>
<tr>
<td>acenaphthene</td>
<td>&lt;5</td>
<td></td>
</tr>
<tr>
<td>fluorene</td>
<td>&lt;6</td>
<td></td>
</tr>
<tr>
<td>phenanthrene</td>
<td>146</td>
<td>174</td>
</tr>
<tr>
<td>anthracene</td>
<td>&lt;35</td>
<td></td>
</tr>
<tr>
<td>fluoranthene</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>pyrene</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>chrysene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>benzo[b]fluoranthene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>benzo[ghi]perylenne</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>dibenz[a, h]anthracene</td>
<td>&lt;10</td>
<td></td>
</tr>
<tr>
<td>PCB 8</td>
<td>&lt;2</td>
<td></td>
</tr>
<tr>
<td>PCB 18</td>
<td>&lt;2</td>
<td></td>
</tr>
<tr>
<td>PCB 28/31</td>
<td>&lt;2</td>
<td></td>
</tr>
<tr>
<td>PCB 52</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 44</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 66/80</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 77</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 101/89/90</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 118</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 105</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 126</td>
<td>&lt;3</td>
<td></td>
</tr>
<tr>
<td>PCB 153/132</td>
<td>&lt;4</td>
<td></td>
</tr>
<tr>
<td>PCB 138</td>
<td>&lt;4</td>
<td></td>
</tr>
<tr>
<td>PCB 128</td>
<td>&lt;4</td>
<td></td>
</tr>
<tr>
<td>PCB 187/182</td>
<td>&lt;4</td>
<td></td>
</tr>
<tr>
<td>PCB 180/193</td>
<td>&lt;4</td>
<td></td>
</tr>
<tr>
<td>PCB 170</td>
<td>&lt;4</td>
<td></td>
</tr>
<tr>
<td>PCB 195</td>
<td>&lt;5</td>
<td></td>
</tr>
<tr>
<td>PCB 206</td>
<td>&lt;5</td>
<td></td>
</tr>
<tr>
<td>PCB 209</td>
<td>&lt;7</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>n.m.\textsuperscript{e}</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>n.m.</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{d} Concentration calculated assuming 0.04 g of sample (i.e., 4 g worm with f\textsubscript{lipid} of 0.01 or 0.04 g of PE). Worm were 3-6 g wet with ~1% f\textsubscript{lipid}. Tumbled PE strips were 10-20 mg.
\textsuperscript{e} n.m.= not measured.
Table S7. Concentration of target analytes in 303.1 sediment and in worms and PE incubated with 303.1 sediment

<table>
<thead>
<tr>
<th>Compound</th>
<th>C_worm (ng/glipid)</th>
<th>C_pE (ng/g)</th>
<th>C_STD (ng/gdw)</th>
</tr>
</thead>
<tbody>
<tr>
<td>naphthalene</td>
<td>130 66</td>
<td>54</td>
<td>83</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>38 13</td>
<td>150</td>
<td>13</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>400 73</td>
<td>9,300</td>
<td>&lt; 17</td>
</tr>
<tr>
<td>fluorene</td>
<td>74 55</td>
<td>4,500</td>
<td>&lt; 15</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>420 87</td>
<td>22,000</td>
<td>340</td>
</tr>
<tr>
<td>anthracene</td>
<td>460 220</td>
<td>17,000</td>
<td>600</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>3300 540</td>
<td>57,000</td>
<td>1200</td>
</tr>
<tr>
<td>pyrene</td>
<td>2100 240</td>
<td>42,000</td>
<td>830</td>
</tr>
<tr>
<td>benzo[a]anthracene</td>
<td>300 96</td>
<td>6,000</td>
<td>340</td>
</tr>
<tr>
<td>chrysene</td>
<td>420 210</td>
<td>8,200</td>
<td>110</td>
</tr>
<tr>
<td>benzo[b]fluoranthene</td>
<td>130 23</td>
<td>5,500</td>
<td>310</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>140 61</td>
<td>3,400</td>
<td>210</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>110 30</td>
<td>3,500</td>
<td>250</td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>&lt;17 &lt;13</td>
<td>2,500</td>
<td>240</td>
</tr>
<tr>
<td>benzo[ghi]perylene</td>
<td>&lt;12 &lt;9</td>
<td>1,600</td>
<td>240</td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>&lt;23 &lt;19</td>
<td>23</td>
<td>14.0</td>
</tr>
<tr>
<td>PCB 8</td>
<td>&lt;2 n.m.</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 18</td>
<td>10 3</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 28/31</td>
<td>11 2</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 52</td>
<td>57 8</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 44</td>
<td>7 6</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 66/80</td>
<td>59 13</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 77</td>
<td>6 7</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 101/89/90</td>
<td>39 6</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 118</td>
<td>420 83</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 105</td>
<td>22 11</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 126</td>
<td>46 35</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 153/132</td>
<td>145 37</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 138</td>
<td>74 13</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 128</td>
<td>18 8</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 187/182</td>
<td>65 21</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 180/193</td>
<td>53 13</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 170</td>
<td>30 15</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 195</td>
<td>8 6</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 206</td>
<td>19 5</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 209</td>
<td>14 6</td>
<td>n.m.</td>
<td>n.m.</td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>&lt;3</td>
<td>&lt;2</td>
<td>&lt;1</td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>&lt;2</td>
<td>70</td>
<td>&lt;1</td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>40 8</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>&lt;1</td>
<td>&lt;2</td>
<td>&lt;1</td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>100 24</td>
<td>&lt;1</td>
<td>36</td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>&lt;1</td>
<td>&lt;3</td>
<td>150</td>
</tr>
</tbody>
</table>

\* n.m. not measured
Table S8. Concentration of target analytes in C400 sediment and in worms and PE incubated with C400 sediment.

<table>
<thead>
<tr>
<th>Compound</th>
<th>( C_{\text{worm}} ) (ng/g lipid)</th>
<th>SD</th>
<th>( C_{\text{PE}} ) (ng/g)</th>
<th>( C_{\text{SED}} ) (ng/g dw)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average SD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>naphthalene</td>
<td>130 46</td>
<td>90</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>390 150</td>
<td>7,400</td>
<td>1,200</td>
<td></td>
</tr>
<tr>
<td>acenaphthene</td>
<td>130 33</td>
<td>1,600</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>fluorene</td>
<td>92 34</td>
<td>1,900</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>phenanthrene</td>
<td>480 210</td>
<td>15,000</td>
<td>1,300</td>
<td></td>
</tr>
<tr>
<td>anthracene</td>
<td>5,700 2,200</td>
<td>52,000</td>
<td>5,200</td>
<td></td>
</tr>
<tr>
<td>fluoranthene</td>
<td>30,000 15,000</td>
<td>490,000</td>
<td>12,000</td>
<td></td>
</tr>
<tr>
<td>pyrene</td>
<td>14,000 7,700</td>
<td>330,000</td>
<td>7,100</td>
<td></td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>2,900 1,300</td>
<td>83,000</td>
<td>3,400</td>
<td></td>
</tr>
<tr>
<td>chrysene</td>
<td>2,300 940</td>
<td>37,000</td>
<td>5,900</td>
<td></td>
</tr>
<tr>
<td>benzo[b]fluoranthene</td>
<td>3,300 2,000</td>
<td>95,000</td>
<td>5,100</td>
<td></td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>2,000 1,100</td>
<td>39,000</td>
<td>2,700</td>
<td></td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>3,300 2,900</td>
<td>61,000</td>
<td>3,500</td>
<td></td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>230 150</td>
<td>16,000</td>
<td>1,900</td>
<td></td>
</tr>
<tr>
<td>benzo[ghi]perylene</td>
<td>240 140</td>
<td>7,600</td>
<td>1,400</td>
<td></td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>140 47</td>
<td>1,500</td>
<td>490</td>
<td></td>
</tr>
<tr>
<td>PCB 8</td>
<td>&lt;2 3</td>
<td>&lt;2</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 18</td>
<td>15 3</td>
<td>18</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 28/31</td>
<td>28 9</td>
<td>28</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 52</td>
<td>210 14</td>
<td>140</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 44</td>
<td>22 2</td>
<td>51</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 66/80</td>
<td>55 12</td>
<td>84</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 77</td>
<td>9 5</td>
<td>9</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 101/89/90</td>
<td>180 12</td>
<td>240</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 118</td>
<td>170 82</td>
<td>220</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 105</td>
<td>61 4</td>
<td>62</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 126</td>
<td>&lt;4 &lt;3</td>
<td>&lt;3</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 153/132</td>
<td>210 21</td>
<td>270</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 138</td>
<td>150 4</td>
<td>190</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 128</td>
<td>30 6</td>
<td>38</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 187/182</td>
<td>65 5</td>
<td>65</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 180/193</td>
<td>74 9</td>
<td>110</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 170</td>
<td>32 11</td>
<td>49</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 195</td>
<td>8 1</td>
<td>6</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 206</td>
<td>22 8</td>
<td>&lt;3</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>PCB 209</td>
<td>12 4</td>
<td>&lt;3</td>
<td>n.m.</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>&lt;11</td>
<td>69</td>
<td>&lt;2</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>420 230</td>
<td>1800</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>2600 330</td>
<td>1000</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>&lt;5 &lt;5</td>
<td>&lt;5</td>
<td>&lt;1</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>11000 2800</td>
<td>3100</td>
<td>450</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>230 200</td>
<td>&lt;8</td>
<td>290</td>
<td></td>
</tr>
</tbody>
</table>

---

* n.m. not measured
Table S9. Concentration of target analytes in C1800 sediment and in worms and PE incubated with C1800 sediment

<table>
<thead>
<tr>
<th>Compound</th>
<th>$C_{\text{worm}}$ (ng/g id)</th>
<th>$C_{\text{PE}}$ (ng/g)</th>
<th>$C_{\text{SED}}$ (ng/g dw)</th>
</tr>
</thead>
<tbody>
<tr>
<td>naphthalene</td>
<td>180</td>
<td>74</td>
<td>450</td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>55</td>
<td>540</td>
<td>290</td>
</tr>
<tr>
<td>acenaphthene</td>
<td>76</td>
<td>130</td>
<td>87</td>
</tr>
<tr>
<td>fluorene</td>
<td>46</td>
<td>&lt;58</td>
<td>170</td>
</tr>
<tr>
<td>phenanthrene</td>
<td>160</td>
<td>460</td>
<td>1,200</td>
</tr>
<tr>
<td>anthracene</td>
<td>580</td>
<td>3,600</td>
<td>2,100</td>
</tr>
<tr>
<td>fluoranthene</td>
<td>2,000</td>
<td>4,400</td>
<td>2,100</td>
</tr>
<tr>
<td>pyrene</td>
<td>5,100</td>
<td>18,000</td>
<td>3,900</td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>240</td>
<td>1,000</td>
<td>1,800</td>
</tr>
<tr>
<td>chrysene</td>
<td>350</td>
<td>1,800</td>
<td>2,500</td>
</tr>
<tr>
<td>benzo[b]fluoranthene</td>
<td>1,000</td>
<td>17,000</td>
<td>4,700</td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>650</td>
<td>11,000</td>
<td>1,600</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>750</td>
<td>9,300</td>
<td>3,800</td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>110</td>
<td>9,000</td>
<td>1,900</td>
</tr>
<tr>
<td>benzo[g,h,i]pyrene</td>
<td>140</td>
<td>5,200</td>
<td>2,600</td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>85</td>
<td>650</td>
<td>1,100</td>
</tr>
<tr>
<td>PCB 8</td>
<td>&lt;3</td>
<td>40</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 18</td>
<td>640</td>
<td>170</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 28/31</td>
<td>1,000</td>
<td>630</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 52</td>
<td>1,300</td>
<td>360</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 44</td>
<td>280</td>
<td>230</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 66/80</td>
<td>390</td>
<td>260</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 77</td>
<td>59</td>
<td>16</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 101/89/90</td>
<td>560</td>
<td>400</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 118</td>
<td>340</td>
<td>350</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 105</td>
<td>230</td>
<td>130</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 126</td>
<td>10</td>
<td>1.8</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 153/132</td>
<td>330</td>
<td>340</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 138</td>
<td>260</td>
<td>300</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 128</td>
<td>68</td>
<td>64</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 187/182</td>
<td>81</td>
<td>74</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 180/193</td>
<td>95</td>
<td>150</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 170</td>
<td>57</td>
<td>67</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 195</td>
<td>&lt;7</td>
<td>22</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 206</td>
<td>26</td>
<td>18</td>
<td>n.m.</td>
</tr>
<tr>
<td>PCB 209</td>
<td>&lt;9</td>
<td>&lt;2</td>
<td>n.m.</td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>&lt;8</td>
<td>140</td>
<td>&lt;1</td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>1200</td>
<td>2400</td>
<td>640</td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>14000</td>
<td>2900</td>
<td>1400</td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>&lt;4</td>
<td>&lt;3</td>
<td>150</td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>72000</td>
<td>8300</td>
<td>5300</td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>390</td>
<td>&lt;5</td>
<td>1100</td>
</tr>
</tbody>
</table>
Table S10 Concentration of target analytes in Island End sediment and in worms and PE incubated with Island End sediment.

<table>
<thead>
<tr>
<th>Compound</th>
<th>( C_{\text{worm}} ) (ng/g lipid)</th>
<th>( C_{\text{PE}} ) (ng/g)</th>
<th>( C_{\text{SED}} ) (ng/g dw)</th>
</tr>
</thead>
<tbody>
<tr>
<td>naphthalene</td>
<td>210 20</td>
<td>2,100 2,900</td>
<td></td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>200 130</td>
<td>44,000 5,400</td>
<td></td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>150 67</td>
<td>4,900 730</td>
<td></td>
</tr>
<tr>
<td>fluorene</td>
<td>130 14</td>
<td>2,800 1,600</td>
<td></td>
</tr>
<tr>
<td>phenanthrene</td>
<td>240 78</td>
<td>37,000 8,000</td>
<td></td>
</tr>
<tr>
<td>anthracene</td>
<td>2,500 1,300</td>
<td>350,000 18,000</td>
<td></td>
</tr>
<tr>
<td>fluoranthene</td>
<td>47,000 19,000</td>
<td>1,600,000 58,000</td>
<td></td>
</tr>
<tr>
<td>naphthalene</td>
<td>210 20</td>
<td>2,100 2,900</td>
<td></td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>200 130</td>
<td>44,000 5,400</td>
<td></td>
</tr>
<tr>
<td>acenaphthylene</td>
<td>150 67</td>
<td>4,900 730</td>
<td></td>
</tr>
<tr>
<td>fluorene</td>
<td>130 14</td>
<td>2,800 1,600</td>
<td></td>
</tr>
<tr>
<td>phenanthrene</td>
<td>240 78</td>
<td>37,000 8,000</td>
<td></td>
</tr>
<tr>
<td>anthracene</td>
<td>2,500 1,300</td>
<td>350,000 18,000</td>
<td></td>
</tr>
<tr>
<td>fluoranthene</td>
<td>47,000 19,000</td>
<td>1,600,000 58,000</td>
<td></td>
</tr>
<tr>
<td>pyrene</td>
<td>16,000 7,700</td>
<td>1,900,000 46,000</td>
<td></td>
</tr>
<tr>
<td>benz[a]anthracene</td>
<td>3,400 1,300</td>
<td>550,000 25,000</td>
<td></td>
</tr>
<tr>
<td>chrysene</td>
<td>4,400 1,200</td>
<td>380,000 16,000</td>
<td></td>
</tr>
<tr>
<td>benzo[b]fluoranthene</td>
<td>4,800 1,800</td>
<td>1,000,000 33,000</td>
<td></td>
</tr>
<tr>
<td>benzo[k]fluoranthene</td>
<td>2,300 450</td>
<td>420,000 12,000</td>
<td></td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>4,800 2,400</td>
<td>1,100,000 28,000</td>
<td></td>
</tr>
<tr>
<td>indeno[1,2,3-cd]pyrene</td>
<td>680 150</td>
<td>200,000 18,000</td>
<td></td>
</tr>
<tr>
<td>benzo[ghi]perylene</td>
<td>830 640</td>
<td>130,000 14,000</td>
<td></td>
</tr>
<tr>
<td>dibenz[a,h]anthracene</td>
<td>770 370</td>
<td>19,000 18,000</td>
<td></td>
</tr>
<tr>
<td>PCB 8</td>
<td>&lt;2 9</td>
<td>5 4</td>
<td></td>
</tr>
<tr>
<td>PCB 18</td>
<td>14 9</td>
<td>5 4</td>
<td></td>
</tr>
<tr>
<td>PCB 28/31</td>
<td>23 5</td>
<td>25 5</td>
<td></td>
</tr>
<tr>
<td>PCB 52</td>
<td>89 19</td>
<td>110 3</td>
<td></td>
</tr>
<tr>
<td>PCB 44</td>
<td>19 8</td>
<td>44 4</td>
<td></td>
</tr>
<tr>
<td>PCB 66/80</td>
<td>37 31</td>
<td>34 3</td>
<td></td>
</tr>
<tr>
<td>PCB 77</td>
<td>9 5</td>
<td>3 3</td>
<td></td>
</tr>
<tr>
<td>PCB 101/89/90</td>
<td>150 38</td>
<td>150 3</td>
<td></td>
</tr>
<tr>
<td>PCB 118</td>
<td>120 50</td>
<td>130 4</td>
<td></td>
</tr>
<tr>
<td>PCB 105</td>
<td>60 4</td>
<td>52 4</td>
<td></td>
</tr>
<tr>
<td>PCB 126</td>
<td>&lt;5 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCB 153/132</td>
<td>380 65</td>
<td>390 3</td>
<td></td>
</tr>
<tr>
<td>PCB 138</td>
<td>220 33</td>
<td>170 3</td>
<td></td>
</tr>
<tr>
<td>PCB 128</td>
<td>40 12</td>
<td>36 3</td>
<td></td>
</tr>
<tr>
<td>PCB 187/182</td>
<td>120 27</td>
<td>170 3</td>
<td></td>
</tr>
<tr>
<td>PCB 180/193</td>
<td>180 43</td>
<td>370 3</td>
<td></td>
</tr>
<tr>
<td>PCB 170</td>
<td>83 23</td>
<td>130 3</td>
<td></td>
</tr>
<tr>
<td>PCB 195</td>
<td>&lt;7 29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCB 206</td>
<td>&lt;16 43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCB 209</td>
<td>&lt;10 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>n.m.</td>
<td>&lt;3 2</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>n.m.</td>
<td>&lt;2 1</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>n.m.</td>
<td>&lt;1 1</td>
<td></td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>n.m.</td>
<td>&lt;2 3</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>n.m.</td>
<td>&lt;1 1</td>
<td></td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>n.m.</td>
<td>&lt;2 5</td>
<td></td>
</tr>
</tbody>
</table>
**Figure S1.** Location (yellow pin) of Island End, Chelsea MA, sampling site within Inner Boston Harbor.
Figure S2. Map of sampling locations in Lauritzen Channel, Richmond, CA (C1800 and C400) and background site 303.1. Red square in inset shows approximate location of Lauritzen Channel in San Francisco Bay, CA.
**Figure S3.** Experimental setup for bioaccumulation experiments: A. Aquaria loaded with sediment before addition of water and worms. B. Aquaria with water, Island End sediment and worm after the 28 day incubation. Multiple borrows are visible and the surface of the sediment is no longer flat due to the worm activity. C. Close-up of burrows observed after 28 days in C400 sediment.
Figure S4. Chromatogram of a 500 ng/mL dilution of US 106N PAH mixture on a 60 m DB-5 column using 1 µL split/splitless injections (see also Section 3.2.9). Analytes are as follows naphthalene (1), acenaphthene (2), acenaphthene (3), fluorene (4), phenanthrene (5), anthracene (6), fluoranthene (7), pyrene (8), benz[a]anthracene (9), chrysene (10), benzo[b]fluoranthene (11), benzo[k]fluoranthene (12), benzo[a]pyrene (13), indeno[1,2,3-cd]pyrene (14), dibenz[a,h]anthracene (15), benzo[ghi]perylene (16). Analyte numbers are the same as in Table S2, which also lists retention times and quantification ions.
Figure S5. Chromatogram of a 100 ng/mL dilution of EPA 20 PCB mixture on a 60 m DB-5 column using 1 μL split/splitless injections (see also Section 3.2.9). Numbers refer to analytes in Table S2. Analytes with number assignment in parentheses are as follows, grouped by number of chlorine atoms, dichlorobiphenyls: PCB 8 (17), trichlorobiphenyls: PCB 18 (18), PCB 28 (19), tetrachlorobiphenyls: PCB 52 (20), PCB 44 (21), PCB 66 (22), PCB 77 (23), pentachlorobiphenyls: PCB 101 (24), PCB 118 (25), PCB 105 (26), PCB 126 (27), hexachlorobiphenyls: PCB 153 (28), PCB 138 (29), PCB 128 (30), heptachlorobiphenyls: PCB 187 (31), PCB 180 (32), PCB 170 (33), octachlorobiphenyls: PCB 195 (34), nonachlorobiphenyls: PCB 206 (35), decachlorobiphenyls: PCB 209 (36). Analyte numbers are the same as in Table S2, which also lists retention times and quantification ions.
Figure S6. Chromatogram of a 1000 ng/mL DDx standard mixture on a 30 m DB-XLB column (see also Section 3.2.9). Numbers refer to analytes in Table S2, which also lists quantification ions and retention times.
Figure S7. GC × GC-TOFMS total ion chromatogram of PE extract incubated with Island End sediment (top) and reconstructed ion chromatogram for dibenzothiophene (m/z of 184)
and C1-dibenzothiophene (m/z of 198). Also visible on the bottom panel are the C2 and C3 dibenzothiophene series. White box is for visual guidance only.

**Figure S8.** GC × GC-TOFMS total ion chromatogram (top) of tissue extract from worm incubated with C1800 sediment and reconstructed ion chromatogram (bottom) using m/z values specific to fatty acid methyl esters (74, 97 143 199 and 211). Also shown is an
example of a structure identified for one of the more abundant peaks – tridecanoic acid methyl ester.
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Abstract
Understanding the exchange kinetics of chemicals between passive samplers and water is essential for their use as monitoring devices of organic contaminants in surface waters. Here, we present a mathematical model for the uptake of chemicals into passive samplers from water, in either finite or infinite bath conditions. The solution was derived by applying Fick’s 2\textsuperscript{nd} law to diffusion through the polymer membrane and through an aqueous boundary layer. The finite bath model performed well when applied to laboratory observations of sorption into polyethylene (PE) sheets for various chemicals (PAHs, PCBs and DDTs) and at varying turbulence levels. We also applied the model to field-deployed PE to infer fractional equilibration of PCB and DDT analytes, and the results were nearly identical to those obtained using the sampling rate model. However, further comparison of our model and the sampling rate model using mathematical simulations revealed that the polymer/water exchange kinetics were well described by an exponential only when the overall mass transfer was water-boundary-layer controlled. In contrast, the uptake or release of chemicals was not consistent with the sampling rate model when the transport was partially or fully membrane-controlled, which would be expected in turbulent conditions or when targeting compounds with small polymer diffusivities and small partition coefficients (e.g., phenols, some pesticides). Though derived and tested using PE, the model can be applied to other sampler materials, as well as other chemicals, and in any transfer regime (membrane, mixed or water-boundary-layer controlled). Lastly, we illustrate a few practical applications of this model such as improving passive sampler design and understanding the kinetics of passive dosing experiments.
4.1 Introduction

Passive sampling devices (PSDs) are increasingly being used for monitoring the freely dissolved concentrations of organic chemicals in surface waters. While various polymeric membrane samplers (e.g. polyethylene (PE)\textsuperscript{1-4}, polyoxymethylene\textsuperscript{4-6}, polydimethylsiloxane\textsuperscript{3, 4, 7}, and others\textsuperscript{8, 9}) have been traditionally used for sampling hydrophobic organic chemicals (HOCs), researchers have recently applied them to emerging and moderately polar contaminants (e.g. nonylphenol and triclosan\textsuperscript{10}, pyrethroids and organophosphates\textsuperscript{11}). In addition to field applications, PSDs have recently been used in the laboratory for maintaining constant exposure levels of HOCs towards test organisms in toxicity assays (i.e. passive dosing).\textsuperscript{12, 13} However, our current understanding of the PSD/water exchange kinetics is largely derived from studies targeting hydrophobic contaminants, such as PCBs and PAHs\textsuperscript{14-16} As we expand the use of PSDs to new chemicals and applications, we need a model that can be easily applied to different chemicals, sampler materials, and field/laboratory conditions.

Early efforts\textsuperscript{2} of modeling the exchange kinetics of polymer membranes in finite bath and infinite bath systems assumed that the transport was fully controlled by the membrane. Although mathematical descriptions for membrane-controlled transport in finite and infinite baths are readily available\textsuperscript{17}, it was recognized that these formulations are often insufficient to describe the transport of chemicals between polymer membranes and water, especially in the case of hydrophobic chemicals\textsuperscript{18}. In infinite and finite bath systems, the uptake rates were found to depend on hydrodynamic conditions, suggesting that the transfer was at least partially controlled by the water phase.\textsuperscript{3, 19-22}

In current passive sampling literature, the kinetics between PSDs and water are assumed to follow an exponential (Equation 4.1), which depends on a mass transfer coefficient (k\textsubscript{o}, cm/s)\textsuperscript{23}:

\[
C_s(t) = C_w K_{SW} f_W \left(1 - e^{-\frac{k_o A t}{k_{SW} V_s f_W}}\right)
\]

where \(C_s\) is chemical concentration in the sampler (mol/L\textsubscript{S}), \(C_w\) is the initial concentration of the chemical in the water phase (mol/L\textsubscript{W}), \(K_{SW}\) is the sampler-water partition coefficient (L\textsubscript{W}/L\textsubscript{S}), \(A\) and \(V_s\) are the sampler’s surface area (cm\textsuperscript{2}) and volume (cm\textsuperscript{3}), respectively, and \(f_W\) is the fraction of the chemical expected to be in the water phase at equilibrium. For infinite bath cases \(f_W \rightarrow 1\) and Equation 4.1 reduces to the more familiar form found in several references \textsuperscript{14, 15, 20, 21}. 142
Previous work\textsuperscript{15,18,24} assumed that the overall mass transfer coefficient \( k_o \) is given by the inverse sum of the mass-transfer coefficients for the water \( (k_w, \text{cm/s}) \) and membrane \( (k_s, \text{cm/s}) \) phases:

\[
\frac{1}{k_o} = \frac{1}{k_w} + \frac{1}{k_s K_{SW}} \tag{4.2}
\]

Depending on the relative magnitudes of the water and membrane resistance, two regimes are identified. For aqueous control, the sampling rate \( (R_s = k_o A) \), is weakly dependent on the compounds’ hydrophobicity or molecular weight (for PE and SPMD \( R_s \approx MW^{-0.35} \) or \( \approx K_{OW}^{-0.044} \), Booij et al.\textsuperscript{15}), whereas for membrane control, the sampling rate is more strongly dependent on hydrophobicity (for PE and SPMD \( R_s \approx K_{OW}^{0.69} \), Booij et al.\textsuperscript{15}).

However, the mathematical description that allows the calculation of a sampling rate fundamentally relies on the assumption that the approach to equilibrium follows Equation 4.1. It is known, though, that for membrane controlled diffusion, the analytical solution is a sum of exponentials\textsuperscript{2,25}, because concentration gradients in the membrane lead to changes in \( k_s \) over time. Furthermore, even in the long-time limit, when the membrane-controlled transfer also reduces to an exponential, the solution includes a pre-exponential term equal to \( 8/\pi^2 \) (Text S1, Equations 39 and 54, Crank\textsuperscript{17}). In contrast, in Equation 4.1, the pre-exponential term is assumed to be 1, suggesting that Equation 4.1 may not accurately capture membrane-controlled transfer of chemicals.

Due to the nature of samplers used (thickness < 100 \( \mu \text{m} \)) and the chemicals (HOCs with \( \log K_{OW} > 4 \)) targeted for passive sampling so far in the literature, Equation 4.1 was found satisfactory in most situations because the mass transfer was mainly water-side controlled\textsuperscript{24} and \( k_o \) was equal to \( k_w \). But some studies have identified situations where membrane-mediated transfer was applicable to at least a subset of the targeted chemicals\textsuperscript{15,20}, and attempting to use only one model (i.e. either Equation 4.1 or the membrane-based solutions of Crank\textsuperscript{17}), did not properly capture the entire range of chemicals\textsuperscript{26,27}. Furthermore, employing an inappropriate model for laboratory studies can lead to erroneous values of model-fitted polymer properties, such as diffusivities\textsuperscript{18}. It has also been proposed\textsuperscript{18} in a recent review that there may be future PSD applications where membrane control would be preferred (e.g. long term deployment of thick membranes in remote waters).
Thus, the main goal of this work was to develop a more general mass transfer model for PSDs in water that takes into account diffusion through both the membrane and water, and compare it against existing models (Equations 4.1-4.2). The objectives of this study were to (i) test the analytical solution of the mass transfer model against laboratory sorption experiments performed with diverse HOCs and in various turbulence conditions, (ii) investigate when the assumption of exponential approach to equilibrium (i.e., the sampling rate method) is no longer adequate, (iii) apply the model to the loss of performance reference compounds (PRCs) from field deployed PE, and (iv) compare calculated fractional equilibrations against those derived based on sampling rate calibrations. Finally, we illustrate two model applications for optimization of passive dosing kinetics and field sampler design. Although we derive and test the model using PE, the solutions presented herein can be applied to other absorptive passive samplers.

4.1.1 PE/water mass transfer - finite baths.

By assuming the presence of an aqueous diffusive water boundary layer (WBL) on the outside of the polymeric sampler, and applying Fick’s second law of diffusion to both the polymer and the WBL, we obtain the following governing equations:

\[
\frac{\partial C_{PE}}{\partial t} = D_{PE} \frac{\partial^2 C_{PE}}{\partial x^2} \quad \text{for } -L < x < L \tag{4.3}
\]

\[
\frac{\partial C_{W}}{\partial t} = D_{W} \frac{\partial^2 C_{W}}{\partial x^2} \quad \text{for } L < x < L + \delta \text{ and } -\delta - L < x < -L \tag{4.4}
\]

where \(L\) is the PE half thickness, \(\delta\) is the compound-specific WBL thickness, \(D_{PE}\) and \(D_{W}\) are the diffusivities in PE and water (\(\text{cm}^2/\text{s}\)), respectively. We assume local equilibrium and no accumulation of mass of chemical at the PE-water interface \((x=L)\). In finite baths, the concentration in the water changes in response to the PE/water flux:

\[
\frac{\partial C_{W}}{\partial t} = -D_{W} \frac{A_{PE}}{V_{W}} \frac{\partial C_{W}}{\partial x} \quad \text{at } x = -L - \delta \text{ and } x = L + \delta \tag{4.5}
\]

where \(A_{PE}\) is the area of PE, and \(V_{W}\) is the volume of water.

The analytical solution is found by taking the Laplace transform of the equation and boundary conditions, which replaces the time variable with the Laplace parameter, \(s\). When all the chemical is present in the water phase at \(t = 0\), the Laplace solutions (full derivation in Text S1) for the concentration of chemical in PE and water are given by:
\[ C_{PE} = \frac{C_0^W}{s^2} \frac{K_{PEW}}{\coth(\sqrt{s})} \left[ \frac{1}{H^2} \frac{1}{\psi} \coth(-a \sqrt{s}) \right] \] (4.6)

\[ C_W = \frac{C_0^W}{s} - \frac{1}{\psi} \frac{K_{PEW} L}{\coth(\sqrt{s})} \left[ \frac{1}{H^2} \frac{1}{\psi} \coth(-a \sqrt{s}) \right] \] (4.7)

where \( H = V_W/A_{PE} \), \( \psi = D_W/D_{PE} \), and \( a = \delta/L \). Equations 4.6 and 4.7 can readily be translated into time domain using numerical inversion algorithms in Matlab\(^{28}\) (Code S1), Mathematica, Python or other programming languages. Compared to other numerical models for PSDs in water\(^3\),\(^{19}\), this approach is less computationally demanding, as the inversion algorithm is very fast (evaluates Equations 4.6 and 4.7 for one time point in under 0.1 s).

The boundary layer thickness \( \delta \), is the only model parameter that cannot be measured directly, but it is generally dependent on the level of turbulence and the nature of the solute. To test the mass transfer model, we performed experiments in which we varied the turbulence and compound identity independently, and checked that the evolution of model-derived, and compound-specific \( \delta \), was consistent with previously known theoretical or empirical relationships.

### 4.1.2 PE/water mass transfer - infinite bath.

For large volumes of water (i.e. infinite baths), the concentration in the well mixed water bath remains constant with time and the corresponding Laplace solutions for the concentration of PRC and target analytes in PE can be derived by taking the limit of Equation 4.6 as \( V_W \to \infty \) (detailed derivation in Text S1):

\[ C_{target}^{PE} = C_{target}^{W} \frac{1}{s^2} \frac{K_{PEW}}{\psi} \frac{1}{\coth(-a \sqrt{s})} \] (4.8)

\[ C_{PRC}^{PE} = C_{PRC}^{PE,0} \left( 1 - \frac{1}{s^2} \frac{K_{PEW}}{\psi} \frac{1}{\coth(-a \sqrt{s})} \right) \] (4.9)

where \( C_{PRC}^{PE,0} \) is the initial concentration of compound in the PE, \( C_{target}^{W} \) is the concentration of a target analyte in the well-mixed bath. Equation 4.8 successfully reduces, for \( \delta = \theta \) to the Laplace
solution for diffusion in a sheet from an infinite bath, and both Equations 4.8 and 4.9 are in perfect agreement with recently published Laplace models.

Although Equations 4.8 and 4.9 can be easily inverted to time domain (Matlab code provided in Code S2), the Laplace domain expressions offer limited physical understanding of the mass transfer. Thus, we attempted to simplify them by using a late time approximation for small values of $s$, which is often used in the groundwater literature. Using this approximation gives a simple time domain expression, which can be directly compared to the sampling rate model:

$$C_{target} \approx C_{target}^{\infty} \left(1 - e^{-\frac{t}{D_{PE}}} \right) \quad (4.10)$$

$$C_{PRC} \approx C_{PRC}^{\infty} e^{-\frac{t}{D_{PE}}} \quad (4.11)$$

Given that the correspondence between small $s$ and late time does not always hold, we will refer to Equations 4.10 and 4.11 simply as exponential approximations (EA). Equation 4.10 describes an exponential similar to Equation 4.1, with the exchange coefficient in the case of EA equal to:

$$k_{e,EA} = \frac{1}{L(K_{PEW} \delta + \frac{L}{3D_{PE}})} \quad (4.12)$$

and in the case of Equation 4.1:

$$k_e = \frac{1}{L \left(\frac{K_{SW}}{k_w} + \frac{1}{k_s}\right)} \quad (4.13)$$

after substitution of Equation 4.2 and $V_y/A = L$, and plugging in $f_w$ of 1. We will see that for water-side controlled transfer, the EA and the best fit exponential of Equation 4.1 are actually the same, but for mixed- and membrane-controlled transport, the assumption of exponential approach to equilibrium as described by Equation 4.1 is not appropriate.

4.2 Materials and Methods.

All solvents used in this study were purchased from VWR (JT Baker Ultraresi-analyzed). The water used in the sorption experiments was first treated with an ion exchange and activated...
carbon system (Aries Vaponics, Rockland, MA), then exposed to UV in a TOC reduction unit (Aquafine Corporation, Valencia, CA). Standards for phenanthrene, pyrene, PCBs (EPA PCB Congener Calibration Check Solution, RPC-EPA2-1) and organochlorine pesticides (a mixture of 2,4’ and 4,4’ isomers of DDT, DDE, and DDD, Ultra Scientific Organochloride Pesticide Mixture, RPM-838-1) were all purchased from Ultra Scientific. Isotopically labeled compounds were purchased either from Cambridge Isotope Laboratory (all 13C labeled chemicals, Tewskbury, MA) or C/D/N Isotopes (d8 – 2,4’ DDT, Pointe-Claire, Quebec).

Polyethylene strips were cut to desired size from PE sheets (25 µm, Film Guard 1 mil plastic drop cloth, Covalence Plastics, Minneapolis, MN), and cleaned with dichloromethane (DCM), methanol and water, prior to being used in sorption experiments in the laboratory, or loaded with PRCs from an 80-20 mixture of methanol-water following the procedure of Booij et al. 4.2.1 Phenanthrene and pyrene uptake at variable stirring speeds.

For the variation of the boundary layer thickness δ against turbulence we used phenanthrene and pyrene as test chemicals, both due to their relevance as environmental contaminants as well as the ability to easily measure their aqueous concentrations using fluorescence spectroscopy. Using fluorescence spectroscopy, the evolution with time of the aqueous concentrations of the two chemicals was measured as the two chemicals diffused from water into PE. Uptake profiles at various turbulence levels could then be fit with the finite bath model to determine the best fit boundary layer thicknesses for each level of turbulence.

A volume of 575 mL of Milli-Q water in a ground glass stoppered flask was spiked with phenanthrene and pyrene dissolved in methanol, to achieve an aqueous concentrations of 100 and 25 µg/L, respectively. About 50 mg of PE, skewered on a glass Pasteur pipette, was added to the flask, along with a glass-coated stirbar. The aqueous concentrations of phenanthrene and pyrene in the experimental flasks and in a no-PE control flask were monitored using synchronous fluorescence spectroscopy at intervals of 5 min to several h, until PE-water equilibrium was reached. During the experiments, 3 mL aliquots of the water were transferred to quartz cuvettes and analyzed using a Perkin Elmer luminescence spectrometer LS 50B, in synchronous fluorescence mode, scanning at 500 nm/min, using 55 nm offset, over a scan range from 250 to 350 nm, and with 7 nm excitation and emission slit widths. The fluorescence intensities were measured for phenanthrene and pyrene at 292.4 nm and 318.93 nm, respectively. Instrument
error was calculated based on the standard deviation of three measurements at each time point (±3.6 µg/L for phenanthrene and ±0.5 µg/L for pyrene). The aliquot of water (~3 mL) used for fluorescence measurement was returned to the incubation flasks by pipetting it along the walls to avoid creating turbulence. The procedure was conducted at 60, 100 and 400 rpm stirring speeds. No decrease in the concentration of the two chemicals in the control flasks was observed throughout the experiments.

**PCBs and DDTs uptake by PE.** To test the performance of the model when applied to multiple compounds with an environmentally relevant range of physico-chemical properties, uptake experiments from water into PE were conducted with PCBs and DDTs spanning a log K<sub>OW</sub> range from 4.5 to 7.4 and MW range of 223 to 395.5 g/mol. A volume of 400 µL of 1000 ng/mL solution of PCBs and DDTs in hexane was loaded on the walls of a pre-cleaned and dried 4 L glass amber bottle. The bottle was rolled for 5 min and allowed to sit for 15 min to ensure evaporation of the solvent. A volume of 4 L of Milli-Q water was then added and the bottle was capped and set on an orbital shaker for one week at 100 rpm. The solution was further diluted to ~25 ng/L by splitting it into four other 4 L amber bottles. In each bottle, three 5 mg pieces of PE, skewed on Pasteur pipettes at intervals of ~3 cm apart, were added. The four bottles were then incubated on an orbital shaker at room temperature and one bottle was sacrificed at 1, 2, 4 and 8 d. At the end of each incubation time, the three pieces of PE were removed and extracted three times with 15 mL of dichloromethane. The concentration in the water phase was also measured by extracting a volume of the water (500 mL for 1 d, 750 mL of 2 and 4 d and 1.5 L for 8 d incubations). The liquid-liquid extraction was performed three times using a 10:1 water to DCM ratio and 5 min shaking time. Prior to the extraction step, the water aliquots from before and after the incubations, and the PEs were spiked with a known amount (2.5-10 ng each) of a mixture of surrogate standards (13C labeled PCB congeners 19, 52, 105, 167, 170, 194 and 2,4'-DDT, 2,4'-DDE and 2,4'-DDD). The DCM extracts were then concentrated by rotary evaporation and the volume was reduced to 50-250 µL using a gentle stream of nitrogen at room temperature. During the last step of volume reduction, the extracts were solvent exchanged to hexane. Prior to GC-MS analysis (see below), a known amount of injection compounds (2.5 – 10 ng each of PCB congeners 39, 55, 104, 150, 188) was added to each extract.
**4.2.2 Field deployment of PE.**

To test the performance of the model in field conditions, we applied the model to PRC-loaded passive samplers deployed in a freshwater subalpine lake (Lake Maggiore, Italy), previously contaminated with DDT from the discharge of chemical waste by a chemical plant into one of the lake’s tributaries. The deployment of samplers in the water column was part of a larger field exercise aimed to characterize the concentrations and distribution of DDT, as well as DDE and DDD in the lake, but this chapter will focus solely on the PRCs loss from the water column samplers. Specifically, we wanted to see how the model-derived boundary layers varied across the different PRCs in field conditions compared to laboratory conditions (see previous section), and the suitability of this model for inferring fractional equilibration of target analytes from measured PRC losses.

Prior to deployment in the freshwater subalpine lake, strips of 25 μm PE were cleaned and preloaded with a series of PRCs (13C labeled PCB congeners 28, 52, 111 and 153, and 2,4'-DDT, 4,4'-DDE, 4,4'-DDD) using the method of Booij et al. A second thickness of PE was employed (10 μm) but was loaded with a single PRC, 13C 4,4'-DDE (courtesy of ENI Donegani Institute). The PE strips were mounted in small metal frames and deployed at ~2 m depth and retrieved after 10 and 30 days. PE samples were spiked with 10 ng each of 13C PCB 70, 13C PCB 105, d8 2,4'-DDT and d8 4,4'-DDD surrogate standards and extracted according to the procedures described above. Injection compounds (10 ng each of 13C PCB 97 and 13C PCB 167) were added to PE extracts before GC MS analysis.

**4.2.3 GC-MS analysis.**

All PE and water extracts (from finite bath experiments with DDTs and PCBs, as well as field deployed PE), were analyzed using an Agilent 6890 GC equipped with a cold-on-column injector, and coupled with mass spectrometry (JEOL GCmate, JOEL Ltd, Tokyo, Japan), operated in selected ion monitoring (SIM) mode. The quantification and confirmation ions used were as follows: 235/237 for 2,4'- and 4,4'- DDD and DDT, 318/320 for 2,4'- and 4,4'-DDE, 222/224 for dichlorobiphenyls, 256/258 for trichlorobiphenyls, 292/294 for tetrachlorobiphenyls, 326/328 for pentachlorobiphenyls, 360/362 for hexachlorobiphenyls, and 394/396 for heptachlorobiphenyls (PCB analyses performed and quantified by JNA). Usually, a volume 1 or 2 μL of the sample extract in hexane was injected onto the column at 55 °C. The separation was
done on a DB-5 XLB column (J&W Scientific DB-XLB, 30 m x 0.32 mm ID, 0.5 μm film thickness), with a He column flow of 2 mL/min. For DDT analysis in the laboratory and field samples, the oven temperature was ramped from 55 °C to 175 °C at 15 °C/min, and then to 270 °C at 4°C/min, followed by a 12 min hold. For PCB analysis, the column flow was 1 mL/min and the oven was programmed from 65 °C to 160 °C at 30 °C/min, from 160 °C to 255 °C at 10°C/min, and lastly to 315 °C at 10 °C/min, followed by a 5.2 min hold.

4.3 Results and Discussion

4.3.1 Model tests

Uptake of phenanthrene and pyrene into PE. The solution to the finite bath model (Equation 4.6 inverted with Code S1) fit the individual sorption profiles of phenanthrene and pyrene well for all three stirring speeds tested (Figure 4.1, Figure S1, $R^2 = 0.98-0.99$). Our model also fit similar literature data better than previous interpretations proposed by Adams et al.\textsuperscript{2}, who assumed that the transfer was fully membrane controlled (Figure S2, also\textsuperscript{27}), and by Lohmann\textsuperscript{18} who used a two film model, but obtained a rather wide range of WBL thicknesses (30-140 μm). Using our model (Equation 4.7 and Code S1) and a best fit WBL of 16-25 μm, we were able to better capture the sorption profiles of Adams et al.\textsuperscript{2} (Figure S2), suggesting that transport can still be, at least partially, water-side controlled even in strongly stirred systems. For example, in the case of the three test compounds of Adams et al.,\textsuperscript{2} evaluating the relative proportion of the approximate transfer resistances based on Equation 2 (and Equation 4.14, as discussed below) in the water ($r_w = K_{Pw} \delta / D_w$) and in the membrane ($r_m = L / D_{PE}$), we find that both phases contribute to the transfer (i.e. $r_w$ and $r_m$ do not differ by more than an order of magnitude, but instead, $r_w : r_m \sim 3:1$ for PCB 52, \textasciitilde 1:1 for pyrene and \textasciitilde 1:2 for phenanthrene). But, more importantly, we note that, for all three chemicals, assuming fully membrane controlled transfer will lead to estimated polymer diffusivities that are 1-2 orders of magnitude too low (Figure S2).

Effect of stirring speed. The rates of approach to polymer-water equilibrium increased with stirring speed for both test compounds, phenanthrene and pyrene, which is consistent with water-side controlled uptake (Figure 2). The value of the best fit WBL thickness (Figure 4.2) for phenanthrene and pyrene decreased with stirring speed, from 255 and 275 μm, respectively, in the 60 rpm flask (gently stirred) to 80 and 90 μm, respectively, in the 400 rpm flask (vigorous stirring, but without visible PE movement). These WBL thicknesses are consistent with values
Figure 4.1 Results for phenanthrene (circles) and pyrene (triangles) uptake by PE from finite bath absorption experiments performed at two different stirring speeds 60 rpm (filled symbols) and 400 rpm (empty symbols). Lines represent finite bath model fits (Equation 4.7, inverted with Code S1) for 400 rpm (dash lines) and 60 rpm data (solid lines) with best fit WBL thickness displayed next to each profile. Data beyond 120 h are not shown because PE/water equilibrium was reached. Error bars represent error propagation of one SD of triplicate fluorescence intensity readings. For clarity, data from 100 rpm experiment are not shown but can be found in Figure S1.

Previously found in stirred systems 18, 19, 22. Using a least square fit of the WBL thicknesses for phenanthrene and pyrene, we found WBL to be proportional to the stirring frequency ($N$) to the power of -0.60±0.04 (Figure 4.2). For a laminar boundary layer, given that $\delta$ is proportional to the Reynolds number, $Re^{-0.5}$ for laminar flow over a flat plate, and $Re$ is proportional to $N$ we expect the best fit $\delta$ to be proportional to $N^{-0.5}$. Thus, the exponent of -0.6 is consistent with the presence of a laminar boundary layer at the PE surface, as opposed to a turbulent one (for which $\delta \approx N^{-1}$) 33. However, we recognize that the exponent of -0.6 could also reflect a transition between the two transfer regimes (laminar and turbulent boundary layers) that occurs across the range of stirring speeds tested and results in a best-fit exponent that is intermediate between the theoretical exponents of the stirring speed, $N$ of -0.5 (laminar boundary layer) and -1 (turbulent boundary layer).
Figure 4.2 Best fit boundary layer thicknesses evaluated from PE absorption experiments for phenanthrene (circles) and pyrene (triangles) as a function of the stirring speed. Theoretical considerations (see text) dictate that the exponent should be -0.5.

**Uptake of PCBs and DDTs into PE.** The finite bath model (Equation 4.6, Code S1) captured the PE uptake of various DDTs and PCBs (Figure 4.3), with best fit WBL thickness ranging from 17.5 to 23 µm. The only exceptions were the later time points for large PCBs, for which the amount accumulated in the PE in the near-equilibrium portion of the uptake curve was smaller than expected based on each compounds’ $K_{PEW}$. This could be due to (a) the association of these compounds with colloids or dissolved organic carbon that may have been present in the water, or (b) uncertainty in the $K_{PEW}$’s used in the model. It should be noted that using experiment derived $K_{PEW}$ values (Table S1)$^{34, 35}$, as opposed to ones derived from $K_{OW}$–based regressions, led to better fits of the uptake curves, but experimental values were not available for all the PCBs used in the experiment. Lastly, the best fit boundary layers (17.5 to 23 µm) were lower in the PCB/DDT experiments than in the phenanthrene/pyrene experiments, which is consistent with a higher level of turbulence in the PCB/DDT experiments. Compared to the most vigorous agitation in the phenanthrene/pyrene experiments at 400 rpm via a 2 cm stir bar, which did not disturb the surface of the water, the agitation at 100 rpm on the shaker table happened on a 5.1 cm orbit and imparted visible movement to the entire water volume.

No significant membrane contribution was observed in either the PCB/DDT or the phenanthrene/pyrene uptake experiments. The goodness of fit in Figures 4.1 and 4.3 was independent of the value of polymer diffusivity (e.g., lowering the polymer diffusivities of
phenanthrene and pyrene by 50 fold compared to the measured or calculated values from Lohmann, only changed the model calculated fractional equilibration in Figure 4.1 by 0.02 at most, less than the measurement uncertainty), but instead depended strongly on the value of WBL thickness (e.g., changing δ by a factor of 5 changed the fractional equilibration by as much as 0.20). To test that our finite bath model could be used in membrane and mixed-control situations, we applied it to PAH uptake into POM data found in the literature. Our model was able to capture the uptake into POM of naphthalene (R² = 0.981) which was fully membrane controlled, of benz[a]anthracene (R² = 0.992) which was predominantly WBL controlled, as well the uptake of phenanthrenene (R² = 0.972), which was mixed-membrane-WBL controlled (Figure S3). This is an improvement over the sampling rate model, which was not able to fit the uptake profiles of all three chemicals.

\[ I_{aPCB_{153}} = 19 \text{ pm} \]
\[ E_{6 \text{ cB} 10^1} = 20.5 \text{ pm} \]
\[ I_{0.8-6} \]
\[ 4,4'-DDE = 20 \text{ pm} \]
\[ I_{0.6-6} \]
\[ 4,4'-DDD = 19 \text{ pm} \]
\[ I_{0.2-6} \]
\[ PCV_{213} = 20.5 \text{ pm} \]

Figure 4.3 Model fit (Equation 4.6 inverted with Code S1) results for finite bath sorption experiments illustrated for select compounds: PCB 153 (crosses), PCB 101 (circles), 4,4'-DDE (down triangles), PCB 52 (up triangles), 4,4'-DDD (stars), PCB 28 (squares). The best fit boundary layer thickness is displayed next to each sorption profile. Error bars represent error propagation of one SD of measurement uncertainty.

**Effect of solute size.** Lastly, we evaluated the robustness of the model by evaluating the dependency of the best fit boundary layer on molecular size. From theoretical considerations, as well as empirical fits of benthic boundary layer thicknesses near sediment surfaces, we know
that the mass transfer coefficient through the diffusive sublayer is proportional to Schmidt number to the -2/3. Assuming $D_w$ is proportional to $MW^{0.71}$ or $\overline{V}^{-0.589}$, and that the transfer velocity is given by $D_w/\delta$, this means that WBL thickness should be weakly inversely proportional to molecular size ($\delta \approx MW^{-0.24}$ or $\approx \overline{V}^{-0.20}$).

The best fit boundary layers deduced from the finite bath uptake experiments showed a weak dependency on molecular weight (Figure S4). For 17 PCBs and 6 DDTs, the best-fit $\delta$ was proportional to $MW^{-0.42}$ ($p<0.05$, 95% CI – $MW^{-0.18}$ to $MW^{-0.66}$, Figure S4), which is consistent with the empirically derived value of -0.24 from other studies. The fitted WBL values are subject to imperfect knowledge of compounds’ $D_w$ and $K_{PEW}$ values. For example, in Figure S4, all the 2,4’ isomers of DDT, DDD and DDE, appear to have larger best fit WBL values than the 4,4’ isomers, possibly due to them having different aqueous diffusivities that may not be accurately captured by either a $MW$ or Hayduk-Laudie LeBas volume-based calculation (molar volumes calculated using SPARC). If we eliminate the deviating points from Figure S4, the $R^2$ goes up to 0.80, without a significant change in the fit coefficients ($\delta \approx MW^{-0.47\pm0.06}$).

### 4.3.2 Comparison with sampling rate model

Mass transfer simulations using the infinite bath model (Equation 4.8 and Code S2) of various chemicals between PE and water were used to determine if the transport of chemicals was always governed by an exponential of the form of Equation 4.1. We used a data set of 107 nonpolar chemicals (19 PAHs, 20 organochlorine pesticides, 45 PCBs, 14 PBDEs and other organic chemicals), whose physico-chemical properties such as $D_{PE}$ and $K_{PEW}$ were recently reviewed. The compound set also allowed us to identify situations when PE or WBL were controlling the overall diffusive exchange. In general, the transfer is water boundary layer controlled if:

$$\frac{\delta}{D_w} \gg \frac{L}{D_{PE} K_{PEW}} \quad (4.14)$$

For each compound in the critical review, we produced an uptake profile as a function of time (Equation 4.8 inverted with Code S2) for a 100 $\mu$m PE and a 20 $\mu$m WBL. Diffusivity in water for each chemical was calculated based on its molecular weight, with the caveat noted...
earlier that this method may not capture isomer specific effects. To this profile, we fit Equation 4.1 and separately evaluated the exponential approximation (Equation 4.10) at each time point.

For WBL-controlled chemicals, we found that all three profiles (full solution, exponential approximation and the best fit exponential of Equation 4.1) agreed perfectly (Figure 4.4A). The critical $K_{PEW}$ value required for WBL-controlled transport depended on the ratio of $\delta/L$ in accordance with Equation 4.1 (e.g., for a 100 $\mu$m thick PE, we expect WBL control for $K_{PEW} > 10^5$ given $\delta = 10 \mu$m and for $K_{PEW} > 10^3$ given $\delta = 500 \mu$m, Figure S5). Therefore, for water-side controlled transport ($K_{PEW} < 10^5$), the exponential approximation is practically identical to the full solution (implying $k_w = D_w/\delta$), and the sampling rate approach is consistent with the model presented in this paper.

When the sampler membrane partially or fully controls the mass transfer, the sampling rate model does not perform well (e.g., deviations in fractional equilibrations calculated using each model of up to 0.1, or a factor of 2, Figure 4.4B and 4.4C). For full membrane control, this is not surprising given that Equation 4.1 is missing a pre-exponential term compared to the membrane solution given by Crank\textsuperscript{17} (also in Text S1). Chemicals are more likely to be membrane controlled as $D_{PE}$ decreases (Figure 4.4 compare A and B), $K_{PEW}$ decreases (Figure 4.4C), or the ratio of WBL to the half PE thickness ($\delta/L$) decreases. It is worth noting that the best fit exponential (as would be obtained by employing Equation 4.1) and the exponential approximation (Equation 4.11) yield nearly identical uptake profiles (Figure 4.4 and Figure S6, $k_{EA}/k_{fit} \sim 0.999 \pm 0.002$), but these two uptake profiles are different from the full solution (Equation 4.8), particularly for fractional equilibrations < 0.5. The deviations in fractional equilibrations between the full solution and the EA approximation were larger ($\Delta$ of up to 0.1, or a factor of 2) in the early part of the uptake profiles (Figure 4.4C) and increased with decreasing $K_{PEW}$ (Figure S5). While such differences between the two models may seem negligible, they may be relevant in the interpretation of field data. For example, if one was to use a PRC whose release is at least in part membrane controlled, but interpret the release as a simple WBL-controlled exponential, the equilibrium concentration for the more hydrophobic compounds would be under- or over-estimated by factors of 2-30 (Figure S7).
Figure 4.4 Illustration of three cases of mass transfer between PE and an infinite water bath using three model compounds from Lohmann\textsuperscript{18}, a 100 \textmu m thick PE and 20 \textmu m WBL. In each panel, the solid lines are the full solution of the model presented in this paper (Equation 4.8 inverted numerically with Code S2), the dotted line is the best fit exponential (kfit), assuming Equation 4.1 governs the mass transfer, and the dashed line is Equation 4.10 (plotted using kEA). The dashed line and dotted lines overlap in all three cases, suggesting that the exponential approximation is essentially the same as a best fit exponential. However, Equation 4.1 coincides with the full solution only when the transfer is WBL controlled (panel A, the only case when all three lines overlap).

Although it is generally thought that diffusion through the sampler membrane is only important in turbulent aqueous environments and for compounds with $K_{PEW} < 10^5$, we find that $K_{PEW}$ is not the only parameter that determines if the transport is membrane or WBL controlled. As shown in Figure 4.4 A and B, fluorene and n-nonylphenol have very similar $K_{PEW}$ values, but due to their different $D_{PE}$'s, the transport is WBL controlled for fluorene and partially membrane controlled for n-nonylphenol. This is understandable because in a series of chemicals such as PCBs and PAHs, a decrease in $K_{PEW}$ is accompanied by a decrease in the compound’s molar volume and hence, an increase in its diffusivity in PE. In contrast, chemicals with oxygen atoms, such as phenols and some pesticides, have low $K_{PEW}$'s, but they also have low $D_{PE}$’s due to their large molar volume. Thus, membrane controlled transport may apply to many contaminants of emerging concern which are sufficiently hydrophobic to accumulate in nonpolar samplers\textsuperscript{39} but also have chemical structures containing oxygen and nitrogen atoms (compounds in select pesticides, biocides, personal care products or munitions).

Although we do not show a full comparison of our finite bath model against the sampling rate expression (Equation 4.1), similar considerations as in the case of the infinite bath model
apply. The sampling rate expression is consistent with our model (Equation 4.6 - 4.7) only for WBL controlled situations. In membrane controlled situations, the sampling rate formulation does not agree with previously derived solutions for diffusion in a sheet from stirred solutions \(^{17}\) (Text S1, Equation 39), which was also apparent in the application of our model to Hong et al. \(^{26}\) data (Figure S3).

Lastly, we note that, similarly to the sampling rate, \(R_s\), the WBL thickness is ultimately a modeling construct. As such, alternate models can be formulated, which do not assume the presence of a stagnant boundary layer on the outside of PE, but rather the continuous renewal of the water in contact with PE with fluid from the well mixed bath (similar to the air-water exchange surface renewal model). We thus consider briefly the implications for the dependency of the mass transfer on solute size if the PE/water transfer were characterized by a surface renewal model. We first assume that a surface renewal model would imply that the transfer velocity would have a dependency on the solute’s diffusivity of \(D_w^{1/2}\). In order to compare this situation to the boundary layer model described so far, we will also assume that \(k_{w,SR} = D_w/\delta_{SR}\), which implies that the hypothetical boundary layer thickness characteristic of a surface renewal model, \(\delta_{SR}\), would be proportional to \(D_w^{1/2}\). Then, using \(D_w = MW^{-0.7}\) implies that \(\delta_{SR} = MW^{-0.35}\). This result is not very different than that obtained for the boundary layer model of \(\delta = MW^{-0.24}\), and in fact, we notice that the relationship for \(\delta_{SR}\) is closer to the observed dependency of \(\delta = MW^{-0.42}\) from the PCB/DDT experiments. However, as we will see in the following section, in field conditions, the difference between the two models will likely be smaller than the uncertainties associated with environmental sampling.

### 4.3.3 Model Applications

*Application of infinite bath model to field data.* Using the PRC data from the field deployment of 10 \(\mu\)m- and 25 \(\mu\)m-thick PE, we applied the model to infer fractional equilibrations of various target compounds and compared them against those derived based on sampling rate calibrations. The WBL thicknesses calculated based on PRC loss from field-deployed PE (Equation 4.9 and Code S2), showed a very weak dependency on \(MW\) (Figure S8). When using only PRCs which were lost more than 5% \((N = 6, \) three PCBs and three DDTs), we found no statistically significant dependency of \(\delta\) on \(MW\) for either the 10 day or the 30 day deployment (i.e., fitting \(\delta = m^*MW^n\) fit, the \(p\) values for the \(n\) coefficient were \(p = 0.075\) and \(p=\) 157
respectively). Since the percentage loss of PRCs from both thicknesses of PE samplers could be explained to within 5% using the average δ value of 170 µm (Figure 4.5), we used this average WBL value and Equation 4.8 to evaluate the predicted fractional equilibration of various target chemicals. The only PRC whose loss deviated from the model was PCB 111. The model is sensitive to \( K_{PEW} \) values (e.g., for every increase of 0.1 log units in \( K_{PEW} \), the percentage of PRC remaining predicted by the model can change by 5 to 10%), and we attributed the deviation between model prediction and observations to uncertainty in the \( K_{PEW} \) of PCB 111, for which no experimental value was found in the literature and \( K_{OW} \)-based predictions vary by 0.3 log units.

![Figure 4.5](image)

Figure 4.5 Measured fractions of PRCs left in field deployed PE of two thicknesses 25 µm (filled symbols) and 10 µm (empty symbols), after 10 day and 30 day deployments for \(^{13}\text{C} \text{PCB 153}\) (circles), \(^{13}\text{C} \text{PCB 111}\) (down triangles), \(^{13}\text{C} \text{4,4'-DDE}\) (diamonds), \(^{13}\text{C} \text{2,4'-DDT}\) (squares), \(^{13}\text{C} \text{PCB 47}\) (left triangles), \(^{13}\text{C} \text{PCB 28}\) (pentagram) and \(^{13}\text{C} \text{4,4'-DDD}\) (right triangles). The lines represent the corresponding model predictions of fractional PRC remaining in 25 µm (solid lines) and 10 µm (dashed line) thick PE, assuming an average water boundary layer thickness \( \delta_{avg} = 170 \pm 30 \) µm (average and standard deviation of WBLs calculated from each PRC loss at each timepoint). Error bars calculated based on one SD of instrumental error and one SD of the pre-deployment PRC concentration.

As individual PRC-derived sampling rates showed no statistically significant dependency on \( MW \) or \( K_{PEW} \) (Figure S9, slopes of log \( R_s \) versus log \( MW \) and log \( K_{PEW} \) have \( p > 0.05 \)), we used the nonlinear least squares (NLS) regression method of Booij and Smedes\(^{40}\) (Figure S10), to obtain a best fit \( R_s \) of 3.5 (95% C.I. 3.3-3.8) L/d for the 10 day and 3.4 (95% CI 3.1-3.7) L/d for the 30 day deployment. Applying this to the same target compounds, we find that the sampling
rate approach with NLS and the WBL model on average to within 1% (Figure S1I), which is in accordance with the fact that for WBL-controlled transport, the model presented in this paper and the sampling rate approach are identical.

Using finite bath model to optimize PSD/water transfer kinetics. Polymer membranes have also been employed in toxicity tests for buffering the loss of hydrophobic chemicals due to sorption, organism uptake, or degradation\textsuperscript{12,13}. Such an application depends in part on the ability of the sampler to buffer chemical activity changes. Based on results from the finite bath model, the key parameters that affect the response time of the polymer are the PE/water ratio, the membrane and boundary layer thicknesses, and to some extent $K_{PEW}$ (Figure S12). For large PE/water ratios (fraction of chemical in the water at equilibrium, $f_{w} < 0.05$), the response time (time to reach 95% of equilibrium) for chemicals with $K_{PEW}$ ranging from $10^{4.1}$ to $10^{6.9}$, was hours or less. The fastest response time (0.1 - 0.2 hr) was achieved with thin PE (10 $\mu$m) and minimal $\delta$ (25 $\mu$m). Increasing either the PE thickness or $\delta$ by a factor of 10, increases the response time to 1-2 h, and increasing both leads to response times of 10-20 h. In contrast, a two order of magnitude variation in the polymer diffusivity for each chemical, did not affect the response time (Figure S12-D), suggesting minimal gains from using polymers with larger diffusivities. The model outputs are consistent with observations of equilibration times of min to hours for PAHs desorbing from PDMS films\textsuperscript{12,13}.

Implications for field deployments. Deployment times for passive samplers measurements of HOCs in surface waters can be on the 2-8 weeks\textsuperscript{3,41,42}. Such long deployment times, however, increase the likelihood of biofouling and sampler loss. To address this, we use our model to look at two scenarios that can decrease the deployment time. First, we ask the question is it possible to design a sampler that achieves close to 90% equilibration in a few days? Applying the infinite bath model to equilibrium sampling, we find that in order to sample compounds with $K_{PEW}$ less than $10^{7.5}$, such that they achieve equilibrium in a few days, one would need a 0.1 $\mu$m thick sampler, assuming $\delta$ of 100 $\mu$m. Even in a turbulent environment ($\delta = 25 \mu$m), the sampler would have to be 0.5 $\mu$m thick, which (1) is thinner than any PSD currently in use and (2) would require a considerably wider sampler to achieve the same detection limits as a more commonly used sampler of 50 $\mu$m. An alternative approach would be to envision a device that keeps the sampler in motion or induces water flow, therefore decreasing boundary layer thickness to
minimal values (order of 10-20 μm). Even so, only compounds with $K_{PEW}$ less than $10^{6.5}$ would be fully equilibrated after a few days (assuming 10 μm thick PE).

An alternative scenario to decrease deployment times would be to employ fast exchanging PRCs to infer the fractional equilibration of HOCs in kinetic sampling. To do this, one could use thick and/or large-area membranes, able to accumulate a detectable amount of HOCs, and loaded with small PRCs, whose loss can be used to calibrate the sampler (i.e. infer WBL thicknesses). The thickness of the PE would be tuned primarily for achieving a PRC loss that can be measured confidently but the thickness over width ratio should be smaller than 0.2 to avoid edge effects (i.e., the violation of the model assumptions of one dimensional diffusion in the polymer and one dimensional flux across PE/water interface). Our model is well suited for such an application because for small chemicals and thick membranes, the transport may be partially membrane controlled, and accurate δ determinations in that case are critical for the extrapolation from small PRC compounds to highly hydrophobic target analytes.

While both the sampling rate model and the model presented here can be used to infer the fractional equilibrium of target analytes based on PRC loss, our model has the advantage that it is applicable in all transfer regimes. In contrast, in the sampling rate model, $R_s$ versus $K_{OW}$ or $MW$ relationships are used to evaluate the sampling rate of target analytes, and these relationships are different for membrane or WBL-controlled uptake. Transfer regime may be difficult to identify as it depends on the chemical, the polymer used and the hydrodynamic conditions. For compounds with $K_{OW}$ values larger than $10^{4.5}$, the transfer is assumed to be in aqueous control regime, but the value of the transition point depends on the polymer used (e.g. $K_{OW}$ of $10^3$ for silicone rubber versus $10^4.5$ for PE) and on hydrodynamic conditions. It should also be noted that membrane-controlled chemicals diffusing into PE reach equilibrium on timescales of hours or days (Figure 4.4B and C) and thus, may not require an uptake model for typical deployment times (e.g. months). However, when using polymers with lower diffusivities such as POM, the equilibration times will be on the order of months and an uptake model will be required to infer fractional equilibration of target analytes.

**Model significance.** The comparison between our model and the sampling rate model for both finite and infinite bath situations showed significant overlap for WBL controlled chemicals, implying that either model (Equations 4.1-4.2 or Equations 4.6-4.9) can be used with the same
expected accuracy. For membrane controlled chemicals, the sampling rate exponential (Equation 4.1) is not applicable, and the membrane solutions given in Crank\textsuperscript{17} should be used instead (also see Figure S13 for a more detailed analysis). While some generalization could be made regarding which compounds are always WBL controlled, we propose that Equation 4.14 is a better decision tool than the previously identified $K_{ow}$-based criteria, because Equation 4.14 takes into account compound and polymer specific factors, as well as environmental factors.

Compared to existing models, which can be used accurately in particular transfer regimes, the advantage of the model presented in this paper is its generality (can be used in WBL, mixed and membrane control regimes, and in finite or infinite bath situations). Even though it involves a numerical inversion step, the algorithm for the inverse Laplace transform is very fast compared to finite difference models. Furthermore, the model presented in this paper lays a simple theoretical foundation for passive sampling whose complexity can be gradually increased. For example, with appropriate modifications, similar mathematical approaches can be used to model how the sampling kinetics may be affected by the presence of organic carbon (dissolved or particulate) or NAPLs in the water, or by sampler biofouling during deployment. Lastly, the model has potential for application outside the realm of passive sampling. Because the model is able to accurately characterize the exchange kinetics for short timescales while also properly accounting for both polymer and boundary layer controls on diffusion, it can be used in combination with tracer release studies to infer characteristic boundary layer thickness of water bodies, which are important for understanding biogeochemical processes (e.g. diffusive fluxes from sediments, dissolution or nutrient uptake rates\textsuperscript{43}).

4.4 Conclusions

In summary, the model presented in this paper successfully characterized the transport of various hydrophobic organic chemicals (log $K_{ow}$ 4.5-7.4) between PE and water in various turbulence conditions and in both finite and infinite bath conditions. The thickness of the boundary layer, the only input parameter that cannot be directly measured, can be understood as an indicator of the level of turbulence in the system, with 15-30 µm for vigorous and 80-250 µm for gentle stirring. Though alternative models could be used once it is decided whether WBL or membrane control applies to a particular situation, our model (Equations 4.6-4.9, Code S1, Code S2) can be applied regardless of transfer regime (membrane-, mixed- or WBL-control).
Compared to the commonly used sampling rate, this model is more accurate when partial or full membrane control is expected such as in high flow and/or when using thick or low diffusivity polymers. In addition, partial or full membrane control would also be applicable for chemicals with both low partition coefficients and low polymer diffusivities (e.g., pesticides or emerging contaminants with log $K_{ow}$ 3-5 and large molecular volumes). The finite bath model is particularly useful in interpretation of laboratory studies for the purpose of obtaining diffusion coefficients and partition coefficients. Because it can be used regardless of transfer regime, this model is accurate over a wider range of parameter values compared to the sampling rate formulation, and can therefore be used to investigate the relative importance of determinant parameters on PSDs/water equilibration times.
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1.1. General Procedure.
In deriving all the analytical solutions presented in this manuscript, the following procedure is followed:

1. Write governing equations for concentration as function of time and distance, and any associated boundary and initial conditions.

2. Express all of the above in non-dimensional variables. Normalize distance by half thickness of PE, time by $D_{PE}/L^2$ and concentration by total concentration in the system (finite bath) and by the concentration at equilibrium (infinite bath).

3. Take Laplace transform of differential equations and boundary conditions. At this point the initial conditions are incorporated in the Laplace transform, and the time variable disappears.

4. Find solutions that satisfy the equations and use boundary conditions to determine the integration constants.

5. Typically the bulk concentration in the PE is of interest, so we take the integral of the solution across the thickness of PE.

6. Plug expression into a programing language or mathematical toolbox, such as Matlab and use an inversion algorithm to evaluate the solution in time domain.

1.2. Derivation of solution for finite bath
Sorption experiments with polymers in finite water baths are most often performed with all the chemical compound present in the water phase at $t=0$. Therefore here we derive the solution describing the concentration in PE and water as a function of time, given the initial condition that $C_{PE}^{0}=0$, and we only present the solution for the case where $C_{W}^{0}=0$ at the end. We keep the same notations as in the main text, where $\delta$ is the thickness of the boundary layer.

The governing equations for the finite bath case are the following:

\[
\frac{\partial C_{PE}}{\partial t} = D_{PE} \frac{\partial^2 C_{PE}}{\partial x^2} \quad \text{for} \ -L < x < L \quad \text{...........................................(1)}
\]

\[
\frac{\partial C_{W}}{\partial t} = D_{W} \frac{\partial^2 C_{W}}{\partial x^2} \quad \text{for} \ L < x < L + \delta \ \text{and} \ -\delta - L < x < -L \quad \text{...........................................(2)}
\]

and they are subject to the following boundary conditions:

- No flux at the center of sampler:
  \[
  \frac{\partial C_{PE}}{\partial x} = 0 \ \text{at} \ x = 0; \quad \text{...........................................(3)}
  \]
• Chemical equilibrium at sampler/water interface:
  \[ C_{PE} = K_{PEW} C_W \text{ at } x = \pm L \] ................................................................. (4)

• No accumulation of mass at sampler-water interface
  \[ D_{PE} \frac{\partial C_{PE}}{\partial x} = D_W \frac{\partial C_W}{\partial x} \text{ at } x = \pm L \] ................................................................. (5)

• Flux out of PE controls the concentration in the water over time:
  \[ \frac{\partial C_W}{\partial t} = -D_W \frac{C_{PE} \partial C_W}{V_W \partial x} \text{ for } x = \pm (L + \delta) \] ................................................................. (6)

and initial conditions:
  \[ C_W = C_W^0 \text{ at } x > L \text{ and } x < -L \] ................................................................. (7)
  \[ C_{PE} = C_{PE}^0 = 0 \text{ at } x < L \text{ and } x > -L \] ................................................................. (8)

The first step in deriving the solution is to transform the equations and boundary conditions in non-dimensional units. \( \tilde{C}, \tilde{X}, \tilde{T} \) are now unit-less variables for concentration, distance and time:

\[ \tilde{C}_{PE} = \frac{C_{PE}}{C_W^0 \rho_{PE}} \text{ and } \tilde{C}_W = \frac{C_W}{C_W^0} \] ................................................................. (9)

\[ \tilde{X} = \frac{x}{L} \text{ and } \tilde{T} = t \frac{D_{PE}}{L^2} \] ................................................................. (10)

where \( L \) is the half thickness of the polymer, \( D_{PE} \) is the diffusivity in the PE and \( K_{PEW} \) is the PE-water partition coefficient, \( V_W \) is the volume of water, \( m_{PE} \) and \( \rho_{PE} \) are the mass and density of PE, respectively. In non-dimensional terms the initial conditions for \( T=0 \) are:

\[ \tilde{C}_W^0 = 1 \text{ for } \tilde{X} < -1 \text{ and } \tilde{X} > 1 \] ................................................................. (11)
\[ \tilde{C}_{PE}^0 = 0 \text{ for } -1 < \tilde{X} < 1 \] ................................................................. (12)

Similarly, at \( T>0 \), we have the following boundary conditions in non dimensional units:

• No flux at the center of sampler:
  \[ \frac{\partial \tilde{C}_{PE}}{\partial \tilde{X}} = 0 \text{ at } \tilde{X} = 0; \] ................................................................. (13)

• Chemical equilibrium at sampler/water interface:
  \[ \tilde{C}_{PE} = \frac{L}{H} K_{PEW} \tilde{C}_W \text{ at } \tilde{X} = \pm 1 \] ................................................................. (14)

• No accumulation of mass at sampler-water interface
  \[ \frac{\partial \tilde{C}_{PE}}{\partial \tilde{X}} = \frac{L}{H} \psi \frac{\partial \tilde{C}_W}{\partial \tilde{X}} \text{ at } \tilde{X} = \pm 1, \text{ where } \psi = \frac{D_W}{D_{PE}} \] ................................................................. (15)

• Flux out of PE controls the concentration in the water over time:
  \[ \frac{\partial \tilde{C}_W}{\partial \tilde{T}} = -\frac{L}{H} \psi \frac{\partial \tilde{C}_W}{\partial \tilde{X}} \text{ for } \tilde{X} = \pm (1 + \alpha) \] ................................................................. (16)

where \( H \) is the ratio of volume of water to area of PE, \( \alpha=\delta/L \). Lastly, we perform the same change of variables for the governing equations:

\[ \frac{\partial^2 \tilde{C}_{PE}}{\partial \tilde{X}^2} = \frac{\partial \tilde{C}_{PE}}{\partial \tilde{T}} \] ................................................................. (17)
\[ \frac{\partial^2 \tilde{C}_W}{\partial \tilde{X}^2} = \frac{1}{\psi} \frac{\partial \tilde{C}_W}{\partial \tilde{T}} \] ................................................................. (18)

By taking Laplace transforms of the governing equations, we translate the equations from time
domain to complex s domain, and thus reduce the complexity of the differential equations. \( \hat{C}_{PE} \) and \( \hat{C}_W \) denote the Laplace domain expression of concentration. We now have the following governing equations and boundary conditions that are independent of the time variable:

- **governing equations:**
  \[
  \frac{\partial^2 \hat{C}_{PE}}{\partial x^2} = s \hat{C}_{PE}; \quad \frac{\partial^2 \hat{C}_W}{\partial x^2} = \frac{s}{\psi} \hat{C}_W - \frac{1}{\psi}; \quad \text{Equations } 19 \quad \text{and } 20
  \]

- **boundary conditions:**
  \[
  \frac{\partial \hat{C}_{PE}}{\partial x} = 0 \quad \text{at } X = 0; \quad \frac{\partial \hat{C}_{PE}}{\partial x} = \frac{L}{H} K_{PEW} \hat{C}_W \text{ at } X = 1; \quad \frac{\partial \hat{C}_W}{\partial x} = \frac{L}{H} \psi \frac{\partial \hat{C}_{PE}}{\partial x} \text{ at } X = 1; \quad \frac{\partial \hat{C}_W}{\partial x} = -\frac{s H}{\psi L} \hat{C}_W + \frac{1 H}{\psi L} \text{ at } X = 1 + \alpha \quad \text{Equations } 21 \quad \text{to } 24
  \]

The solutions found to satisfy both governing equations (Equations 19 and 20) and the first boundary condition (Equation 21) above:

\[
\hat{C}_{PE} = A \cosh(X \sqrt{s}) \quad \text{Equation } 25
\]
\[
\hat{C}_W = \frac{1}{s} + B \sinh \left( \sqrt{s} \psi (X - 1 - \alpha) \right) + C \cosh \left( \sqrt{s} \psi (X - 1 - \alpha) \right) \quad \text{Equation } 26
\]

Using the remaining 3 boundary conditions (Equations 22-24), we can calculate the values of A B and C:

\[
A = \frac{1}{s} \frac{K_{PEW} L}{\cosh(\sqrt{s}) - \sinh \sqrt{s} \frac{K_{PEW}}{\psi} \left[ 1 - \frac{\sqrt{s} H}{\psi} \coth \left( -\alpha \sqrt{s} H \right) \right]} \quad \text{Equation } 27
\]
\[
B = \frac{d \sinh \sqrt{s}}{L \sqrt{s} H} \left[ \frac{\psi L}{\sqrt{s} H} \coth \left( -\alpha \sqrt{s} H \right) \right] \quad \text{Equation } 28
\]
\[
C = -B \frac{\sqrt{s} H}{L \psi} \quad \text{Equation } 29
\]

Lastly, we plug (27) into (25) evaluate the average normalized concentration in the PE using:

\[
\tilde{M}_{PE} = \int_0^1 \hat{C}_{PE} \, dX \quad \text{Equation } 30
\]

Adjusting to absolute concentrations (as opposed to normalized) using Equation 9, we obtain the following expression in Laplace space for the concentration in PE:

\[
\hat{C}_{PE} = C_{PE} \left[ \frac{\frac{1}{s^2} \coth(\sqrt{s})}{\frac{K_{PEW} L}{\sqrt{s} H} \coth(\frac{\alpha \sqrt{s}}{\psi}) \left[ \frac{1}{H \sqrt{s} H} \coth \left( -\alpha \sqrt{s} H \right) \right]} \right] \quad \text{Equation } 31
\]

For evaluating the concentration in the water phases, we plug (28) and (29) into (26) and evaluate \( \hat{C}_W \) at \( X = 1 + \alpha \), the edge of the boundary layer:
\[ C_W = C_W^0 \left( \frac{1}{s} - \frac{1}{s^2} \right) \frac{K_{PEW}}{L} \frac{\coth(-\alpha \frac{\sqrt{s}}{\Psi})}{\coth(-\alpha \frac{\sqrt{s}}{\Psi})} \left[ \cosh(-\alpha \frac{\sqrt{s}}{\Psi}) \frac{L}{H} \psi \sinh(-\alpha \frac{\sqrt{s}}{\Psi}) \right] + \frac{1}{s^2} \frac{K_{PEW}}{L} \frac{\coth(-\alpha \frac{\sqrt{s}}{\Psi})}{\coth(-\alpha \frac{\sqrt{s}}{\Psi})} \left[ \cosh(-\alpha \frac{\sqrt{s}}{\Psi}) \frac{L}{H} \psi \sinh(-\alpha \frac{\sqrt{s}}{\Psi}) \right] \] (32)

Equations 31 and 32 cannot be inverted to time domain using inversion tables. Instead we use a numerical inversion algorithm in MATLAB invlap.m\(^1\), to find the corresponding mass of chemical in water and PE as function of time \( T \). A sample code to perform this operation is provided below (Code S1).

If the chemical is present only in the PE at time zero, the normalization of concentration in PE and water has to be done by dividing by \( C_P^0 \) (derivation not shown here). Following the same mathematical procedure, the concentration of chemical in PE and water in Laplace domain are given by:

\[ C_{PE} = C_{PE}^0 \left( \frac{1}{s} + \frac{1}{s^2} \right) \frac{1}{K_{PEW}} \frac{\coth(-\alpha \frac{\sqrt{s}}{\Psi})}{\coth(-\alpha \frac{\sqrt{s}}{\Psi})} \left[ \cosh(-\alpha \frac{\sqrt{s}}{\Psi}) \frac{L}{H} \psi \sinh(-\alpha \frac{\sqrt{s}}{\Psi}) \right] \] (33)

\[ C_W = -C_{PE}^0 \frac{L}{H} \frac{1}{s^2} \frac{1}{K_{PEW}} \frac{\coth(-\alpha \frac{\sqrt{s}}{\Psi})}{\coth(-\alpha \frac{\sqrt{s}}{\Psi})} \left[ \cosh(-\alpha \frac{\sqrt{s}}{\Psi}) \frac{L}{H} \psi \sinh(-\alpha \frac{\sqrt{s}}{\Psi}) \right] \] (34)

### 1.3. Late time approximation for finite bath solution.

The expressions for the evolution of the mass of compound inside of PE can be simplified by using the Laurent series approximations of the hyperbolic cotangent, mentioned previously, and those of hyperbolic sine and cosine:

\[ \cosh x = 1 + \frac{1}{2} x^2 - \frac{1}{24} x^4 + \frac{1}{720} x^6 - \frac{1}{40320} x^8 + \cdots \] (35)

\[ \sinh x = x + \frac{1}{6} x^3 + \frac{1}{120} x^5 + \frac{1}{5040} x^7 + \frac{1}{362880} x^9 + \cdots \] (36)

Using the first three terms of each series, and then neglecting the \( s^3 \) terms for small values of \( s \), we obtain the following expression for \( C_{PE}^\infty \):

\[ C_{PE}^\infty = \frac{L}{H} K_{PEW}^\gamma \left( \frac{1}{\alpha} + \frac{L}{H + K_{PEW}} \right) \frac{(1/\psi + \frac{3\alpha}{\gamma})}{(1/\psi)^2} \] (37)

Using inversion tables, find the following expression for \( C_{PE} \) in time domain:

\[ \frac{C_{PE}}{C_W^0} = \left[ \frac{1}{\alpha} + \frac{L}{H + K_{PEW}} \right] + \left( \frac{\alpha}{\Psi} \frac{K_{PEW}}{L} \right) e^{-\left( \frac{L}{H} \psi \right) / \alpha} \left( \frac{1}{\alpha} + \frac{L}{H + K_{PEW}} \right) \] (38)

where \( C_W^0 \) in this expression is the concentration at time zero in the water. Though rather complicated, this expression can be evaluated without Matlab. However, due to the complexity
of this expression, and the fact that it is an approximation, we recommend that the full solution should be used whenever possible.

1.4. Existing finite bath models

For convenience, we also reproduce here the solution for the diffusion of a chemical into a polymer sheet from a finite bath well mixed solution (Equation 4.37 in Crank, 1975, ref 2), in notation used above:

\[
\frac{C_{PE}}{C_{W}} = \frac{K_{PEW}}{1 + K_{PEW}} \left( 1 - \sum_{n=1}^{\infty} \frac{zH}{L_{K_{PEW}}} \left( \frac{H}{L_{K_{PEW}}} \right)^{n} e^{-\frac{D_{PEW} t}{L^2}} \right) \tag{39}
\]

where \(q_n\) are the roots of:

\[
\tan q_n = -\frac{H}{L_{K_{PEW}}} q_n \tag{40}
\]

Also reproduced here is the equation derived by Booij (2007, ref 3, Equation 7.39), for the uptake of chemicals into polymer sheets from finite bath solutions, given as a function of sampling rate (the volume of water per time cleared by the polymer), and keeping all other notations consistent:

\[
\frac{C_{PE}}{C_{W}} = \frac{K_{PEW}}{1 + K_{PEW}} \left( 1 - e^{-\frac{(1+K_{PEW})RST}{V_{S}K_{PEW}}} \right) \tag{41}
\]

Comparison of Equation 39 and 41 reveals that are both equal as \(t \to \infty\), but the rate of approach to equilibrium is different. Equation 39 has a pre-exponential factor that is system dependent (depends on \(q_n\) which depends on the phase ratio and the partition coefficient \(K\) according to Equation 40). In contrast, for Equation 41 the pre-exponential factor is 1, which means that the sampling rate equation \(1 - \exp(-kt)\) should not be used to determine sampling rates in membrane controlled regimes, as the fitted coefficients are not going to reflect the true membrane resistance (as it would if we were to fit Equation 39 instead).

1.5. Infinite bath solution

We can derive the corresponding infinite bath solution from the finite bath case by taking the limit as \(V_{W} \to \infty\). With an infinite water volume, Equation 6 becomes \(dC_{W}/dt = 0\), implying that the concentration in the water outside of the WBL does not change with time. Imposing that \(C_{W}\) does not change with time in infinite bath scenarios makes sense since the sampler typically does not have enough capacity to change the environmental concentration of target compounds or PRCs. All other governing equations (Equations 1-2), boundary conditions (3-5) and initial conditions (7-8) remain the same for infinite versus finite bath conditions. Thus, as the infinite bath is simply a particular case of the more general finite bath, we can derive the corresponding solutions from the finite bath solutions (Equations 31-34) by taking the limit as \(V_{W} \to \infty\). It follows then that, using Equation 33, the fractional PRC remaining in PE after a certain time is given by:
\[ f_{PRC} = \lim_{H \to \infty} \frac{C_{PE}}{C_{PRC}^{\infty}} = \lim_{H \to \infty} \left( \frac{1}{s} + \frac{1}{s^2} \frac{K_{PEW}}{\sqrt{\psi}} \frac{1}{\coth(-a \sqrt{\psi}) - \coth(\sqrt{s})} \right) \]

which leads to:

\[ f_{PRC} = \frac{1}{s} + \frac{1}{s^2} \frac{K_{PEW}}{\sqrt{\psi}} \frac{1}{\tanh(-a \sqrt{\psi}) - \coth(\sqrt{s})} \]

(43)

For target chemicals diffusing into PE (\( C_{target,PE}^{0} = 0 \) and \( C_{W,target} = C_{W,target}^{0} \)) the corresponding solution for the accumulation in PE can be obtained using Equation 31:

\[ f_{target} = \lim_{H \to \infty} \frac{C_{PE}}{C_{W}^{0} K_{PEW}} = \lim_{H \to \infty} \frac{1}{s^2} \frac{K_{PEW}}{\sqrt{\psi}} \frac{1}{\coth(\sqrt{s}) - \coth(-a \sqrt{\psi})} \]

(44)

\[ f_{target} = \frac{C_{PE}}{C_{PRC}^{\infty}} = \frac{1}{s^{3/2}} \frac{K_{PEW}}{\sqrt{\psi}} \frac{1}{\coth(\sqrt{s}) - \coth(-a \sqrt{\psi}) - \tanh(-a \sqrt{\psi})} \]

(45)

As expected the amount of PRC left in the PE is related to the amount of target diffused into the PE by (Laplace transform of 1 is 1/s):

\[ f_{target} = \frac{1}{s} - f_{PRC} \]

(46)

Also, for \( \alpha = 0 \) (no aqueous boundary layer) the solution for uptake into PE from infinite bath (Equation 45) is in agreement with Eq 2.52 (Crank, 1975, ref 2), the Laplace domain solution for diffusion in an plane sheet from an infinite bath, reproduced here in the notation used in the derivation above, and integrated across the membrane half thickness:

\[ f_{target} = \frac{1}{s^2 \coth(\sqrt{s})} \]

(47)

We note that one arrives at the same solution for the infinite bath by following through the steps outlined in SI.1 General Procedures, and starting with the governing equations, boundary and initial conditions outlined at the beginning of this sections.

Expressions 43 and 45 cannot be inverted to time domain using inversion tables. Instead we use a MATLAB numerical inversion algorithm invlap.m 1 to find the corresponding mass of PRC left in the PE as function of time T. A sample code to perform this operation is provided in Code S2.

1.6. Late time approximations for infinite bath solutions

The expressions for the evolution of the mass of compound inside of PE can be simplified by using the Laurent series approximations of the hyperbolic tangent and cotangent:

\[ \coth x = x^{-1} + \frac{1}{3} x - \frac{1}{45} x^3 + \frac{2}{945} x^5 - \frac{1}{4725} x^7 + \cdots \]

(48)

\[ \tanh x = x - \frac{1}{3} x^3 + \frac{2}{15} x^5 - \frac{17}{315} x^7 + \frac{69}{2835} x^9 + \cdots \]

(49)
Using the first three terms of each series we obtain the following expression for fraction of target taken up by PE:

\[ f_{target} = \frac{1}{s^4 \left( \frac{1}{3} \left( \frac{1}{3} \frac{1}{45} \frac{1}{3} \frac{1}{15} \right) \right)^2 - \left( \frac{1}{15} \frac{1}{3} \right)^2 s^8} \] .................................................. (50)

For small values of s, we can neglect \( s^3 \) and \( s^4 \) terms, and using inversion tables, find the following expression for \( C_{target} \):

\[ C_{target} = C_{target}^\infty \left( 1 - e^{-\frac{K_{PEW}L^2}{D_W} \frac{L^2}{3D_{PE}}} \right) \] .................................................. (51)

where \( C_{target} \) in this expression is the concentration of target analyte in the PE, integrated over the thickness of the sampler, and \( C_{target}^\infty \) is the concentration at equilibrium with the well mixed bath:

\[ C_{target}^\infty = C_{w} K_{PEW} \] ........................................................................................................ (52)

Similarly for the concentration of a PRC over time we obtain:

\[ C_{PRC} = C_{PRC}^0 e^{-\frac{K_{PEW}L^2}{D_W} \frac{L^2}{3D_{PE}}} \] .................................................. (53)

1.7. Existing infinite bath models

For comparison, the diffusion into a plane sheet from an infinite bath solution (Equation 4.42 from Crank, 1975, ref^2), is reproduced here for diffusion of a target compound into PE, and using the same notations as used in the derivation above:

\[ \frac{C_{target}}{C_{target}^\infty} = 1 - \sum_{n=0}^{\infty} \frac{8}{(2n+1)^2 \pi^2} e^{-\frac{D_{PE}(n+\frac{1}{2})^2 \pi^2 t}{L^2}} \] .................................................. (54)

For \( n = 0 \) the equation reduces to:

\[ C_{target} = C_{target}^\infty \left( 1 - \frac{8 \pi^2 t}{\pi^2} e^{-\frac{D_{PE} \pi^2 t}{L^2}} \right) \] .................................................. (55)

and Figure S13 shows that Equation 55 coincides with the full solution for timescales greater than 10% of the equilibration time.

A. Mass_Chem_Fin_Bath.m

% Laplace domain function for the concentration of a chemical in water in a PE/water finite bath
% IC = initial conditions 'p' (all chemical in polymer), w (all chemical in water) at t=0
% Phase = which concentration to evaluate w (Cw) and p (Cpolymer)
% L is the half thickness of the PE
% alpha = wbl/L, where wbl is the boundary layer thickness
% K12 is partitioning coefficient between phase 1 (polymer) and phase 2 (water)
% Y is ratio of diffusivities (D (water)/D(polymer))
% s is the Laplace parameter
% H=Vw/Ape, where Vw is the volume of water and Ape the area of PE
% F is the concentration of the chemical in the corresponding phase (P or W) normalized according to Equation 9 in supporting information

function F = Mass_Chem_Fin_Bath(s,IC,K12,Y,alpha,H,L,Phase);

arg=sqrt(s./Y).*(-alpha);

if IC == 'P' || IC == 'p'
    if Phase == 'P' || Phase == 'p'
        F=((1./s).^1.5).*1./(1-(K12./sqrt(Y)).*sqrt(s).*H.*coth(arg))./(coth(sqrt(s))).+1./s;
    else if Phase == 'W' || Phase == 'w'
        F=-((1./s).^1.5).*1./(1-(K12./sqrt(Y)).*sqrt(s).*H.*coth(arg))./(coth(sqrt(s))).*1./(cosh(arg)-sqrt(Y./s).*L./H.*sinh(arg));
    else display('Please enter W or PE for the phase of which concentration to evaluate');
        end
    end
else if IC == 'W' || IC == 'w'
    if Phase == 'P' || Phase == 'p'
        F=((1./s).^1.5).*1./(1-(K12./sqrt(Y)).*sqrt(s).*H.*coth(arg))./(coth(sqrt(s))).+1./s;
    else if Phase == 'W' || Phase == 'w'
        F=-((1./s).^1.5).*1./(1-(K12./sqrt(Y)).*sqrt(s).*H.*coth(arg))./(coth(sqrt(s))).*1./(cosh(arg)-sqrt(Y./s).*L./H.*sinh(arg));
    else display('Please enter W or PE for the phase of which concentration to evaluate');
        end
    end
end
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\[ F = K_{12} \cdot L \cdot H \cdot \left(1 / (\sqrt{S} \cdot \sqrt{A})\right) \cdot \sqrt{Y} \cdot \left(1 / (\sqrt{S} \cdot \sqrt{H})\right) \]

else if Phase == 'W' || Phase == 'W'

\[ F = \frac{1}{s} - \frac{K_{12} \cdot L \cdot H \cdot \left(1 / (\sqrt{S} \cdot \sqrt{H})\right)}{\cosh \left(\sqrt{Y} \cdot \sqrt{S} \cdot \sqrt{H}\right)} \cdot \frac{1}{\coth \left(\sqrt{S} \cdot \sqrt{H}\right)} \]

else disp('Please enter W or PE for the phase of which concentration to evaluate')

end

end

else disp('Please enter W or P for Initial condition variable, IC')

end

end

B. ModelScript_Fin_Bath.m

%ModelScript_Fin_Bath.m

%This script calculates the concentration of a chemicals over time in a
%PE-water system of finite, and known dimensions.
%This is an illustrative example with 5 compounds: PCB 28, 4,4 DDD, PCB 52, 4,4 DDE, PCB 153
%This calculation needs the function invlap.m which can be downloaded at
%www.cambridge.org/us/engineering/author/nellisandklein/downloads/invlap.m

clear all

%define inputs

time=10; % days
L=12.75*10^-4; %half thickness of polymer (cm)
wbl=25*10^-4; %boundary layer thickness (cm)
mpe=15; %mg
Vw=4000; %cm^3
IC='W'; %where is the chemical at T=0? 'P' polymer, 'W' water
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%define chemical properties
Comp_names={'4,4 DDD', 'PCB 28', 'PCB 47', '4,4 DDE', 'PCB 153'};
MW_array= [320 268.4 303.9 318 375];
Kpew_array= 10.^[4.86 5.22 5.57 5.76 6.77]; %from Hale et al. 2010 and Choi et al. 2013

%evaluate other needed quantities
Dw_array=(2.7*10^-4)./(MW_array.^0.71); %Diffusivity of compound in water (cm^2/s)
H=Vw./(mpe/0.95*1e-3/L); %cm
alpha=wbl/L;
%colors for plotting
linespec_array=[{'r','b','g','m','k'}]; %matlab linespecs
%generate a time vector based on duration of deployment (time)
t=0.0001:1:time; %days
%perform transport calculation on all congeners
for n=1:length(Comp_names)
    K12=Kpew_array(n);
    Y=(Dw_array(n)/Dpe_array(n));
    T=t*3600*24*Dpe_array(n)/(LA2);
    for i=1:length(t)
        Phase='w'; %which concentration to evaluate P for polymer, W for water phase
        M(i)=invlap('Mass_Chem_Fin_Bath', T(i),0,1e-9,IC,K12,Y,alpha,H,L,Phase); % invlap.m (2,3)
    end
%note this normalized concentration
% to calculate absolute concentration multiply by initial concentration in the units of the corresponding phase
%for example if Cw0=1 and one wants to evaluate CPE then CPE =M*Cw0*(Vw/VPE) or CPE =M*Cw0*H/L
end
%plot
plot(t,M,linespec_array(n))
hold on
end

A. Mass_PRC_Inf_Bath.m

% Laplace-domain expression for the mass of PRC chemical left in polymer an infinite water bath
% KPEW is the polymer water partitioning coefficient
% Y is ratio of diffusivities (D(water)/D(polymer))
% s is the Laplace parameter
% alpha = (wbl+L)/L, where wbl is the boundary layer thickness and L is
% the half thickness of the PE
% F is normalized concentration, C/C_PE^0

function F = Mass_PRC_Inf_Bath(s,KPEW, Y, alpha)
F = 1./s -(1./s).*(1./sqrt(s)).*(1./(-KPEW./sqrt(Y).*tanh(sqrt(s./Y).*(-alpha))+coth(sqrt(s))));

B. modelscript_Inf_Bath.m

%modelscript
This script calculates the fraction of PRC left and target accumulated over time when PE is deployed in water. This is an illustrative example with 5 compounds: PCB 28, 4,4 DDD, PCB 52, 4,4 DDE, PCB 153. This calculation needs the function invlap.m which can be downloaded at www.cambridge.org/us/engineering/author/nellisandklein/downloads/invlap.m.

clear all
%define inputs

time=35; % days
L=12.75*10^-4; % half thickness of polymer (cm)
wb=200*10^-4; % boundary layer thickness (cm)

% define chemical properties
Comp_names={'4,4 DDD', 'PCB 28', 'PCB 47', '4,4 DDE', 'PCB 153'};
MW_array=[320 268.4 303.9 318 375];
Kpew_array=10.^[4.86 5.22 5.57 5.76 6.77]; % from Hale et al. 2010 and Choi et al. 2013, in LW/LPE units

% evaluate other needed quantities
Dw_array=(2.7*10^-4)./(MW_array.^0.71); % Diffusivity of compound in water (cm^2/s)
alpha=wb/L;

% colors for plotting
linespec_array=['r' 'b' 'g' 'm' 'k']; % matlab linespecs

% generate a time vector based on duration of deployment (time)
t=0:1:time; % days

figure(1);
Transport_PRC=gca;
xlabel('Time(days)');
ylabel('Amount of PRC left in PE normalized to t=0 value, C/Co');
title(['Infinite Bath Model' ' wb = ',num2str(wb*10^-4) ' micrometers; ' ' PE thickness = ',num2str(2*L*10^-4),' micrometers; ' ' ...']);
xlim([0 time(end)])
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ylim([0 1]);
legend(Comp_names)
hold on

figure(2);
Transport_targets=gca;
xlabel('Time(days)');
ylabel(['Amount of target accumulated in PE normalized to equilibrium value, C/Cinf']);
title(['Infinite Bath Model' ' wbl = ',num2str(wbl*10^4), ',micrometers; ', 'PE thickness = ',num2str(2*L*10^4),',micrometers; ' ... ]);
xlim([0 time(end)]);
ylim([0 1]);
legend(Comp_names,'Location','Best')
hold on

%perform transport calculation on all compounds
for n=1:length(Comp_names)
    KPEW=Kpew_array(n);
    Y=Dwarray(n)/Dpe_array(n); % same as greek letter psi
    T=t*24*3600*Dpe_array(n)/(L^2); % nondimensional time T=t*Dpe/L^2
    for i=1:length(t)
        M(i)=invlap('MassPRCInf_Bath', T(i),0,1e-9,KPEW,Y,alpha); % invlap.m (2,3)
        MPRC(i)=M(i);
        % solution for amount of target accumulated is 1-MPRC
        % note that M is a normalized concentration: M_PRC = C_PRC/C_PRC0, and Mtarget= C/(C_W^0 KPEW)
        Mtarget(i)=1-M(i);
    end
% plot result of transport calculation for compound n
plot(Transport_PRC,t,MPRC,linespec_array(n))
plot(Transport_targets,t,Mtarget,linespec_array(n))
end
hold off
Table S1. Physico-chemical properties of various PCBs and DDTs used for fitting the uptake into PE data, with the finite bath model (Figure 3 in main text and Figure S4).

<table>
<thead>
<tr>
<th>Chemical</th>
<th>log $K_{PEW}$ ($L_w/kg_{PE}$)</th>
<th>log $D_{PE}$ (cm$^2$/s)</th>
<th>log $D_w$ (cm$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCB 8</td>
<td>4.6</td>
<td>-8.64</td>
<td>-5.24</td>
</tr>
<tr>
<td>PCB 18</td>
<td>4.84</td>
<td>-8.81</td>
<td>-5.28</td>
</tr>
<tr>
<td>PCB 28</td>
<td>5.26</td>
<td>-8.81</td>
<td>-5.28</td>
</tr>
<tr>
<td>PCB 44</td>
<td>5.37</td>
<td>-8.98</td>
<td>-5.32</td>
</tr>
<tr>
<td>PCB 52</td>
<td>5.43</td>
<td>-8.98</td>
<td>-5.32</td>
</tr>
<tr>
<td>PCB 66</td>
<td>5.94</td>
<td>-8.98</td>
<td>-5.32</td>
</tr>
<tr>
<td>PCB 77</td>
<td>5.79</td>
<td>-8.98</td>
<td>-5.32</td>
</tr>
<tr>
<td>PCB 101</td>
<td>6.19</td>
<td>-9.16</td>
<td>-5.36</td>
</tr>
<tr>
<td>PCB 105</td>
<td>6.36</td>
<td>-9.16</td>
<td>-5.36</td>
</tr>
<tr>
<td>PCB 118</td>
<td>6.42</td>
<td>-9.16</td>
<td>-5.36</td>
</tr>
<tr>
<td>PCB 126</td>
<td>6.6</td>
<td>-9.16</td>
<td>-5.36</td>
</tr>
<tr>
<td>PCB 128</td>
<td>6.52</td>
<td>-9.33</td>
<td>-5.39</td>
</tr>
<tr>
<td>PCB 138</td>
<td>6.66</td>
<td>-9.33</td>
<td>-5.39</td>
</tr>
<tr>
<td>PCB 153</td>
<td>6.81</td>
<td>-9.33</td>
<td>-5.39</td>
</tr>
<tr>
<td>PCB 170</td>
<td>7.05</td>
<td>-9.50</td>
<td>-5.41</td>
</tr>
<tr>
<td>PCB 180</td>
<td>7.2</td>
<td>-9.50</td>
<td>-5.41</td>
</tr>
<tr>
<td>PCB 187</td>
<td>7.12</td>
<td>-9.50</td>
<td>-5.41</td>
</tr>
<tr>
<td>2,4'-DDE</td>
<td>5.62</td>
<td>-9.31</td>
<td>-5.32</td>
</tr>
<tr>
<td>4,4'-DDE</td>
<td>5.77</td>
<td>-9.33</td>
<td>-5.32</td>
</tr>
<tr>
<td>2,4'-DDD</td>
<td>4.94</td>
<td>-9.36</td>
<td>-5.35</td>
</tr>
<tr>
<td>4,4'-DDD</td>
<td>4.89</td>
<td>-9.39</td>
<td>-5.35</td>
</tr>
<tr>
<td>2,4'-DDT</td>
<td>5.76</td>
<td>-9.59</td>
<td>-5.38</td>
</tr>
<tr>
<td>4,4'-DDT</td>
<td>5.59</td>
<td>-9.59</td>
<td>-5.38</td>
</tr>
</tbody>
</table>

1 $K_{PEW}$ values for PCBs, except PCB 126. For DDTs, we used the $K_{PEW}$ values from.

2 $-\log D_{PE} (cm^2/s) = 0.0145 \times V_m + 6.1$.

3 $D_w (cm^2/s) = (2.7 \times 10^{-4})/(MW^{0.71})$. 
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Figure S1. Model fit of the finite bath solution (main text Eq 7, inverted with Code S1) to the uptake data of phenanthrene (red) and pyrene (blue). The solid lines represent the fit with $\delta_{w,\text{phen}} = 210 \ \mu m$ and $\delta_{w,\text{pyr}} = 190 \ \mu m$. Other model parameters used were polymer half thickness $L_{PE} = 12.75 \ \mu m$, $m_{PE} = 0.03444 \ g$, $V_W = 0.580 \ L$, $0.91 \ g/cm^3$, $D_{PE,\text{phen}} = 10^{8.44} \ cm^2/s$, $D_{PE,\text{pyr}} = 10^{8.76} \ cm^2/s$, $K_{PEW,\text{phen}} = 10^{4.34} \ L/kg$ and $K_{PEW,\text{pyr}} = 10^{4.78} \ L/kg$. 
Figure S2. Finite bath model fits for sorption data of Adams et al. The model assuming a water boundary layer (blue lines, “this model”) fits the sorption profile (blue dots) more accurately than a model assuming only diffusion into PE from a finite stirred water bath (red dashed line, “Crank fit”, Equation SI 39) used by Adams et al.

Figure S3. Application of the finite bath model (main text Eq 12, inverted with SI 13) to the uptake data of naphthalene (left), phenanthrene (middle) and benz(a)anthracene(right) into POM (referred to as just P in the figure) from a mixed aqueous solution, obtained by Hong and Luthy. The solid lines represent the fit with $\delta_{W} = 250 \mu m$ and dashed black lines with $\delta_{W} = 0 \mu m$ (essentially membrane-only solution given in Crank Equation SI 39). Other model parameters used were polymer half thickness $L_{POM} = 260 \mu m$, $m_{POM} = 0.5 g$, $V_{W} = 0.25 L$, $p_{POM} = 1.38 g/cm^3$. The presence of a boundary layer significantly improved the fit of benz(a)anthracene, for which no value of polymer diffusivity could capture the distinct uptake profile. The WBL-controlled uptake curve of benz(a)anthracene is also consistent with an exponential approach to equilibrium similar to those in Figures 1 and 4A. In contrast, the addition of an aqueous boundary layer did not change the uptake of naphthalene. Phenanthrene uptake appears to be controlled by both membrane and aqueous boundary layer, but more significantly by the membrane.
Figure S4. Best fit boundary layer thicknesses from finite bath sorption experiments versus molecular weight for 6 DDTs (no fill) and 17 PCBs (fill). The exponent of the fit is -0.42 (95% CI -0.66, -0.18), which is consistent with empirically derived values of -0.23 from studies on transport across benthic boundary layers (see main text).

\[ y = 228x^{-0.42} \]
\[ R^2 = 0.38 \]

Figure S5. Residual of exponential fit as a function of \( K_{PEW} \). The regressions of Equation 1 from the main text were done on uptake curves of numerous chemicals into a 100 \( \mu \)m PE produced using numerical inversion on Eq 5 (infinite bath uptake into PE, main text) for two boundary layer thicknesses 10 (red circles) and 500 \( \mu \)m (blue squares). Residuals of the best fit exponentials of the full solution (main text Equation 8, with Code S2) are higher for compounds with lower \( K_{PEW} \) and in turbulent conditions (i.e. smaller boundary layers).
Figure S6. Ratio of exponential approximation coefficient (Equation 12 in main text) over best fit coefficient of the regression of Eq 1 ($k_{EA}/k_{fit}$) to the uptake profiles of numerous chemicals as function of $K_{PEW}$, and assuming two boundary layer thicknesses 10 (red circles) and 500 μm (blue squares). The average $k_{EA}/k_{fit}$ ratio was 0.9993 ± 0.0030 for 10 μm aqueous boundary layer, and 0.9998 ± 0.0008 for 500 μm. The exponential approximation (Equation 10 main text) and the sampling rate model (Equation 1) are essentially the same, when Equation 1 is fitted to the entire uptake profile.

Figure S7 Ratio of predicted to actual concentrations obtained when estimating concentration at equilibrium of various HOCs by assuming exponential approach to equilibrium for PRC whose transfer is partially (naphthalene) or fully membrane (endosulfan-sulfate) controlled. Simulations were performed for various deployment times as noted in the legends. The purpose of this exercise was to investigate errors incurred when extrapolating from small, fast exchanging PRCs.
to hydrophobic chemicals, while assuming the transfer of PRCs and targets were both governed by Equation 1 of main text.

Figure S8. Boundary layer thickness based on fraction of seven PRCs (PCBs – filled, DDTs – empty squares) remaining at 10 days (A) and 30 days (B) in 25 μm PE and one PRC (13C 4,4’ DDE) in 10 μm PE (dotted square). The fitted line is based on all PRCs, except 13C PCB 111 (triangle), which was considered an outlier. Error bars represent error propagation of one standard deviation in PRC concentrations in pre-deployment PE and instrumental error. For the 10 day deployment the exponent of the fit was \(-2.03 \pm 0.60\) (p<0.05, N=7), but if we perform the fit without the last point (13C PCB 153 was lost only 5%), we obtain an exponent of -1.01, which is no longer statistically significant (p = 0.075).

Figure S9. Sampling rate as a function of molecular weight (left) and K_{PEW} (right) deduced from dissipation of PRCs from field deployed PE.
Figure S10. Example of non-linear least squares fit, following the method of Booij and Smedes\textsuperscript{11} for determining the best fit sampling rate using all the measured PRC data from 10 day (left) and 30 day (right) deployment.

Figure S11. Fractional equilibration of various compounds calculated using sampling rate approach with NLS regression of Booij and Smedes\textsuperscript{11} (grey fill), and using the boundary layer model (white fill) for the two deployment times 10 days (slanted stripes) and 30 days (horizontal stripes).
Figure S12. PE/water equilibration time for seven chemicals with $K_{PEW}$ ranging from 4.1 to 6.8 as a function of (A) PE thickness in a well stirred system ($t_{95\%}$ 0.08-0.2 hours for 10 μm PE and 1.5-2 hours for 100 μm PE). (B) phase ratio in a well stirred system and 10 μm PE ($t_{95\%}$ 0.08-0.2 hours for 50 mg PE/40 mL water, 2-11 hours for 50 mg PE/4000 mL water) (C) stirring conditions for a 25 μm PE ($t_{95\%}$ 0.1 to 0.3 hours in well stirred conditions versus 2-4 hours for gently stirred and 8-9 hours assuming $\delta$ =500 μm “static” conditions). (D) diffusivity in polymer relative to diffusivity in PE ($t_{95\%}$ appears to be fairly independent of the value of diffusivity in PE over 2 orders of magnitude: $0.1 - 10$ times the $D_{PE}$ values calculated based on molar volume with the relationship from Lohmann\(^7\)). In all four panels, the parameters needed to run the model (PE and $\delta$ thicknesses, mass of PE and volume of water) are displayed above each panel.
Figure S13. Comparison of various uptake models applied to endosulfan sulfate, a membrane controlled chemical. Solid black line is the full solution (Eq 8 with Code S2 inversion), the red blue green dotted-dashed lines are the Crank solutions for diffusion in a plane membrane from a solution of constant concentration and infinite volume \(^2\) (Eq 4.42, also reproduced as Eq 54 in Text S1, and using \(n\), defined in Equation 54, of \(n=0\), \(n=1\) and \(n=2\), respectively). For times greater than 1% of the equilibration time, the Crank solution with \(n=2\) (corresponding to 3 terms in the sum of exponentials of Eq 54) gives suitable agreement with the full solution for times greater than 1% of the equilibration time, whereas \(n=0\) (only one exponential term) holds for times greater than 10% of the equilibration time. Dashed line is the exponential approximation developed in the main text (Equation 10), but as stated in the text and evidenced in the figure, it is not applicable to membrane-controlled chemicals.
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Abstract

Hydrophobic organic chemicals (HOCs) are often present in contaminated sediments as complex mixtures. Although current risk assessment procedures focus on priority pollutants like PAHs or PCBs, HOCs in general are known to cause narcosis toxicity in an additive fashion by partitioning into, and disrupting the function of, membrane lipids. Thus, accurate evaluations of the hazards associated with such sediments must take into account the cumulative effects of all HOCs. In this paper, we implement a methodology that we recently developed (Chapter 3) for estimating the concentration of HOCs in the lipids of organisms exposed to contaminated sediments, which combines the use of polyethylene (PE) passive samplers and comprehensive two dimensional gas chromatography, coupled with flame ionization detector (GC $\times$ GC - FID). In this methodology, GC $\times$ GC - FID analysis is used to quantify the mixture components, as well as estimate their respective concentration in the lipids of an exposed organism at equilibrium with the sediment. We applied this methodology to sediments containing various amounts of PAHs, unresolved complex mixtures (UCM), as well as other HOCs, and compared the results against the results of a novel PE-based passive dosing toxicity protocol with *Daphnia magna*. Body burdens calculated using GC $\times$ GC-FID analysis were in good agreement with the measured baseline toxicity. *Daphnia magna* immobilization was observed when GC $\times$ GC-estimated body burdens exceeded the baseline toxicity threshold of 0.01 g/glipid. However, the toxicity in the passive dosing tests appeared to be driven largely by the more polar components of the HOC mixtures, such as PAHs. According to their GC $\times$ GC retention behavior, these polar constituents partitioned more favorably into lipids over polyethylene, and were thus responsible for most of the HOC body burden. However, the observed toxicity was poorly predicted when only the EPA 16 PAHs were considered, particularly in sediments with coal tar derived contamination.
5.1. Introduction

Baseline toxicity, also known as narcosis toxicity, has been identified as a hazard for aquatic life.\(^1,2\) Due to their affinity for membrane lipids, various hydrophobic organic chemicals (HOCs) have been linked to this kind of toxicity.\(^1,3,4\) Narcosis toxicity is also believed to be additive,\(^5,6\) which is a concern because HOC mixtures are very common in sediments. Many industrial chemical products like fuels, lubricants and pesticides are complex mixtures made up of tens to hundreds of components (e.g., Aroclors, fuels, toxaphene). In addition, physical, chemical and biological processes can further alter the composition of such mixtures upon their release in the environment. For example, the weathering of petroleum (which can originate from natural seeps as well as anthropogenic sources) forms a mixture of recalcitrant hydrocarbons, which is also known as the unresolved complex mixture (UCM). The UCM is ubiquitous in the environment, and although its composition has not been fully elucidated, many of its components have been linked to acute or chronic toxicity.\(^7,9\)

Although mixtures are common, regulatory standards and toxicity tests tend to focus on individual chemicals (i.e. priority pollutants).\(^10,11\) For example, polycyclic aromatic hydrocarbons (PAHs) are routinely monitored in sediments, even though PAHs can be only a small portion of the total hydrocarbons or other HOCs present at a site.\(^12\) In contrast, complex mixtures of other nonpolar pollutants have been linked to impaired mussel health\(^13-15\) and decreases in abundance of oceanic phytoplankton.\(^16\) Moreover, regulatory guidelines focus on a subset of PAHs (specifically a set of 16 PAHs which are among 127 priority pollutants identified by the US Environmental Protection Agency (US EPA)), but depending on the source of contamination, other PAH isomers and methylated derivatives can contribute to toxicity via cumulative effects. For example, in sediments collected from manufactured gas plant sites, alkylated PAHs accounted for more than 60% of the total PAHs both in concentration and observed toxicity.\(^17\) Similarly, over 90% of toxicity of diesel fuel and crude oil has been attributed to alkylated PAHs.\(^17\)

Narcosis effects are additive based on toxicity units\(^18\) (ratio of concentration to LC50) or body burdens,\(^6\) but it is worth noting that chemicals for which individual dose response relationships cannot be derived, can still contribute to cumulative toxicity effects. Recent studies
have shown that even at their solubility limits, some HOCs cannot exert acute toxicity, but they do contribute significantly to cumulative toxicity when they are part of a mixture.\textsuperscript{19-22} For PAHs with low solubility such as anthracene and chrysene, the corresponding body burdens at equilibrium with a saturated PAH solution (30 and 10 µmol/g lipid, respectively), are below the narcosis threshold (40-160 µmol/g lipid).\textsuperscript{2, 5} The threshold is exceeded if both chemicals are present at solubility and as a result, the two chemicals are only toxic when they form a mixture. The toxicities of anthracene and chrysene can also be understood in terms of chemical activities (defined as the ratio of dissolved concentration to a reference concentration, taken here to be the solubility of the pure liquid or that of a hypothetical subcooled liquid for solids). Toxicity is expected to occur when the sum of chemical activities exceeds \(~0.01\).\textsuperscript{23, 24} For compounds with melting points higher than 200 °C (and consequently, high energy costs associated with crystal dissolution),\textsuperscript{25} the maximum chemical activity they can reach at saturation (0.005 and 0.01 for anthracene and chrysene, respectively) is below or very close to the narcosis threshold.\textsuperscript{22} This implies that there may be HOCs which do not exert acute toxicity when tested individually in the laboratory, but which could contribute to cumulative toxic effects when they are part of an environmental mixture.

The toxicity of HOCs in sediments is further complicated by the presence of sorptive phases such as organic and black carbon, which partially sequester and reduce the bioavailability of HOCs.\textsuperscript{26-28} Traditionally, bulk total petroleum hydrocarbons (TPH) measurements have been used for evaluation of petroleum contaminated sediments.\textsuperscript{29} However, TPH measurements in sediments are subject to interferences from biological carbon\textsuperscript{29} and the results can vary with the methodology used (gravimetric, gas chromatography, or spectroscopy measurements).\textsuperscript{29} In addition, TPH concentrations offer little information about the bioavailability of various mixture components; instead, because toxicity and bioaccumulation are driven by the chemical activity in sediments, the toxicity and bioaccumulation associated with petroleum-contaminated sediments were better explained by freely dissolved concentrations which were either estimated from equilibrium partition models\textsuperscript{30} or measured directly.\textsuperscript{31} For both petroleum hydrocarbons\textsuperscript{31} and other nonpolar contaminants (Greenberg et al.\textsuperscript{32} and references within), passive sampling has proven to be a useful tool for measuring freely dissolved concentrations.
Thus, in order to address the potential for cumulative toxicity of HOC mixtures a better approach is needed which (1) is based on freely dissolved as opposed to bulk concentrations and (2) takes into account the contributions of all HOCs present. To this end, we have recently developed methods for estimating concentrations of various HOCs in the lipids of exposed organisms from corresponding concentrations in passive samplers equilibrated with sediments (Chapters 2 and 3). By making use of comprehensive two dimensional gas chromatography (GC × GC) retention times for evaluating partition coefficients between polyethylene (PE) passive sampler ($K_{PEW}$) and water as well as between membrane lipids and water ($K_{PLW}$), we can use an analytical method to both quantify the concentration and estimate the baseline toxicity of HOCs. Coupled with a flame ionization detector, which has a relatively constant response factor for hydrocarbons, this approach is particularly useful for UCMs because it enables estimation of mixture toxicity without identification of each UCM component. The baseline toxicity can then be estimated by comparing the GC × GC derived lipid load against the critical body burden for narcosis mentioned before (8 - 40 mg/g lipid, assuming an average molecular weight of 200 g/mol).

The objective of this work was to compare the cumulative HOC toxicity in sediments, estimated based on GC × GC and passive sampling measurements, against experimental determinations of acute toxicity. The acute toxicity was measured using a novel PE-based passive dosing protocol developed for assessing toxicity of environmental HOC mixtures. In passive dosing, polymer films are used as the source of the test chemical in a toxicity test and in our toxicity assays, the PE equilibrated with contaminated sediment was used to establish the chemical dose. Compared to other sediment toxicity tests, passive dosing-mediated toxicity tests were chosen because they are more likely to reflect toxicity due to HOCs, as opposed to metals and/or other inorganic porewater constituents such as ammonia. The polymer also acts to buffer losses of test chemical to the walls or the air-water interface, as well as losses due to degradation or uptake by test organisms. For example, for HOCs with $K_{ow} > 10^5$, uptake by test organisms can significantly change the dose in a test system (e.g., at a loading of 0.5 g wet weight organisms/L, aqueous concentration reduced by factor of two for $K_{ow}$ of 10^5 and six for $K_{ow} \sim 10^6$). Thus far, passive dosing has been applied successfully towards understanding the acute toxicity of PAH mixtures on the water flea Daphnia magna, the benthic amphipods,
Orchomonella pinguis and Corophium volutator,\textsuperscript{22} as well as the brine shrimp, Artemia franciscana,\textsuperscript{34} but also for in-vitro studies.\textsuperscript{37}

The first goal of this study was to implement a PE-based passive dosing protocol for evaluation of narcosis toxicity of environmental HOCs mixtures. In order to validate the PE-based passive dosing protocol, we used the protocol to characterize the dose response curve of two test chemicals, phenanthrene and 1,3,5 trichlorobenzene. Both of these chemicals were selected because they are (1) known to cause baseline toxicity and (2) their toxicity towards Daphnia magna has been previously studied. In addition, phenanthrene can be easily measured in water with fluorescence spectroscopy, which allowed us to investigate the kinetics of PE/water exchange. Since our ultimate goal was to use passive sampling to test the toxicity of mixtures, we tested the passive dosing protocol on mixtures of PAHs, and in particular mixtures of anthracene and benzo[a]pyrene. These two chemicals were chosen as test chemicals because in previous studies they have been identified as chemicals that are not toxic by themselves but become toxic when tested as a mixture.\textsuperscript{19} Lastly, since petroleum derived hydrocarbon mixtures often contain saturated compounds as well as aromatic ones, we used the passive dosing protocol to measure the toxicity of octadecane. Altogether, these five test chemicals were chosen because they are solids at room temperature, which means that they can be easily loaded into PE at saturation (see Section 5.2.2). In addition, phenanthrene, anthracene and benzo[a]pyrene are well known environmental contaminants (part of the 16 PAHs on the US EPA priority pollutants list).

The second goal was to compare the observed toxicity of HOC mixtures against GC × GC and passive sampler-based estimations of body burdens and toxicities For that, we applied the passive dosing protocol to test PE equilibrated with various contaminated sediments containing a diverse distribution of PAHs, UCM and other HOCs. In parallel, GC × GC – FID analysis of the PE equilibrated with sediment was used to estimate the cumulative body burdens of HOCs and the potential for baseline toxicity. Our working hypothesis was that the presence of other HOCs could lead to toxicities that are greater than it would be expected based only on the cumulative toxicity of the priority pollutants, which in the sediments we used were mainly PAHs. To test this hypothesis, we selected a set of sediments that contained both PAHs and UCMs in various proportions. We note that thus far, numerous studies have proposed the idea that UCM hydrocarbons present in sediments could contribute to cumulative toxicity,\textsuperscript{14,38} but very few
studies have attempted to test these compounds at levels, and as part of mixtures, that mimic those found in the environment. The passive dosing procedures developed and implemented in this study offer an opportunity to study not only acute effects (as was done in this work) but also long term chronic effects of diverse sets of HOCs and their mixtures.

5.2. Materials and Methods

All solvents used in this study were purchased from VWR (JT Baker Ultraresi-analyzed). Store bought spring water was used for the toxicity tests and *Daphnia magna* culture media, while Mili-Q water was used for all other experiments. The Mili-Q water was passed through ion exchange and activated carbon system (Aries Vapronics, Rockland, MA), and exposed to UV in a TOC reduction unit (Aquafine Corporation, Valencia, CA). Neat chemicals were obtained from Sigma-Aldrich, Saint Louis, MO (phenanthrene, anthracene, 1,3,5-trichlorobenzene, benzo[a]pyrene, octadecane, 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) lipids), Johnson Matthey Electronics, Spokane, WA (*n*-tetradecylbenzene), AccuStandard, New Haven, CT (1,2,3,4-tetrachloronaphthalene), Mallinckrodt (calcium chloride, sodium azide). PAH standards (EPA 16 PAHs, US 106-N) and mixtures of deuterated PAHs used as internal standards were obtained from Ultra Scientific, N. Kingstown, RI. We also used polyethylene of two different thicknesses, 100 μm (4 mil Film-Gard Plastic Sheeting, Carlisle Plastics, Minneapolis, MN) and 25.4 μm (1 mil Film-Gard© Plastic Drop Cloth, Covalence Plastics, Minneapolis, MN). The 100 μm PE was equilibrated with sediment and used in toxicity tests, while the 25 μm PE was used in a lipid-PE partitioning experiment.

5.2.1. *Daphnia magna* culture

*Daphnia magna* cultures were obtained from Carolina Biological Supply Company (Burlington, NC) and from Aquatic Research Organisms (Hampton, NH). Upon receiving, the cultures were acclimated to conditions in our laboratory (20-21 °C), and transferred to open glass containers (with areas at least 10 times larger than the depth to allow for oxygen exchange). The cultures flasks were not aerated and were kept in a chamber with a 12:12 light dark cycle. Neonates were transferred to different culture containers and were used for toxicity assay after 10 days. The tests were attempted with juvenile *Daphnia magna*, but we obtained poor survival in the controls due to the smaller individuals getting trapped between the PE and walls of the
flasks. Every 3 d, the water was changed with fresh spring water and fresh food (dissolved yeast) was added to all culture containers. The dissolved oxygen was measured in the spring water (8.2 mg/L), culture containers (7.7 mg/L) and during the passive dosing tests (5.6 – 7.7 mg/L, see below).

5.2.2. PE loading with chemicals.

For use in kinetics experiments and passive dosing tests, 100 µm PE pieces were loaded with individual chemicals at saturation from a methanol solution, according to a procedure adapted from Smith et al. Excess amounts of phenanthrene, anthracene and benzo[a]pyrene were placed in a 50 mL ground-glass stoppered flask to which methanol and PE (~ 5-10 × 350 mg pieces) were added. The loading flasks were wrapped in foil and placed on a shaker table at 100 rpm and agitated for 72 h. Saturation was confirmed by presence of crystals at the bottom of the flask. The PE was then removed, wiped thoroughly and rinsed with Milli-Q water. To ensure desorption of any residual methanol, the wiped PE pieces were placed in another container with Milli-Q water and placed on the shaker table overnight. Finally, the PE pieces were removed and placed in water in a foil-wrapped storage flask until used.

For 1,3,5-trichlorobenzene (1,3,5-TCB) and phenanthrene, various concentrations were needed to establish a dose response curve, and this was achieved by dilutions with clean PE. Pieces of loaded and clean PE (in ratios of 1:5, 1:3, 1:1 and 3:1 for phenanthrene and 1:6.5, 1:4, 1:2 for 1,3,5-TCB) were weighed, added to 20 mL toxicity test vials with water, and shaken on the orbital shaker table for several days. After equilibration, which for phenanthrene, was determined by measuring the aqueous concentration according to procedures in the next section, the vials were used for toxicity assay (see 5.2.5).

5.2.3. Characterization of PE-water equilibration timescales in static conditions.

Five pieces of 100 µm PE (360 ± 10 mg) loaded with phenanthrene at saturation, were each placed in a 20 mL vial. The PE and vials were identical to the ones used in the passive dosing protocol. A volume of 20 mL of water was added to each vial, and one vial was sacrificed after 20 min, 45 min, 90 min, 3 hr, and 18 hr. The aqueous concentration of phenanthrene in the sacrificed vial was measured using a 1:5 dilution and synchronous fluorescence signal at 292 nm (Perkin Elmer LS-50 spectrophotometer operated at scan range 270 – 350 nm, at a scan speed of
500 nm/min, and excitation and emission slits set at 4 nm). The equilibrium aqueous concentration of phenanthrene was then measured in each vial after 24 hrs.

5.2.4. Determination of chemical concentrations in PE

PE concentrations of phenanthrene, octadecane and 1,3,5-TCB were determined by placing 5-10 mg of loaded PE into an amber vial and adding 4 mL of hexane. The concentration of the extract was determined using a Carlo Erba HRGC 5300 Mega Series, equipped with 30 m DB-5 MS column (0.25 μm film thickness, 0.25 mm diameter, Agilent Technologies, Santa Clara, CA) and operated with a helium carrier gas flow of 3 mL/min. Manual injections of 1 μL were performed directly on column with the oven initially set at 70 °C, programmed to 275 °C at 25 °C/min, and finally held at 275 °C for 2 min. The FID detector was set at 275 °C. This temperature program was suitable for analysis of 1,3,5-TCB in under 5 minutes, and for analysis of octadecane and phenanthrene in ~10 minutes. For determination of PE concentration of benzo[a]pyrene, the PE was extracted with a known volume of methanol, and the concentration of benzo[a]pyrene in the extract was quantified with synchronous fluorescence at 261.9 nm (scan range 200-300 nm, excitation and emission slits at 5 nm, scan speed of 500 nm/min, and a wavelength difference of 143 nm). For all chemicals discussed in this section, calibration curves of at least 3 standards were analyzed with the samples, and the response remained linear across the range of interest (5-20 μg/L for benzo[a]pyrene, 11-110 mg/L for 1,3,5-TCB and octadecane, 0.8-2.5 mg/L for phenanthrene).

5.2.5. Passive dosing protocol.

All passive dosing toxicity tests (with PE loaded with chemicals, mixtures and with PE equilibrated with contaminated sediment), were performed in clear 20 mL vials with ~300 mg of PE (4.3 x 7.9 cm) wrapped around the walls of the vial, leading to ~1 cm overlap. The contaminated PE was pre-equilibrated with ~18 mL spring water in the test vials by overnight agitation on the shaker table. During this step, the vials were covered with foil to prevent exposure to light. The toxicity tests were then performed in triplicates with 10-15 adult Daphnia magna individuals per vial. PE-water and water-only controls were performed in parallel and also in triplicates, and results were discarded if the average survival in either control was below 80%. After 48 hr, the Daphnia magna individuals were counted if active when the test vial was gently shaken. For PE equilibrated with contaminated sediment, the toxicity assay was repeated
with a 3 d pre-equilibration time. The dose response curves were fit with a sigmoidal concentration-response curve:

\[ R = \frac{R_{\text{control}}}{1 + 10^{(\log EC50 - x)Hill \ slope}} \]  

(5.1)

where \( R \) and \( R_{\text{control}} \) are the responses (% \textit{Daphnia magna} immobilized) in the test and control flask, respectively, EC50 is the effective concentration (or effective chemical activity, Ea50) producing 50% of the response, \( x \) is the \( \log_{10} \) of concentration (or chemical activity) and the Hill slope is a fitted parameter determined by the steepness of the curve.

5.2.6. Characterization of exposure

Exposure during toxicity assays was described either in terms of measured aqueous concentration or chemical activity, which is given by:

\[ a = \frac{C_{i,w}}{C_{i,w}^{\text{sat}}(L)} \]  

(5.2)

where \( C_{i,w} \) is the aqueous concentration and \( C_{i,w}^{\text{sat}}(L) \) is the concentration of the water at equilibrium with the pure liquid (or hypothetical subcooled liquid if the compound is a solid at the temperature of interest). At equilibrium, the chemical activity of a compound is equal in all phases (i.e. methanol, water, lipid or PE). Therefore, the exposure of \textit{Daphnia magna} to PE loaded at saturation can be described by the maximum activity \( (a_{\text{max}}) \) that the chemical can reach in a saturated solution. The value of \( a_{\text{max}} \) can be calculated based on the compound’s melting point \( (T_m) \) and its entropy of fusion at its melting point, \( A_{\text{fus}}S \):

\[ a_{\text{max}} = e^{-\left(\frac{A_{\text{fus}}S(T_m)}{R} - 1\right)} \]  

(5.3)

where \( R \) is the gas constant (8.31 J/mol K) and \( T \) is the room temperature (298 K). The entropy of fusion was calculated for each chemical based on its number of torsional bonds and the rotation symmetry number as described in Schwarzenbach et al., and the calculated \( a_{\text{max}} \) values are listed in Table 5.1.

For establishing a baseline toxicity dose response curve in terms of concentrations in the lipids (which was needed for evaluating the toxicity based on GC × GC-derived lipid loads), we assumed that the \textit{Daphnia magna} was in chemical equilibrium with the passive dosing PE. Then,
the corresponding concentration in the lipid \( C_{lipid} \) was calculated either from the measured aqueous concentration \( C_w \) or the measured PE concentration \( C_{PE} \) according to the following formula:

\[
C_{lipid} = C_w K_{PLW} = \frac{C_{PE}K_{PLW}}{K_{PEW}}
\]

(5.4)

where \( K_{PLW} \) and \( K_{PEW} \) the phospholipid-water and PE-water partition coefficients (Table 5.1).

5.2.7. PE equilibration with test sediments

PE-sediment equilibrations were performed in 2 L or 4 L jars, loaded with at least 1.6 kg of wet sediment and 3×~350 mg pieces of 100 μm thick PE. The jars with sediment and PE were placed on a roller table for 1 mo at room temperature, and to each sediment jar sufficient water (~500 mL) was added to ensure that the sediment was continuously moving when rolled. Seven test sediments were employed to reflect various patterns of HOC contamination. The sediments were either freshly collected (Island End, Chelsea, MA, two sections: surface 0-7 cm, and deep 7-14 cm) or archived samples from previous research projects. As mentioned in Chapter 3, Island End was chosen because it contained historical coal tar contamination, which was distinctly visible in the deep sediment. Two sediment samples previously collected from Tabbs Bay, TX were chosen because they contained little PAH contamination but a predominant UCM signal derived from oil field produced water discharge. Additionally, two sediment samples, C1800 and 303.1, previously collected from Lauritzen Channel in Richmond Harbor, Richmond, CA were also used. Though C1800 sediment comes from a Superfund site undergoing remediation due to contamination with DDT and dieldrin (caused by on-shore pesticide packing and shipping activities until 1966), the sediment also contained a significant PAH signal along with a late-eluting UCM (see also Chapter 3). Lastly, two reference sediments were included (Maneer, a reference site for Tabbs Bay and 303.1, the reference sediment for C1800). These reference sediments were not expected to have toxicity, thus serving as a sediment control (in addition to water and PE-water controls).
Table 5.1. Tabulated properties of various test compounds and measured concentrations at saturation in PE and in pure water (salinity $= 0$) equilibrated with PE at 21 °C.

<table>
<thead>
<tr>
<th>Compound</th>
<th>MW (g/mol)</th>
<th>V (cm$^3$/mol)</th>
<th>$C_w^{sat}$ (µg/L)</th>
<th>log $K_{OW}^a$</th>
<th>log $K_{PEW}^b$</th>
<th>log $K_{PLW}^c$</th>
<th>$T_m$ (°C)</th>
<th>$a_{max}^d$</th>
<th>Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>phenanthrene</td>
<td>178</td>
<td>158</td>
<td>1100</td>
<td>4.6</td>
<td>4.2</td>
<td>5.0</td>
<td>101</td>
<td>0.16</td>
<td>1020 ± 40 (N=6)</td>
</tr>
<tr>
<td>anthracene</td>
<td>178</td>
<td>158</td>
<td>45</td>
<td>4.7</td>
<td>4.3</td>
<td>5.2</td>
<td>216</td>
<td>0.01</td>
<td>0.75 (N=1) 93 ± 1 (N=6)</td>
</tr>
<tr>
<td>benzo[a]pyrene</td>
<td>252</td>
<td>196</td>
<td>1.8</td>
<td>6.1</td>
<td>6.4</td>
<td>7.2</td>
<td>176</td>
<td>0.03</td>
<td>0.94 ± 0.01 (N=2)</td>
</tr>
<tr>
<td>n-octadecane</td>
<td>254</td>
<td>326</td>
<td>0.01$^e$-0.1$^f$</td>
<td>9.8$^g$</td>
<td>9.6, 10.0$^h$</td>
<td>10.0$^i$</td>
<td>28</td>
<td>0.56</td>
<td>44 ± 5 (N=6)</td>
</tr>
<tr>
<td>1,3,5-TCB</td>
<td>181.5</td>
<td>125</td>
<td>5400</td>
<td>4.2</td>
<td>3.6, 4.1$^b$</td>
<td>4.2$^i$</td>
<td>64</td>
<td>0.37</td>
<td>31 ± 5 (N=3)</td>
</tr>
</tbody>
</table>

$^a$ Schwarzenbach et al.$^{25}$ unless otherwise noted

$^b$ Chapter 3, Table S1 unless otherwise noted

$^c$ from Endo et al.$^{39}$

$^d$ calculated using Equation 5.3

$^e$ estimated from fragment contributions$^{40}$

$^f$ estimated using $K_{OW}$ regression$^{40}$

$^g$ estimated from KOWWIN v1.67$^{40}$

$^h$ estimated using $K_{OW}$ regressions$^{41}$

$^i$ estimated using $K_{OW}$ regression$^{39}$
5.2.8. **PE extraction and HOC quantification**

PE equilibrated with sediment was spiked with surrogate standards (d₈-acenaphthene, m-terphenyl, d₁₂-perylene) and extracted three times with dichloromethane. A combined sample made of cuttings from each of the three 100 µm PE pieces used in the toxicity assays (total of ~80-100 mg) was extracted. The same procedure was repeated after the three pieces of PE were used in the passive dosing experiments, to confirm that the concentration of HOCs remained the same. Finally, the combined extracts were concentrated to 100-500 µL and spiked with injection compounds (d₁₀-anthracene, d₁₀-fluoranthene, d₁₂-benz[a]anthracene) prior to analysis on the GC x GC.

5.2.9. **GC x GC-FID analysis and data processing**

Extracts of 100 µm PE from before and after *Daphnia magna* tests were analyzed on GC x GC-FID. The analysis was performed on an Agilent 7890 GC-FID system, with a dual stage cryogenic modulator (Leco, Saint Joseph, MI). The injections were performed in splitless mode at 300 °C and the H₂ carrier gas flow was maintained at 1 mL/min throughout the run. The first dimension separation was performed on a Rxi-MS column (60 m, 0.25 mm ID and 0.25 µm film thickness). The oven housing the first dimension column was held at 80 °C for 0.2 min then the temperature was ramped to 325 °C at 2 °C/min with a final hold time of 0.5 min. The flows exiting the first dimension column were modulated at 6 s modulation time and the compounds were transferred onto the second dimension BPX-50 column (1.5 m, 0.1 mm ID and 0.1 µm film thickness). The temperature of the oven housing the second dimension column was maintained at a 5 °C offset with respect to the first dimension oven throughout the run. The modulator temperature was 15 °C higher than the temperature of the second dimension oven. The FID detector temperature was set at 330 °C. To obtain more information about the identity of peaks which were not found in our standards, a subset of the samples were also analyzed on a second GC x GC system coupled with a time-of-flight detector (GC x GC-TOFMS, Leco, Saint Joseph, MI).

Additional analyses were performed on standard mixtures of HOCs (EPA 16 PAHs, n-alkane mix, EPA 20 PCBs, linear alkyl benzenes and alkyl cyclohexanes, listed in more detail in Chapter 2 Table 2.1 and Chapter 3 Table S1) for the purpose of determining response factors as well as retention times for training the $K_{PLW}$ and $K_{PEW}$ relationships (Chapter 3). An average
response factor was determined based on the hydrocarbons in the standard mix (PAHs, alkyl benzenes, alkanes). The procedure for deriving the retention indices and the regression lines was adapted by Nabi et al. and is described in detail in Chapter 3. Briefly, the retention times are transformed into retention indices by using the relative retention of compounds with respect to the n-alkane series. Following that, multivariable linear regressions are used to determine the relationships describing $\log K_{PLW}$ and $\log K_{PEW}$ as a function of retention indices. The temperature program used for this study is identical to the one used in Chapter 3, and thus, the same regression equations for $K_{PLW}$ and $K_{PEW}$ will be used in this chapter (Table 3.1, Equations 3.10 and 3.11).

For evaluating the lipid load of HOCs based on GC × GC-FID analysis of PE samples, the raw PE chromatograms were imported into Matlab (Mathworks, release 2013a) and the baseline chromatogram associated with a hexane blank run was subtracted. Extract volumes and recoveries were quantified using manual integration of injection and recovery compound peaks with the ChromaTOF software (LECO Corporation, St. Joseph, MI). The recoveries were generally between 70 and 130%. The contributions in the PE sample chromatograms due to column bleed were also removed, and the intensity at each point was adjusted by the response factor, the extract volume and the mass of PE extracted. The PE chromatograms were not recovery corrected. Based on the values of $K_{PLW}$ and $K_{PEW}$ estimated at each point in the chromatogram (as described above and in Chapter 3), the corresponding concentration of an HOCs in the lipid was calculated as:

$$C_{lipid} = \frac{C_{PE} K_{PLW}}{K_{PEW}}$$ (5.5)

The total HOC load in the PE and estimated in membrane lipids was then determined by integration across the GC × GC space of the PE chromatogram and the calculated PL chromatogram. The amounts of recovery and injection compounds added to the extracts were usually small compared to the loading of the PE (<0.5% of the total load for PE equilibrated with contaminated sediments and ~10% for PE equilibrated with the reference sediment and PE blanks). In addition to the total lipid load, the sum of 16 priority PAHs was determined based on integrated peaks in the LECO software.
5.2.10. PE/membrane vesicle partitioning

The partitioning of chemicals between PE and DMPC vesicles was measured for four chemicals (phenanthrene, octadecane, 1,3,5-trichlorobenzene and nC_{14} benzene), chosen to have similar first dimension but different second dimension retention times (i.e. different polarity). To measure the partitioning, a 25 μm PE strip was loaded with the four chemicals out of a 80:20 methanol:water solution. After one week, the PE was wiped and transferred to a vial with water until used. In parallel, the membrane vesicles were made using a method adapted from Vaes et al. In brief, 50 mg of DMPC crystals were dissolved in chloroform. The solvent was evaporated to dryness via rotary evaporation for 3 hours, at a water bath temperature of 50 °C and a vacuum pressure of 30 inHg. The film of lipids was hydrated with 100 mL of 0.01 M CaCl₂ and 50 mg/L NaN₃ buffer. The resulting solution was sonicated for 1 hr at 40 °C ( > 10 °C above the glass transition temperature of DMPC of 24 °C), and allowed to come to room temperature (21 °C). At the same time, combusted and foil lined 20 mL vials were prepared with 1, 5 and 10 mg pieces cut from the piece of loaded PE. Volumes of 20 mL of vesicle solution at varying concentrations were then added to each vial (0.5 mg/mL, 0.25 mg/mL and 0.05 mg/mL corresponding to each PE size). The concentrations of lipid vesicles were chosen such that the PE:lipid ratio would be 1:10, 1:1 and 10:1, and each experiment was done in triplicate. Finally, the vials were capped with foil line caps, covered with foil to prevent exposure to light, and placed on the shaker table for 10 days. At the end of the experiment, the PE was removed, wiped with Kim-wipe and extracted with 4 mL of hexane. Three pieces of the original loaded PE were also extracted with hexane for characterization of the concentrations in PE before equilibration with lipid vesicles (i.e. \( t = 0 \)). After spiking with a known amount of 1,2,3,4-tetrachloronaphthalene (TCN), an aliquot of each extract was transferred to a GC vial for analysis on a Clarus 500 GC-MS (Perkin Elmer, Waltham, MA), equipped with a DB-XLB column (30 m, 0.25 mm ID, 1 μm film thickness, Agilent Technologies, Lexington, MA). The helium carrier gas was set at 2 mL/min for the entire duration of the run. We used 1 μL splitless injections and an injection port temperature of 260 °C. The split valve (20:1 ratio) was open after 1.5 min. The column temperature was programmed at 80 °C for 1 min, then increased at 25 °C/min to 250 °C, where it was maintained for 6 min. The lipid-PE partitioning was evaluated based on the initial and final concentration of chemicals in PE from set of lipid-PE phase ratios.
(i.e. 1:10, 1:1 or 10:1) in for which loss of chemical from PE to the membrane vesicles was measured to be between 20 and 80%.

5.3. Results

5.3.1. PE loading with chemicals at saturation

The loading of chemicals into PE at saturation was fairly uniform (variability of 10-12% based on 3-6 replicates), and the measured concentrations in PE were consistent with saturation levels estimated from literature data (Table 5.1). The concentration in PE was largest for the aliphatic octadecane (44 ± 5 mg/g), but smaller for the more polar benzo[a]pyrene (0.94 ± 0.01 mg/g) and anthracene (0.75 mg/g). The measured PE concentrations compared favorably with estimates based on tabulated values for aqueous solubility and $K_{PEW}$ ($C_{PE}^{sat} = K_{PEW} C_{W}^{sat}$, Table 5.1). For example, the measured and estimated $C_{PE}^{sat}$ values were within 20% for anthracene, within a factor of 2 for 1,3,5-TCB and a factor of 5 for benzo[a]pyrene. These factors are acceptable given typical uncertainty limits of 0.3-0.5 log units associated with solubility and partition coefficients in the literature. In addition, the aqueous concentrations of phenanthrene and anthracene measured after equilibration with loaded PE (1020 ± 30 and 93 ± 1 µg/L, respectively) were in good agreement (10% for phenanthrene and factor of 2 for anthracene) with known solubility values25 (Table 5.1). Altogether, these results confirmed that the PE used for passive dosing experiments was indeed loaded with the chemicals at their respective saturation level for phenanthrene, 1,3,5-TCB, anthracene and benzo[a]pyrene.

5.3.2. Kinetics of PE/water equilibration for phenanthrene

The kinetics of PE/water equilibration were measured for phenanthrene in a test system similar to the one used in the passive dosing setup (20 mL vials, ~300-350 mg of 100 µm PE). In the absence of mixing, phenanthrene reached PE-water equilibrium within 2 h (Figure 5.1). The PE-water exchange model in Chapter 4 fit the release profile of phenanthrene very well, suggesting that the transport was controlled by the water boundary layer (WBL) and rendering a best-fit WBL thickness of 1000 µm. The equilibration timescale observed in our setup was consistent with kinetics measured in other passive dosing systems, where equilibration times of 20 min44 to a few h22 were measured for PAHs desorbing from polydimethylsiloxane (PDMS) films casts on glass cuvettes and vials, respectively.
Figure 5.1 Approach to equilibrium of phenanthrene desorbing from a 100 μm PE (mPE 350 mg, Vw = 20 mL) in static conditions. Also shown are Chapter 4 model results with aqueous boundary layer thicknesses of 1000 μm (best fit for static conditions), and 500 μm and 100 μm (increasing degrees of mixing).

The fast equilibration timescale of 2 h for phenanthrene in static conditions implies that the PE-water exchange is sufficiently fast to buffer changes in chemical activity, particularly on the 48 h timescale of the toxicity assays. Additionally, since phenanthrene reached equilibrium in 2 h in static conditions, this also implies that a 1 day pre-equilibration on the shaker table before the addition of *Daphnia magna*, should allow sufficient time for complete PE-water equilibration. In both of these cases (during the pre-equilibration and in the presence of *Daphnia magna*), the equilibration timescales are expected to be shorter than in static conditions, because the aqueous boundary layers are expected to be smaller (equilibration times reduced to 0.2 h for WBL of 100 μm, Figure 5.1).

5.3.3 Baseline toxicity of test chemicals

The PE-mediated passive dosing protocol and *Daphnia magna* toxicity assay were successfully used to measure the dose response curves for phenanthrene and 1,3,5-TCB. The calculated EC50 for phenanthrene (from fitting the dose response Equation 5.1) was 490 μg/L (95% C.I. 440 to 530), which matched very well the EC50 measured by Smith et al.22 (480 μg/L with 95% CI of 450 to 505 μg/L). The exposure concentration was confirmed by measuring the aqueous concentration of phenanthrene at equilibrium with the PE before and after it was used in the *Daphnia magna* experiment (the PE was wiped and rinsed after removal from toxicity test.
vial). In general the differences in aqueous concentrations before and after use of PE in the toxicity assays were small (up to 15%), confirming the ability of the PE to maintain constant chemical activities. It is interesting to note that while phenanthrene and anthracene are similar in terms of size and hydrophobicity, they are different in terms of toxicity. At their respective solubilities, phenanthrene caused complete *Daphnia magna* immobilization whereas anthracene showed no toxicity. As mentioned previously, the lower toxicity of anthracene can be explained by its lower solubility which at saturation leads to a (1) a lower chemical activity (Table 5.1) and (2) a lower corresponding concentration in the membrane lipids than phenanthrene.

The chemical activity corresponding to 50% immobilization (Ea50) for 1,3,5-TCB was measured to be 0.069 (95% C.I. 0.057 to 0.084). The aqueous concentration of 1,3,5-TCB was not quantified, but the variability in the PE concentration before and after use in toxicity test was less than the loading variability (10%), suggesting that the 1,3,5-TCB concentration in PE did not change during the experiment. Previously measured EC50 values of trichlorobenzene isomers in *Daphnia magna* immobilization tests were in the range 0.3-3 mg/L for 1,2,3-TCB and 1.2 mg/L for 1,24-TCB, which is consistent with our estimated EC50 of 1.1±0.3 (EC50 = Cw,sat × Ea50 / a_max, Table 5.1). The Ea50 value measured for 1,3,5-TCB was also very similar to the Ea50 of phenanthrene (0.076, 95% C.I. 0.070 to 0.083, Figure 5.2), suggesting that both chemicals have a narcotic mode of action. Based on the measured dose response curves of phenanthrene and 1,3,5-TCB (Figure 5.2), the chemical activity threshold for toxicity (defined as 10% immobilization) is 0.04, which is consistent with previously found narcosis threshold of 0.01.23,24
Figure 5.2 Dose response curves for phenanthrene and 1,3,5-TCB in 48 h *Daphnia magna* immobilization tests performed using passive dosing. Error bars represent one S.D. of triplicate measurements.

We also checked that the passive dosing protocol captured the cumulative effects of mixtures of PAHs. When present in the PE as individual chemicals at saturation, benzo[a]pyrene and anthracene showed little to no toxicity towards *Daphnia magna* (% immobilization of 12 and 0%, respectively). This is understandable since the chemical activity of anthracene at saturation is only 0.01, while that of benzo[a]pyrene is 0.03 (Table 5.1). In contrast, when tested as a mixture, the toxicity was significantly more (immobilization of 42%), due to the cumulative activity of 0.04 of the two chemicals. Altogether, these results confirmed that the PE-mediated passive dosing protocol was effective at capturing the acute toxicity of hydrophobic chemicals towards *Daphnia magna.*

In order to use the GC × GC-based estimations of total HOC concentrations to estimate toxicity, it is more useful to express the narcosis threshold in terms of lipid body burdens. Since narcosis effects are nonspecific, we combine the data obtained in this study with the PAH toxicity data (also using 48 h *Daphnia magna* immobilization endpoints) of Smith et al. After transforming chemical activities into lipid concentrations, and fitting a dose response curve ($R^2 = 0.84$, Figure 5.3), we derive an EC_{lipid50} of 35 mg/g_{lipid} (95 % C.I. of 30 to 41 mg/g_{lipid}). Fitting only the toxicity data in this study would have lead to a similarly good fit ($R^2 = 0.84$), but slightly larger EC_{lipid50} of 40 mg/g_{lipid} (95 % C.I. of 32 to 49 mg/g_{lipid}). Overall the two fits lead to very similar critical body burdens for toxicity, suggesting that the results from our PE-mediated passive dosing protocol are in agreement with other published PDMS-based passive
dosing protocols and (2) measuring acute toxicity consistent with narcosis toxicity. Based on the
dose response curve derived in Figure 5.3, the baseline toxicity threshold (corresponding to 10% immobilization) is 20 mg/g\text{lipid} (range of 8 to 28 mg/g\text{lipid} based on the 95% CI values of the fitted coefficients (Table 5.1).

Lastly, since our ultimate goal was to use the passive dosing protocol to investigate the
toxicity of environmental HOC mixtures, which would include besides PAHs, other hydrocarbons (HCs) with lower polarity than PAHs (e.g., monoaromatic hydrocarbons, polycyclic aliphatic compounds\textsuperscript{46} or alkanes), we also tested the baseline toxicity of octadecane. Interestingly, octadecane at saturation showed only weak toxicity (12%), even though its maximum activity at saturation was calculated to be 0.56 (Table 5.1), a value well above the baseline toxicity threshold. Due to uncertainties in this compounds solubility and partition coefficients ($K_{OW}$ and consequently $K_{PLW}$ and $K_{PEW}$), it could not be confirmed that the loading at saturation (44 ± 5 mg/gPE) was indeed reflective of chemical saturation for this chemical. Suspecting also that the kinetics of octadecane would be slower than that of the other chemicals tested thus far, the passive dosing was repeated with pre-equilibration times as large as 2 weeks, without any difference in the observed toxicity (immobilization of 20 ± 8%). The behavior of octadecane will be revisited in following sections.
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**Figure 5.3** *Daphnia magna* immobilization plotted against concentration in the lipid (right) for chemicals test in this study (empty squares) and PAH mixtures from Smith et al.\textsuperscript{19} (filled squares).
5.3.4. GC × GC analysis of sediment PE

The PE equilibrated with sediment contained a diverse set of HOCs with total concentrations in PE ranging from 0.05 mg/gPE (the reference site Maneer 5) to 101 mg/gPE (deep portion of Island End sediment, Table 5.2). The PE equilibrated with Maneer 5 contained slightly different total HOCs than a PE blank, which was extracted without being exposed to any sediment. The total HOC loading in the PE blank (0.12 mg/gPE, Table 5.2) reflected both potential contamination present in PE or added during the extraction procedure (trace amounts of n-alkanes and n-alkenes, confirmed by GC × GC-TOFMS analysis, data not shown), as well as the average level of noise associated with integrating a blank-subtracted chromatogram. However, with the exception of Maneer 5, which was a reference site, the total HOC loadings in all the other sediment equilibrated PEs were 40 - 800 times higher than measured in the blank (Table 5.2), suggesting contamination and/or noise in the chromatogram could impact the calculation of the integrated HOC load at most by 0.1 - 1%.

The patterns of HOCs in PE were generally conserved within sediments collected from one site, but different across the three major sampling sites (San Francisco Bay, Boston Harbor and Tabbs Bay). Most of the UCM in Island End PE eluted between alkanes with 12 to 37 carbon atoms (nC12 – nC37, ~40-80 min, Figure 5.4) while in C1800 PE, the later eluting UCM (nC25- nC35) dominated over the early portion (nC15 – nC22). In contrast, Tabbs Bay 8 PE contained only an early eluting UCM (nC15 – nC22), with most of the mass concentrated between nC12 and nC15. The UCM patterns were conserved within sediments collected at the same site. For example, the PE incubated with deep Island End sediment (chromatogram not shown) had a similar distribution of HCs across the chromatogram, but contained total HOCs concentrations 3× higher than the PE incubated in top sediment from Island End (Table 5.2).
Table 5.2 Total concentration of HOCs calculated based on GC × GC-FID chromatograms of PE equilibrated with various sediments, and corresponding model-estimated total concentration of HOCs in membrane lipids.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Concentration in PE (mg_HOCs/PE)</th>
<th>Concentration in lipid (mg_HOCs/gPL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Island End Top</td>
<td>37</td>
<td>55</td>
</tr>
<tr>
<td>Island End Deep</td>
<td>101</td>
<td>145</td>
</tr>
<tr>
<td>C1800</td>
<td>60</td>
<td>40</td>
</tr>
<tr>
<td>303.1</td>
<td>1.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Tabbs Bay 10</td>
<td>2.4</td>
<td>2.3</td>
</tr>
<tr>
<td>Tabbs Bay 8</td>
<td>5.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Maneer 5</td>
<td>0.23</td>
<td>0.07</td>
</tr>
<tr>
<td>Blank</td>
<td>0.12</td>
<td>0.06</td>
</tr>
</tbody>
</table>

For all PE samples, the sum of EPA 16 PAHs (ΣPAH_{16}) was less than 10% of the total HOC load (~2% for Island and 8% for 303.1, all other samples <1%, Figure 5.5). However, numerous other PAHs (methylated derivatives, and parent isomers) were present, particularly in Island End and 303.1 PEs (Figure 5.4, Figure 5.5). Further investigation with GC × GC-TOFMS revealed that this area of the chromatogram contained other polycyclic aromatic compounds such as dibenzothiophenes (m/z of 147), dibenzofurans (m/z of 168), and their C1 and C2 derivatives. This extended (polyaromatic compounds) PAC fraction of the HOC mixture was calculated by integrating over an approximate area of the chromatogram defined to include all compounds eluting above the methylated series of the 16 PAHs (C1 and C2, dashed line in Figure 5.4). The ΣPAC concentration accounted for 20% of the total HOC load in both Island End PEs and for 30% in 303.1 PE. For Tabbs Bay PE, ΣPACs only accounted for ~10% of the total HOC load and less than 1% for the C1800 PE.
Figure 5.4. GC × GC-FID chromatograms of PE extracts (left) and corresponding model-estimated PL chromatograms (right) for Island End, C1800 and Tabbs Bay 8 test sediments, illustrating the different features of the HOC mixtures at each site. At each point in the chromatogram, the color can be directly interpreted as a log_{10} of the concentration (ng/gPE or ng/gPL) using the color bar on the right side of each panel. The area above the dashed white line refers to the portion of the chromatogram integrated for calculation of ΣPACs.
Figure 5.5 (top) Distribution of priority PAHs (ΣPAH_{16}), total PACs (ΣPACs) and other hydrocarbons (Σother HCs) in PE equilibrated with each test sediment (reference sediment Maneer 5 not shown). (bottom) Distribution of the same compound classes but for the GC × GC-model predicted load of HOCs in the lipids of an organism at equilibrium with the PE.

Combining the PE chromatograms with equations for evaluating $K_{PEW}$ and $K_{PLW}$ from GC × GC retention times (Chapter 3, Equations 3.10 and 3.11), we calculated the concentration of all the HOCs in the lipids of an organism at equilibrium with the sediment. The model-estimated lipid loads differed from the measured PE loads on average by 25%. The concentrations of PACs and the moderately polar components of the UCM ($RT_2 > 3$ s) were larger in the lipids than in the PE by factors of 2-3 (Figure 5.4 compare left and right panels). In contrast, the concentration of the saturated portion of the UCM (closer to n-alkane line, $RT_2 \leq 3$ s) was attenuated in lipids.
compared to PE by ~10 fold. As a consequence, for some sites that contained a large fraction of PAHs, the lipid loads were higher than the corresponding PE loads (e.g., Island End, 303.1, Table 5.2, Figure 5.4) whereas for non PAH-dominated mixtures the lipid loads were lower than the PE loads (e.g., C1800, Tabbs Bay 8, Table 5.2, Figure 5.4). Overall, the PACs accounted for a larger fraction of the total HOC load in the lipids than in PE by 2-6 fold (compare top and bottom of Figure 5.5).

Finally, combining GC × GC model-estimated HOC concentrations in lipids and the narcosis threshold identified in Figure 5.3 (20 mg/g lipid for 10% immobilization), we can determine which of the tested sediments are likely to pose baseline toxicity health threats. The calculated body burdens due to the EPA 16 priority PAHs (ΣPAH$_{16}$ 0.1 – 11 mg/glipid) were below the narcosis threshold for all PE samples. However, considering the concentration of all PAHs and including other aromatic heterocyclic (as defined in Figure 5.4), the narcosis threshold would be exceeded for the PE’s equilibrated with the top and deep sections of Island End sediment (ΣPACs of 30 and 83 mg/g lipid respectively). Lastly, considering the contribution of all HOCs, we would additionally expect the C1800 PE to show toxicity towards *Daphnia magna* (Table 5.2).

5.3.5. Comparison between empirical and GC × GC-based estimations of toxicity

When using the standard passive dosing protocol (5.2.5), immobilization of *Daphnia magna* was only observed for PE equilibrated with deep layer of Island End (50%). However, the observed toxicity increased when a 3 day pre-equilibration time was used instead of the 1 day pre-equilibration of the standard protocol (Figure 5.6). With a 3 day pre-equilibration of the PE and test water prior to addition of *Daphnia magna*, both C1800 and Island End top PE showed measurable toxicity (38 and 72%, respectively) and the measured toxicity of Island End Deep PE increased to 96%. The PE incubated with the reference sediments Maneer 5 and 303.1 did not show significant toxicity with either 1 or 3 day pre-equilibrations. However, PE equilibrated with Tabbs Bay 8 was weakly toxic (35% immobilization) when pre-equilibrated for 3 days, but not significantly toxic when pre-equilibrated for 1 day.
Figure 5.6. (left) Comparison between % *Daphnia magna* immobilization observed using a 1 day and 3 day pre-equilibration time for PE and water before addition of test organisms. (right) Estimated *Daphnia magna* immobilization due to accumulation of the ΣPACs or ΣHOCs accumulation in lipids.

The observed toxicity using 3 day pre-equilibration matched the predictions of toxicity based on the dose response curve derived in Figure 5.3 quite well (Figure 5.7 note that line is not a best fit, but the dose response curve from Figure 5.3). The only PE which exhibited greater toxicity than expected based on the HOC concentrations was Tabbs Bay 8. Toxicity in the presence of PE equilibrated with Tabbs Bay 8 was previously observed in embryo development tests with the sea urchin *Arbacia punctulata* (77% of normal development). While the embryo development process is known to be susceptible to membrane disruption from HOCs, the toxicity in the sea urchin assays was attributed to the presence of a specific chemical with a mode of action different than narcosis (i.e. the flame retardant tris(2-chloroethyl)phosphate (TCEP) LC50 of 140 mg/L for *Daphnia magna*). It is possible that the presence of TCEP in the PE could have caused the observed toxicity, and its PE-water equilibration kinetics is consistent with the increase in toxicity observed for the 3 day pre-equilibration time. The release of TCEP from PE would likely be membrane controlled because of its low *K*<sub>OW</sub> (as opposed to the release of phenanthrene which was WBL controlled), and assuming its membrane diffusivity, *D*<sub>PE</sub>, was on the order of 10<sup>-10</sup> cm<sup>2</sup>/s (similar diffusivity to endosulfan sulfate *D*<sub>PE</sub> of 10<sup>-9.6</sup> due to similar molar volumes and presence of heteroatoms, Chapter 4), then the equilibration timescale for a 100 μm membrane would be on the order of 3 d. However, the presence of TCEP in the PE used
in our experiments remains to be confirmed, and we cannot exclude contributions from other organic chemicals in the PE that with modes of action different than baseline toxicity.

![Graph showing % Daphnia magna immobilization versus estimated body burdens from GC x GC-based analysis of sediment-equilibrated PE.](image)

**Figure 5.7.** Observations of % *Daphnia magna* immobilization (diamonds) versus estimated body burdens from GC × GC-based analysis of sediment-equilibrated PE. The line represents the dose response curve determined based on passive dosing experiments with individual and mixtures of test chemicals (e.g., PAHs, 1,3,5-TCB, see Figure 5.3).

The observed toxicity was poorly explained by considering only the cumulative narcosis potential of the 16 priority PAHs, which were below the narcosis threshold for all sediment-equilibrated PEs (ΣPAH16 0.1 – 11 mg/glipid). Even when considering a broader range of PACs (including other PAH isomers and aromatic heterocycles, and their methylated derivatives, as defined by the line in Figure 5.4), the estimations of toxicity were still below the empirical determinations for Island End Top and C1800 PEs (estimated immobilization of 20% and <1% compared to measured 72 and 38%, respectively). For Island End Deep, the observed toxicity of 92% was in good agreement with the estimation based on ΣPACs of 93% immobilization, supporting the findings of Hawthorne et al.\(^\text{17}\) that methylated PAHs (which form a large portion of the ΣPACs) account for the majority of toxicity at coal tar contaminated sites. Interestingly, the estimations of toxicity based on ΣPACs were closer to the observed toxicities using 1 day pre-equilibrations (10% immobilization for both Island End top and C1800 PEs). This observation supports the hypothesis, which will be discussed in the following section, that a 1 day pre-equilibration may not have been enough for all mixture components to reach equilibrium concentrations in the water.
It should be noted also that as expected from the historical contamination at the site, the C1800 PE did contain DDT as well as its degradation products DDE and DDD, and the potential for specific (non-baseline) toxicity effects of these three chemicals should be considered. Previous studies have measured the EC50 in 48 h *Daphnia* immobilization tests for DDT, DDD and DDE (1-2, 9 and 5 µg/L, respectively). In our experiments, though, the aqueous concentrations of DDT, DDD and DDE calculated based on measured concentrations in the C1800 PE (<5 ng/gPE, ~8 µg/gPE and 2 µg/gPE, respectively), would be well below the effective concentrations identified previously (<0.01, 80 and 3.2 ng/L, respectively). In addition, the chemical activities corresponding to the measured EC50 values are consistent with Ea50 values measured for baseline toxicity (e.g. 0.03 for DDT), suggesting that at least in the 48 hr *Daphnia magna* immobilization test, the toxicity of DDT, DDE and DDD is likely due to membrane disruption and not more specific effects.

### 5.4. Discussion

In general there was good agreement between the GC × GC based predictions of cumulative HOC loads in membrane lipids and empirical observations of baseline toxicity using passive dosing. The results supported our working hypothesis that baseline toxicity will be poorly predicted by the expected body burdens of priority pollutants alone (in this case ΣPAH16). However, questions remain regarding (1) the difference in observed toxicity between 1 day and 3 day equilibrated PE, and (2) the lack of toxicity of octadecane-loaded PE, and we consider these questions in the following sections from the perspective of kinetics and thermodynamics of HOCs partitioning between PE and membrane lipids.

#### 5.4.1. Kinetics of various HOC mixture components

Based on the range of \( K_{PEW} \) values (\( 10^4 - 10^{10} \)) calculated from GC × GC retention times, we estimate that the PE-water equilibration times for components of HOC mixtures, in static conditions, would be on the order of 1.5 to 3.5 hrs. As it was established in Chapter 4, the transfer of chemicals between PE and water exchange is WBL-controlled if the transport resistance through the boundary layer is smaller than the corresponding resistance through the membrane:
where $D_{PE}$ and $D_W$ are the diffusivities in PE and water (cm$^2$/s), $\delta$ is the thicknesses of the WBL and L is half thickness of PE membrane. For a 100 µm thick membrane and a WBL of ~ 500 µm, chemicals with $K_{PEW} > 10^4$ will be WBL controlled, assuming typical values of diffusivities in water ($10^{-6} - 10^{-5}$ cm$^2$/s) and in PE ($10^{-8} - 10^{-10}$ cm$^2$/s). For WBL controlled transport, the approach to equilibrium is characterized by a simple exponential (Equation 4.1), and the coefficient of the exponential is proportional to $MW^{0.46}$ (the mass transfer coefficient is $D_W/\delta$, and $D_W \approx MW^{0.7}$ and $\delta \approx MW^{0.24}$, Chapter 4). For a molecular weight range of 100 to 500 g/mol, and using the measured equilibration time of phenanthrene (2 h, Figure 5.1) as a reference, this gives us a range of equilibration times from 1.5 to 3.2 hrs. As a result, if most of the HOCs are in WBL regime, their concentration in the water should reach equilibrium by 1 day, even in static conditions.

The kinetics of PE-water mass transfer, as described by the model in Chapter 4, do not appear to explain the difference in observed toxicity between 1 and 3 days. Yet, the toxicity estimated based on the more polar components of the mixtures (which are expected to be behave more similarly to the PAHs) were closer to the 1 day measurements, which suggests that a larger fraction of the UCM could have reached equilibrium in 3 days compared to 1 day. In contrast, compounds eluting closer to the PAH line are likely going to have kinetics that are similar to that of phenanthrene and other PAHs whose PE-water kinetics have been studied more. Photoactivation was discarded as a likely explanation, because the equilibration was done in the dark and the increase in toxicity was observed for both PAH-rich and UCM-rich PEs. It is possible that photoactivation did occur during the 2 day exposure to Daphnia magna (which was performed with 12 h:12 h light dark cycle), but in that case the 1 day and 3 day pre-equilibrations should have given the same measured toxicity.

The possibility that the PE-water transfer model formulated in Chapter 4 may not be applicable when dealing with sediment-equilibrated PE must also be considered. The loading of the PE at levels as high as was measured in Island End (0.05 – 0.1 g/gPE) could have changed the diffusivities in the polymer. For example, a 10 fold decrease in $D_{PE}$ for all compounds would lead to a range of compounds with $K_{PEW}$ between $10^3$ and $10^5$ being membrane controlled which
as was discussed for TCEP (5.3.5) could lead to equilibration times of 1-3 days instead of a few hours. For example, compounds like dibenzothiophene and dibenzofuran, and their methylated derivatives, have lower $K_{PEW}$ and $D_{PE}$ values than their hydrocarbons counterparts, rendering the transport membrane controlled. Further analysis of the data will be required to establish if these heterocyclic molecules form a large enough portion of the overall HOC load, such that their equilibration could lead to a difference in toxicity. Alternatively, the presence of organic films on the outside of PE could have also changed the equilibration kinetics.

5.4.2. PE-lipid partitioning for various HOC mixture components

As mentioned before, the GC × GC based model for partition coefficients suggests that differential partitioning will occur between lipid and PE as dictated by the compound’s polarity. Compounds closer to the n-alkane line will prefer the PE by a factor of ~10, whereas compounds closer to in second retention time to the PAHs will favor lipids by approximately 6 fold. Considering this model result and looking at the data in Table 5.1, we can see that indeed one would not likely expect toxicity of octadecane PE because the loading was too low (translated into a lipid load of 4 mg/g below the threshold). The contradiction with the activity approach could mean that the PE was not loaded with octadecane at equilibrium due to kinetic limitations. Diffusion of such large n-alkanes in PE has not been studied in depth. It is possible that a fast initial uptake due to octadecane adsorbing to the surface of PE is followed by a slow step of octadecane diffusing in and reaching thermodynamic equilibrium, and the loading time was not sufficient to allow completion of the second step.

The differential partitioning of chemicals between PE and membrane lipid vesicles was studied independently in a preliminary partitioning experiment using DMPC vesicles and PE loaded with various test chemicals (5.2.10). The results of the experiment confirmed that polar chemicals (phenanthrene and 1,3,5 TCB) preferred the lipid over the PE phase, while non polar ones like octadecane and n-tetradecylbenzene strongly preferred the PE phase (Figure 5.8). The DMPC-PE partition coefficients measured for phenanthrene and 1,3,5-TCB ($K_{DMPC-PE}$ of 8.7 ± 0.8 and 2.8 ± 0.4, respectively) were similar to those predicted from GC × GC estimates (6.3 and 3.2, respectively). For octadecane and n-tetradecylbenzene, the GC × GC-based $K_{PL-PE}$ were larger than the values for DMPC-PE partitioning measured experimentally by a factor of ~10. However, the experimental determinations of DMPC-PE partition coefficients for octadecane
and \( n \)-tetradeacylbenzene (0.015 ± 0.005 and 0.06 ± 0.05, respectively) had more uncertainty than for phenanthrene and 1,3,5-TCB because the fractional losses from PE was only ~20%. The partitioning experiments did support, though, the trend inferred from GC \( \times \) GC retention times that aliphatic and monoaromatic compounds will partition more into PE compared to lipids. Combining the \( K_{PL-PE} \) value of octadecane with its measured concentration in PE at saturation further reinforces the argument that if the \textit{Daphnia magna} tissue did reach chemical equilibrium with the PE, the dose of octadecane was not high enough to cause toxicity. Lastly, it is worth noting that the experimental determinations of \( K_{PL-PE} \) was done for DMPC vesicles, whereas the GC \( \times \) GC-based relationship was trained on \( K_{PLW} \) coefficients averaged across lipids with the same polar headgroup but different side chains (e.g., 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine, POPC, egg PC and soy PC).

![Figure 5.8](image)

**Figure 5.8** Experimentally measured partition coefficients between DMPC and PE (DMPC-PE) and GC \( \times \) GC-estimated PL-PE (PL-PE (GC \( \times \) GC)) partition coefficients for phenanthrene, 1,3,5-TCB, \( n \)C14 benzene and octadecane. Experimental values were determined at room temperature. The pattern fill denotes measurements that are expected to have more uncertainty due to small loss from PE to the lipid phase.

### 5.5. Conclusions

In this study, we implemented a PE-based passive dosing protocol for testing the baseline toxicity of HOC mixtures. The protocol was validated by measuring the dose response curves of phenanthrene and 1,3,5-TCB, which are both known to cause baseline toxicity. The EC50s for
both of these chemicals were in good agreement with previously published values.\textsuperscript{22, 45} Passive dosing with sediment-equilibrated PE was then used to measure toxicity of environmental HOC mixtures. The toxicity of HOC mixtures was consistent with estimations of lipid body burdens based on GC × GC-FID analysis and an equilibrium partition model parameterized with $K_{PEW}$ and $K_{PLW}$ partition coefficients calculated from the two dimension retention times. More research is needed to understand the kinetics of PE-water equilibration for sediment-exposed PE, as it remains to be determined why the toxicity observations were different with 1 versus 3 day pre-equilibrations.

The GC × GC-derived partition coefficients suggested that the more polar components of an HOC mixture (i.e. PAHs) have a greater affinity to lipids and would contribute more towards body burdens than the more saturated, aliphatic components. The toxicity of PE equilibrated with coal tar contaminated sediment did appear to come mostly from the PAH load, while for C1800, the toxicity appeared to come mostly from UCM. Across all the contaminated sediments, the baseline toxicity was poorly predicted when only the EPA 16 PAHs were considered, suggesting that cumulative toxicity due to these compounds only is not a good metric at sites where other aromatic compounds (e.g. methylated derivatives of PAH or heterocyclic aromatic compounds) are present.
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Abstract

Passive sampling is becoming a widely used tool for assessing freely dissolved concentrations of hydrophobic organic contaminants in sediments and in the water column. The loss of performance reference compounds (PRCs), loaded in the sampler before deployment, is typically used to assess the fractional equilibration of target analytes. The key assumption behind the use of PRCs is that their release is diffusion driven. In this paper we show that when applying passive sampling for measuring reactive compounds such as DDT, transformations of PRCs in the sediment can enhance the release of those PRCs. In a PRC-loaded PE deployed at the sediment water interface of a freshwater lake, the loss of the $^{13}$C-2,4'-DDT PRC was accelerated compared to the loss of other PRCs ($^{13}$C-labeled PCBs, as well as $^{13}$C-labeled DDE and DDD). The DDT PRC loss was also accompanied by an accumulation of its degradate, $^{13}$C-2,4'-DDD in the PE. The field observations were also found in static laboratory incubations with field-collected sediment. Using a 1D reaction-diffusion model, we deduced the in situ degradation rates of DDT, based on the measured PRC loss. The values for in situ degradation rates increased with depth into the sediment bed (0.09 d$^{-1}$ at 0-10 cm and 0.9 d$^{-1}$ at 30-40 cm), and compared favorably with values previously reported in the literature. This work shows that while the traditional interpretation of symmetric PRC loss and target accumulation applies to DDE and DDD, it may not apply to DDT, and by inference other compounds, when in situ transformation rates are comparable to rates of sampler-environment diffusive exchange.
6.1. Introduction

The use of the insecticide, DDT, decreased sharply after several countries recognized its harmful effects and banned it in 1970s. Yet, decades later, DDT contamination persists in various parts of the world,\(^1\) and at levels that pose health risks to aquatic life and humans.\(^2,3,4\) At sites of concern, the risk associated with this chemical depends on its availability for transport or uptake into organisms, which is in turn related to its freely dissolved concentration (Lydy et al.\(^5\) and references therein).

Unlike persistent pollutants like PCBs (which can still be degraded in anaerobic sedimentary environments, but on timescales of several years to several decades\(^6\)), DDT is subject to chemical transformations upon its release to aquatic environments, producing two major degradation products, DDE and DDD (altogether referred to as DDXs). The degradation of DDT in sediments is typically faster than that of PCBs, and it has been reported to occur with half lives from days\(^7,8\) to years,\(^9,10\) depending on conditions in the sediment (e.g. pH, redox potential, microbial communities). In addition, the DDE and DDD degradates are also susceptible to transformations.\(^9,11\) Therefore, modeling the long term fate of \(\Sigma\text{DDX}\) (taken here to mean DDT, DDE and DDD together) in contaminated bodies of water requires information, not only about their freely dissolved concentrations, but also about their transformation rates, preferably tuned to \textit{in situ} conditions.

Recent efforts to characterize pore water concentrations of DDXs in sediments have employed passive sampling in conjunction with performance reference compounds (PRCs). The PRC loss measured during the deployment time can be used to calculate the extent of disequilibrium of the analytes of interest. PRCs have been used successfully to determine porewater concentrations of PCBs\(^12,13\) and PAHs,\(^14\) as well as of DDE and DDD.\(^15,16\) However, at sites where DDT was present, previous work \(^17,18\) measured a near complete loss of the DDT – PRC which was not accompanied by a corresponding uptake of the DDT target analyte. Similarly, while applying solid-phase microextraction (SPME) passive sampling to sediments spiked with DDT, Bao et al.\(^15\) found that the parent compound DDT spike was stable in some of the sediments used in their study, but not in others.

These studies suggest that the behavior of DDT-PRCs may not be fully understood, and this can have implications for the interpretation of passive sampler data. For example, if biotic or abiotic transformation of DDT is occurring in the sediment, then at least theoretically, these
reactive processes can lead to a faster loss of PRCs than can be explained by diffusive transfers alone. In such instances, complete loss of the PRC may not correspond to complete equilibration of the target compound. Furthermore, if the degradation product of the DDT-PRC is already present in the sampler as a PRC (e.g., a labeled DDE or DDD), then this can change the rate at which the second PRC diffuses out of the passive sampler. Lastly, it is worth noting that understanding contaminant degradation is relevant, not only for the accurate interpretation of any passive sampling exercise, but also for the long term modeling of the fate of contaminants of interest. In the case of DDT, degradation rates can be important inputs in mass balance models aiming to compare remediation scenarios against natural attenuation.

The goals of this study were to: (1) determine if reactive processes can impact the transfer of PRCs and target chemicals between sediments and passive samplers, (2) build a reaction-diffusion mass transfer model which could be used to determine in situ degradation rates based on the measured PRC loss, and (3) investigate implications for passive sampling applications to reactive compounds. In this paper we show that using a combination of labeled PCBs and DDXs as PRCs, we can identify patterns in the PRC loss that are consistent with reaction-diffusion transport of the DDT-PRC. These patterns were present in field-deployed polyethylene (PE) samplers as well as in static laboratory incubations. Lastly, DDT reactivity in the test sediments was confirmed with incubations of sediment slurries with a labeled DDT substrate.

6.1.1. PE/sediment bed 1D diffusion model.

Applying Fick's law to a PE membrane in a unmixed sediment bed, and employing the method of Laplace transforms, Fernandez et al. (2009) developed a model for the exchange kinetics of chemicals between polymer membranes and static sediment beds. According to this model, a typical PRC loss curve is characterized by a fast initial decrease in PRC concentration, followed by a slow decline as diffusion through the sediment bed becomes increasingly limiting. The diffusion rate into the sediment bed depends in turn on the fraction of the chemical present in the porewater, and the sediment's porosity and tortuosity. Since porosity can be measured and tortuosity can be approximated based on porosity, the PRC transport can be ultimately modeled as dependent on \( K_d \), the sediment/water partition coefficient. Lastly, for PRC and target compounds differing only in isotopic label, the fractional equilibration of a target chemical should be, at any time, equal to the fraction of PRC lost from the PE.
6.1.2. Development of 1D reaction-diffusion model.

Assuming that degradation of a target compound and/or PRC takes place everywhere in the sediment bed, we can write the following governing equations:

\[
\frac{\partial C_{PE}}{\partial t} = D_{PE} \frac{\partial^2 C_{PE}}{\partial x^2} \tag{1}
\]

\[
\frac{\partial C_{SED}}{\partial t} = D_{SED} \frac{\partial^2 C_{SED}}{\partial x^2} - k_r C_{SED} \tag{2}
\]

where \(C_{PE}\) and \(C_{SED}\) are the concentrations (mol/cm\(^3\)) in the PE and sediment, respectively, \(D_{PE}\) and \(D_{SED}\) are the diffusivities in the PE and in sediment (cm\(^2\) s\(^{-1}\)), and \(k_r\) is the first order degradation rate of the chemical in the sediment (s\(^{-1}\)). Using the same boundary and initial conditions as in the case of the diffusion-only model, and applying the Laplace transform method (SI-1) leads to the following Laplace space solutions for the concentration of PRC in PE:

\[
C_{PE}^{PRC} = C_{PE}^{PRC,0} \left( \frac{1}{s} - \frac{1}{s^2 (\coth(\sqrt{s}) + \frac{K_{PESED}}{\sqrt{s}})} \right) \tag{3}
\]

where \(s\) is the Laplace space parameter, \(K_{PESED}\) is the PE-sediment partition coefficient (L\(_{SED}/L_{PE}\)), \(\Psi\) is the ratio of diffusivities (\(D_{SED}/D_{PE}\)), and \(\overline{k_r}\) is the reaction rate in non-dimensional units (\(= k_r L^2/D_{PE}\)). For a target chemical diffusing into PE and reacting in the sediment bed, the concentration in PE is given by:

\[
C_{PE}^{target} = C_{SED}^{target,0} K_{PESED} \left( \frac{1}{\sqrt{s} (s+\overline{k_r}) (\coth(\sqrt{s}) + \frac{K_{PESED}}{\sqrt{s} \sqrt{\overline{k_r}}})} \right) \tag{4}
\]

where \(C_{SED}^{target,0}\) is the concentration in the sediment at the time of deployment. For \(\overline{k_r} = 0\), both solutions (for PRC and target chemicals) reduce to the diffusion-only solutions.\(^{14}\) However, the sum of fractional PRC remaining and target equilibration is different from 1 in the time domain (or 1/s in Laplace space), consistent with the intuitive expectation that the uptake and release profiles will not be symmetric for reactive chemicals. The inversion of Equations 3 and 4 to time domain can be performed using Matlab or other programming languages,\(^{19}\) using code similar to one already published.\(^{14,20}\) Lastly, we note that the transport model of Fernandez et al.\(^{14}\), as well as the reaction-diffusion model developed here, is built using a volume-based \(K_d'\) (L\(_{sed}/L_w\)).
However, throughout this manuscript, the mass based $K_d$ ($kg_{sed}/L\cdot w$) is discussed, which was calculated from $K_d'$ according to the following formula:

$$K_d = \frac{K_d'}{(1-\phi)\rho_s}$$  \hspace{1cm} (5)

where $\phi$ is the porosity of the sediment and $\rho_s$ is the density of the solids (assumed to be 2.5 kg/L).

### 6.2. Materials and Methods

Solvents used for extraction of PE and sediment were purchased from VWR (JT Baker Ultraresi-analyzed). Standards for labeled PCBs and DDTs were purchased from Cambridge Isotope Laboratory (all $^{13}$C labeled chemicals and $d_8\ 4,4'$-DDD, Tewksbury, MA) and C/D/N Isotopes ($d_8\ 2,4'$-DDT and $d_8\ 4,4'$-DDT, Pointe-Claire, Quebec). Polyethylene strips used as samplers in the field and in laboratory experiments, were cut from PE sheets (25 $\mu$m, Film Guard 1 mil plastic drop cloth, Covalence Plastics, Minneapolis, MN), and cleaned by overnight submersions in dichloromethane, methanol, and Milli-Q water (Aries Vaponics, Rockland, MA).

#### 6.2.1. PRC loading of PE.

The PE was loaded with PRCs by shaking on a rotary shaker table at 100 rpm for 7 d in an 80:20 methanol:water mixture.\textsuperscript{21} The PE used in field and laboratory (static jar and tumbling slurries) incubations was loaded with the same PRCs but at different concentrations (Table S1).

#### 6.2.2. Field site overview

Sampling was conducted at Lake Maggiore (Italy), a subalpine lake situated between Italy and Switzerland. Between 1948 and 1996, a plant producing technical grade DDT discharged waste in the River Toce,\textsuperscript{22} which flows into Lake Maggiore. This discharge led to DDT contamination of the lake, and particularly of the sediments of Pallanza Bay, located at the mouth of the river. The application of passive sampling at Lake Maggiore was interesting for two reasons. Firstly, \textit{in situ} sampling for DDE and DDD would allow evaluation of the hazards associated with these chemicals in the sediments, as discussed elsewhere.\textsuperscript{18} Secondly, the site was ideal for studying reactive processes leading to DDT degradation as previous studies
identified the presence of DDE and DDD degradation products of DDT in the sediments and biota.\textsuperscript{22}

The sampling activities of this study were conducted in the vicinity of Pallanza Bay, where in June 2013, we deployed passive samplers loaded with PRCs (Section 6.2.3) and collected sediment samples via grab samplers (Section 6.2.3), which were then used for experiments in the laboratory (Section 6.2.4). In addition to sediment samples collected during this field trip (labeled as F1 and F2, Section 6.2.3), two additional sediment samples, CARM and LM were used in laboratory incubations. These two sediments were collected during a field trip to Lake Maggiore in 2010, from a less contaminated site in the northern part of Lake Maggiore (CARM, in the proximity of Carmine, Italy), and a more contaminated site closer to Pallanza Bay (LM, in the proximity of Verbania, Italy). The two sediments were chosen because they appeared to have similar sorption properties (Section 6.2.7, Table 6.1) but differed in level of DDX contamination (ΣDDX was ~10 fold higher in LM than CARM, data not shown) as well as redox properties (LM sediment was black with the exception of a thin light brown layer at the top, whereas CARM sediment was light brown throughout, suggesting that the conditions in LM were more reducing).

6.2.3. Field deployment of PE.

For field deployment, the PRC-loaded PE was carried to ENI Donegani Institute (Novara, Italy) where it was stored at room temperature in foil packets for 1 mo. The PE was then mounted in metal frames and deployed at the sediment-water interface in Lake Maggiore in June of 2013. The sampler extended 40 cm into sediment bed and 20 cm above the sediment water interface. Sediment from the near vicinity of the sampler (F1) and ~10 m away from the sampler (F2) were also collected via a grab sampler. The sediment samples were stored in amber foil-lined jars at 4 °C, until used either for sediment analysis or ex situ incubations with PE (see below). One set of in situ samplers was retrieved after 10 days and another after 30 days. After retrieval, the PE was cleaned with a Kimwipe, cut from the frame and stored in foil packets at 4 °C for ~2 months until sub-sectioned into 10 cm slices, and extracted with solvent.

6.2.4. Jar incubations.

We performed jar incubations of PE to determine if the behavior of the PRC and target compounds matches what we observed in the field-deployed PE. Pre-homogenized F2 sediment
was placed into three 500 mL jars, and two pieces of PE (2.5 by 2.5 cm and 25.4 μm thickness) were added to each jar (total of 6 PE strips). In each jar, the two PE strips were placed horizontally and parallel to each other, with at least 3 cm of sediment between each other and the top or bottom of the jar. PE strips were removed after 5, 10 (duplicate), 20 and 30 (duplicate) days (total of 6 PE pieces). The experiment was repeated with two other sediments (CARM and LM), which had been collected from Lake Maggiore during a previous field campaign (Section 6.2.2), and stored in the freezer until use. Because of the smaller amount of sediment available, the jar incubations with CARM and LM sediment were conducted in 125 mL amber jars, with one PE piece per jar, but still maintaining at least 3 cm of sediment around the PE to avoid edge effects.

6.2.5. Tumbling experiments.

To determine the equilibrium concentration of target analytes in the three sediments (F2, CARM, LM), as well as to be able to infer the apparent sediment-water partition coefficient for DDE and DDD, a last set of PE/sediment incubations was performed under continuously mixed conditions. The tumbling setup was adapted from Lohmann et al. In short, a ground glass stoppered, round bottom flask was charged with 30-40 g of wet sediment (~20 g dry sediment), 100 mL Milli-Q water, and ~50 mg PRC-loaded 25 μm-thick PE. Each tumbling experiment was performed in duplicate. The flasks were placed at room temperature, inside a light-excluding cardboard drum on a roller table. After 1 month, the PE was removed from each flask, wiped with a Kim-wipe, extracted with solvent and analyzed. An aliquot of the sediment slurry from each experiment (except for the spiked autoclaved sediment) was dried overnight in a 60 °C oven, and saved for chemical analysis.

Suspecting that DDT was susceptible to degradation in the sediments used, two additional set of tumbling experiments were performed with F2 sediment spiked with a mixture of δ6 4,4’-DDT and 13C PCB 153. First, two flasks containing autoclaved F2 sediment and PE in the same ratio as above, were tumbled for 1 month. Second, a set of flasks containing the spiked F2 sediment, was tumbled in similar conditions for 4-60 d. The concentrations the spiked chemicals were quantified in PE and the sediments (SI-2).
6.2.6. PE Extraction.

The field PE samples were extracted along with trip blanks (used to characterize the concentration of PRCs at time zero), and laboratory blanks. Prior to the first extraction, the PE was spiked with a known amount of a mixture of surrogate standards: $^{13}$C PCB 70, d$_{8}$ 4,4'-DDD, d$_{8}$ 2,4'-DDT and $^{13}$C PCB 170. Three 20 mL DCM extractions for each 50 mg piece of PE were combined in a round bottom flask, and concentrated using rotary evaporation. The extract volume was further concentrated to ~100 μL and spiked with a known amount of injection compounds $^{13}$C PCB 97 and $^{13}$C PCB 167. The laboratory PE exposed samples (tumbling and jar), were extracted in a similar fashion, but with a slightly different combination of recovery and injection compounds.

6.2.7. Sediment Characterization.

For each sediment (F2, CARM, LM) used in laboratory experiments, we characterized the water content, the fractions of organic carbon ($f_{OC}$) and black carbon ($f_{BC}$), and the bulk concentration of DDXs. The $f_{OC}$ and $f_{BC}$ (CTO-375) were measured according to standard procedures, noting that the sediment used for $f_{BC}$ determination was combusted at 375 °C directly in the silver capsule used for eventual CHN analysis, instead of in a ceramic crucible with subsequent transfer to a silver capsule. The concentrations of DDXs in bulk sediment were determined from 1 g aliquots of oven dried (60 °C, 24 h) and ground sediment which were loaded into metal extraction cells, spiked with the same surrogate standards as the field PE samples, and extracted using an accelerated solvent extractor (Dionex ASE 200, Sunnyvale, CA), with a mixture of 90:10 DCM:methanol, at 100 °C and 1000 psi. Activated copper (Granular Copper, 20-30 mesh, JT Baker, treated with 1N nitric acid) was added to the solvent extract for removal of elemental sulfur. The solvent extracts were then concentrated under a gentle stream of nitrogen to a final volume of ~1mL, and spiked with injection compounds prior to GCMS analysis.

6.2.8. Chemical Analysis.

Quantifications of DDXs in the PE and sediment samples (with the exception of spiked sediments, see SI-2), were done on an Agilent 6890 GC coupled with a mass spectrometer (JEOL GCmate, JOEL Ltd, Tokyo, Japan). The parameters of the analysis have been summarized elsewhere. We mention here that employing d$_{8}$ 2,4'-DDT as a recovery standard,
without any of its potential degradation products (d8 2,4'-DDE or d8 2,4'-DDD) added to the sample, ensured that the amount of instrument-related DDT degradation could always be evaluated in each sample (as opposed to relying on detecting the presence of degradation in standard solution containing only DDT). Typically, if samples showed any measurable DDT degradation (seen as appearance of a d8 2,4'-DDD peak), the guard column was cut and the analysis was repeated.

Table 6.1 Log $K_d$ values determined from PE/sediment tumbling experiments ($K_{dT}^a$), and from fits of diffusion model to PRC loss from field deployed ($K_{dF}^b$) and PRC loss from laboratory incubated PE ($K_{dL}^c$) in various sediments collected from Lake Maggiore.

| Sediment | F1 |  | F2 |  | CARM |  | LM |  |
|-----------|----|--------|----|--------|----|--------|    |    |
| $2,4'$-DDE | n.d. $^d$ | 4.4 |  | Log $K_{dT}$ | 3.9 |  | Log $K_{dL}$ | 3.9 |
| $4,4'$-DDE | 4.3 | 4.3 | 3.8±0.3 | 3.9 | 3.6 $^e$ | 3.9 | 3.6 $^f$ |
| $2,4'$-DDD | 3.8 | 3.9 |  | 3.7 |  | 3.6 |  |
| $4,4'$-DDD | 4.0 | 4.1 | 3.8 | 3.8±0.3 | 3.8 | 3.6±0.7 | 3.8 | 3.3±0.2 |
| $f_{OC}$ (%) | 2.42±0.16 | 2.23±0.10 | 1.42±0.02 | 1.26±0.03 |
| $f_{BC}$ (%) | 0.35±0.01 | 0.33±0.04 | 0.26±0.03 | 0.17±0.03 |

$^a$ $K_{dT} = C_{SED}/C_{PE} \times K_{PEW}$, with $K_{PEW}$ values from Hale et al.$^{26}$. Error in $K_d$ values calculated from duplicate experiments was <0.05 log units. Even when considering heterogeneity in sediment concentration from triplicate $C_{SED}$ measurements, error in $K_d$ was still less than 0.1 log units across all sediments.

$^b$ Errors of fitted coefficient could not be calculated because field data only contained two timepoints.

$^c$ Error bars on fitted $K_d$ value were calculated based on a 95% confidence interval.

$^d$ Not determined because $2,4'$-DDE concentration in sediment was below detection.

$^e$ Only upper limit of 95% CI ($K_d<10^4$) could be calculated due to small PRC loss <20%.

$^f$ Only upper limit of 95% CI ($K_d<10^4$) could be calculated due to small PRC loss <20%.

6.3. Results and Discussion

6.3.1. PRC loading and detection limits.

The PRC concentrations ranged from 100 to 400 ng/g PE and were more than a factor of 100 higher than the limits of detection (Table S1). The variability in the loaded PE ($N=5$), was less
than 6% for all the PRCs in the field deployed PE, and less than 10% for most PRCs in the laboratory PE, with the exception of $^{13}$C PCB 28 (13%), $^{13}$C PCB 111 (11%) and $^{13}$C PCB 153 (15%).

### 6.3.2. Fractional loss of PRCs after field deployment.

The measured PRC losses after 10 and 30 days deployment of PE into the sediment bed at the field site suggested that the releases of the PCB PRCs, as well as those of $^{13}$C 4,4'-DDE and $^{13}$C 4,4'-DDD, were all diffusion mediated. The fractions of PRC remaining after 10- and 30-day deployments were consistent with diffusion profiles (Figure 6.1) obtained using the model of Fernandez et al. (2009)$^{14}$ and using $K_d$ values (L$_W$/kg$_{sed}$) ranging from $10^{3.6}$ – $10^{4.0}$ for DDD and $10^{4.1}$ – $10^{4.5}$ for DDE. Furthermore, the $K_d$ values deduced from the PRC loss in the PE strip deployed at 0-10 cm into the sediment ($10^{4.3}$ for DDE and $10^{4.0}$ for DDD), matched quite well the independently measured $K_d$ values from ex situ tumbling experiments with the same sediment (Table 6.1). The measured $K_d$ values make sense relative to each other, as $K_{OW}$ of DDE is larger than $K_{OW}$ of DDD ($10^{6.5}$ and $10^{6.0}$, respectively). Furthermore, across the four depth horizons (0-10, 10-20, 20-30 and 30-40 cm), the PRC loss varied at most by 10%, suggesting that $K_d$ does not significantly vary with depth at this site (Figure 6.1 and Gschwend et al.$^{17}$).
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**Figure 6.1** Fractional PRC remaining in PE as a function of time, after deployment in sediment at various depth horizons: 0-10 cm (squares), 10-20 cm (crosses), 20-30 cm (circles), and 30-40 cm (triangles). Solid lines represent the expected PRC release using the diffusion model of Fernandez et al.$^{14}$, assuming $K_d$ (L$_W$/kg$_{sed}$) values of $10^{3.8}$ ($^{13}$C 4,4'-DDD), $10^{4.3}$ ($^{13}$C 4,4'-DDE), $10^{4.5}$ ($^{13}$C PCB 28), $10^{4.4}$ ($^{13}$C PCB 47) and $10^{5.5}$ ($^{13}$C-PCB 111). Dotted and dashed lines...
represent the results of the same diffusion model, using $K_d$ values 0.2 log units lower and higher, respectively. The measured losses of each PRC compound are consistent with diffusion-driven transport.

6.3.3. PRC loss and target uptake in static ex-situ incubations.

For DDE/DDD and PCB PRCs, the losses of PRCs measured in laboratory incubations were similar to that observed in the field PE. For example, while there was some difference (~10%) in the amount of PRC loss measured in field PE versus the PE incubated in F2 sediment (collected from the vicinity of samplers), the overall shape of loss curve was similarly well captured by the diffusion model$^{14}$ (Figure 6.2). This was also the case for the PE incubated in two additional sediments, CARM and LM (Figure 6.2).

The transfer between PE and sediment of PRC and target analytes was isotropic for both DDE and DDD in all three jar incubations (Figure 6.2), as expected for diffusion-mediated transport. The sum of observed PRC loss and corresponding target accumulation was $1 \pm 0.1$ across all sampled time points (e.g. $1.02 \pm 0.03$ for DDE, and $0.98 \pm 0.08$ for DDD for PE in F2). However, the $K_d$ values that fit the measured PRC loss, transformed throughout this manuscript to units of Lw/kg sed (Figure 6.2) were smaller on average, by 0.3 log units (range 0.2 to 0.5) than the measured $K_d$ values (also in Lw/kg sed) from tumbling experiments (Table 6.1). Hence, though the diffusion model$^{14}$ accurately captures both the release and uptake of DDE and DDD, the model-derived $K_d$ is a fitted value, which will only equal the true $K_d$ value when all the assumptions of the diffusion model are met. First, bioturbation or groundwater flow could violate the static sediment bed assumption, leading to increased PRC loss and larger $K_d$ values in the field compared to laboratory incubation done with the same sediment (e.g. $K_{d,DDE}$ from PRC loss in field PE $10^{4.3}$ vs. lab F2 PE $10^{1.8}$). Second, local disequilibrium effects could lead to PRC-based $K_d$ values that are lower than the tumbling-based $K_d$ (e.g. for DDE in CARM and LM, tumbling-$K_d$ $10^{3.9}$ vs. PRC-$K_d$ $10^{3.6}$). At the same time, it should be noted that uncertainties associated with $K_d$ values estimated using organic and black carbon measurements can easily exceed 0.5 log units as well; $K_{OC}$ alone can vary by one order of magnitude depending on organic carbon type.$^{27}$
Figure 6.2 Fraction of PRC remaining (filled symbols) and fraction of target compound accumulated (empty symbols) for static incubation of PE in F2, CARM and LM sediment for 4,4′-DDE (top panels) and 4,4′-DDD (bottom panels). Fractional accumulation calculated as the ratio of concentration of target analyte measured in PE from static incubation divided by the concentration of the same analyte in tumbled PE. Lines represent the diffusion model of Fernandez et al.\textsuperscript{14} with $K_d$ (L/kg$_{SED}$) for DDE of $10^{3.8}$ (F2), $10^{3.6}$ (CARM), $10^{3.6}$ (LM) and for DDD of $10^{3.8}$ (F2), $10^{3.6}$ (CARM), $10^{3.3}$ (LM). Error bars for fraction of PRC remaining calculated based on one SD of PRC concentration in T=0 PE, and for fraction of target accumulation based on one SD of instrument error.

Thus, though potentially susceptible to chemical transformations in the sediment, the exchange of DDE and DDD between passive samplers and sediments beds appears to be mainly diffusion-mediated. The reaction rates associated with potential transformations of DDE and DDD in both field and laboratory conditions were likely slower compared to the rates of diffusion into the sediment bed. PE/sediment exchange timescales were on the order of days (70 days for DDE and 15 days for DDD) while previous measurements of degradation rates imply half-lives on the order of years (3-30 yr for DDE\textsuperscript{11} and 10 yr for DDD in sediment beds\textsuperscript{28}). This is further supported by the fact that in the 30 day PE/sediment tumbling experiments, no loss of
DDE or DDD was observed in the sediment comparing concentrations found pre and post tumbling (data not shown).

6.3.4. Reaction-driven DDT PRC loss.

In contrast, the loss of DDT PRC measured in the field deployed PE (Figure 6.3), and in the laboratory incubations (Figure 6.4) was not consistent with diffusion-mediated transport. The loss of DDT PRC did not slow down with time, as it would be the case for a diffusion curve (Figure 6.3, left). Furthermore, since $K_d$ is usually correlated with $K_{ow}$, and DDE and DDT have similar $K_{ow}$ values ($10^6.5$ and $10^6.8$, respectively$^{20}$) we would expect both compounds to have similar $K_d$ values and implicitly, similar PRC losses.

![Figure 6.3 Fraction of $^{13}$C 2,4'-DDT PRC remaining in PE (left), and measured in PE as the degradation product $^{13}$C 2,4'-DDD (right), after deployment in sediment at various depth horizons: 0-10 cm (squares), 10-20 cm (crosses), 20-30 cm (circles), and 30-40 cm (triangles). Lines in left figure represent the expected PRC release using the diffusion model of Fernandez et al.$^{14}$, assuming $K_d$ (Lw/kgsed) values of $10^{4.5}$ (solid), $10^{5.0}$ (dot), $10^{5.5}$ (dash), and $10^{6}$ (dot-dash). As opposed to PRCs in Figure 1, the measured DDT PRC loss varies significantly with depth. In addition, the PRC loss from 10-20 and 20-30 cm depth horizons is not consistent with the shape of a diffusion profile. For the 0-10 cm and 30-40 cm, the PRC loss appears to be loosely consistent with diffusion into a sediment with a $K_d$ value of $10^{5}$ and $10^{6}$, respectively. Lines in right figure are drawn to guide the eye and are not model fits.

In contrast, the DDT PRC was lost to a substantially greater extent than the DDE PRC (at least by a factor of 2 after 30 days). Also, the $K_D$ values ($10^5$ - $10^6$) required to fit the DDT-PRC
losses are 1-2 orders magnitude larger than either the model fit or measured $K_d$ values of DDE ($10^{4.3}$, Table 6.1). Lastly, the amount of DDT-PRC recovered in the PE was found to decrease significantly with depth, more than it could be explained by loading variability (~2%), and inconsistent with the behavior of all other PRCs, whose loss varied little with depth (Figure 6.1).

Similar to the field deployment case, the losses of the DDT PRC measured in PE strips incubated in sediments in the laboratory, were also not consistent with diffusive transport. While the loss of the DDE PRC (similar size and $K_{ow}$ to DDT, as mentioned above) varied at most by 10% across the PEs incubated in three different sediments (e.g. 8 - 18% lost after 20 days, Figure 6.2), the DDT PRC loss differed greatly (e.g. after 20 days lost 43% in CARM-PE, and more than 90% in LM-PE). The variable loss of DDT PRC across the different sediment incubations supports the hypothesis that reactive processes occurring in the sediment, as opposed to inside the PE, are accelerating the PRC loss.

![Figure 6.4](image-url)  
**Figure 6.4** Fraction of $^{13}$C 2,4'-DDT remaining in PE (empty symbols, left axis), and measured as its degradation product $^{13}$C 2,4'-DDD (filled symbols, right axis) as a function of time after incubation in CARM (green triangles), LM (red squares) and F2 (blue diamonds). Lines are drawn to guide the eye and are not model fits.
6.3.5. Accumulation of PRC degradation products in the PE.

The fact that the loss of the $^{13}$C 2,4'-DDT PRC was driven by reactions is confirmed by the corresponding accumulation in the PE of its degradation product, $^{13}$C 2,4'-DDD. This labeled degradate's concentration in PE increased with depth into the sediment (Figure 6.3). The amount of degradation product was on the order of 2-20 ng/g PE, at least 10 times more than the limit of detection (Table S1) and its identity was confirmed by its retention time and the observed ratio of the confirming and quantitation ion intensities. We are confident that the amount of degradation product measured came from reactions occurring in the environment, and not degradation during the PE extraction or GC-MS analysis. The degradation of $d_8$ 2,4'-DDT recovery standard, added to PE prior to extraction, was closely monitored and analysis conditions were carefully maintained such that $d_8$ 2,4'-DDD was always below detection. Accumulation of the PRC degradation product $^{13}$C 2,4'-DDD was also observed in the laboratory incubations, and the measured concentration of $^{13}$C 2,4'-DDD in PE increased with time and with the amount of observed DDT PRC loss (Figure 6.4). In both field and laboratory incubations, up to 10% of the initial DDT PRC concentration was recovered as $^{13}$C 2,4'-DDD in the PE (Figure 6.3, Figure 6.4).

6.3.6. Reaction diffusion model.

Lastly, we evaluated whether a reaction diffusion model could fit the behavior of the DDT-PRC (Equation 3 inverted with Matlab). Since the observed PRC loss is due to both diffusion of the PRC into the sediment bed and reaction in the sediment, the reaction rate can only be fit for a given $K_d$ (which affects $K_{PESED}$ and $\Psi$ in Equation 3). Applying the reaction diffusion model to the observed PRC loss from the field deployed PE, and assuming the same value of $K_d$ of DDT as the model derived (Figure 6.1) $K_d$ value of DDE (similar $K_{OW}$ values of DDE and DDT, see Section 6.3.4), we obtain fitted reaction rates that increase with depth into sediment bed: 0.09 d$^{-1}$ at 0-10 cm to 0.9 d$^{-1}$ at 30-40 cm (Figure 6.5). The fit of PRC loss over time is greatly improved over using the diffusion-only model (Figure 6.5 vs. Figure 6.3 left). Previous studies found that DDT degradation in sediment slurries depended on oxidation reduction potential ($k_r$ ranged from 0.03 to 0.3 d$^{-1}$ for $E_h$ values of -150 to 450 mV), and that DDD was the major degradation product in strongly reducing conditions. Thus, the magnitude and increase with depth of the fitted reaction rate make sense given that (1) the oxidation reduction potential is likely to become
more reducing with depth into sediment bed and (2) the amount of $^{13}$C 2,4'-DDD degradation product measured in the PE also increases with depth (Figure 6.3 right).

Fits of PRC losses observed in laboratory incubations of PE in the sediments yielded reaction rates that were larger than for the field PE, ranging from 0.5 d$^{-1}$ (CARM) to 3.5 d$^{-1}$ (LM). As was the case for modeling the results of the field deployments, the fits to the DDT PRC improved over using a diffusion-only model (compare Figure 6.4 with Figure 6.6). The fitted reaction rate deduced from the PRC loss in F2 PE is almost an order of magnitude larger, due to larger PRC loss observed in the static laboratory incubation. The difference in reaction rates could be a result of the assumptions made in the model (e.g. lower $K_d$ values needed to explain PRC loss from laboratory incubated PE versus field deployed, see captions of Figure 6.1 and Figure 6.2, and Table 6.1), or may actually be reflecting more favorable conditions for degradation of DDT in the laboratory, due to higher temperatures or changes in redox potential of the sediment after removal from the field.

![Figure 6.5](image)

**Figure 6.5** Fraction of DDT PRC remaining after 10 and 30 day deployments at various depths into the sediment 0-10 cm (squares), 10-20 cm (crosses), 20-30 cm (circles), and 30-40 cm (triangles). Lines represent reaction diffusion model results using $K_d$ for DDT equal to $K_d$ of DDE deduced from PRC loss in the sediment, and reaction rates for DDT degradation from top to bottom of graph of 0.1 (blue), 0.3 (green), 0.7 (yellow) and 1 d$^{-1}$ (red).
Instability of DDT in F2 sediment on timescales of days-weeks was also confirmed by the poor recovery of a labeled DDT spike in tumbling experiments with F2 sediment (only 1-18% of initial $d_{8} 4,4'$-DDT spike recovered, versus 91 ± 12% of spiked $^{13}$C PCB 153). Even when the sediment was autoclaved prior to incubation, no labeled DDT was measurable in PE tumbled with the sediment that was also spiked, suggesting that the degradation may be abiotic. The lack of native DDT in the field-collected F1 and F2 sediments in fact further supports the hypothesis of DDT reactivity. For an average sedimentation rate of 0.5 cm/year, the average age of the upper 10 cm would be about 10 years (0 at the top and 20 years at 10 cm), implying that DDT reacts on timescales shorter than 10 years.

![Figure 6.6](image)

**Figure 6.6** Model fits (solid lines) for the fraction of $^{13}$C 2,4$'$-DDT remaining in PE as a function of time after incubation in CARM (green triangles), LM (red squares) and F2 (blue diamonds). Reaction rates ranged from 0.5 d$^{-1}$ to 3.5 d$^{-1}$. Also shown for comparison, the model prediction with no reaction (dashed line).

Altogether, the reactivity of DDT in the sediments was confirmed by (1) accelerated loss over other PRCs with similar transport properties ($D_w$ and $K_{ow}$), (2) accumulation of the PRC degradation product, $^{13}$C 2,4$'$-DDD (3) larger accumulation of $^{13}$C 2,4$'$-DDD with increasing reducing conditions and (4) instability of DDT in a sediment slurry. The range of fitted reaction rates from both field and laboratory PE (0.09 d$^{-1}$ to 3.5 d$^{-1}$) is in line with degradation rates previously measured in anaerobic sediment slurries, or in aqueous systems amended with zero valent iron. However, the best fit reaction rates were fast compared to other studies which
report much slower degradation rates (0.08-2 yr\(^{-1}\)). \(^9\)\(^,\)\(^{28}\) Although it remains to be confirmed that the magnitudes of the reaction rate derived using the reaction-diffusion model are accurate, the results so far suggest that passive sampling is a promising tool for measuring \textit{in situ} reactivity of compounds in sediments.

Although the accumulation of the \(^{13}\)C 2,4'-DDD degradation product of the DDT-PRC supports the hypothesis that the DDT-PRC is undergoing degradation, the amount of \(^{13}\)C 2,4'-DDD that is recovered in the PE is at most 10% of the initial DDT-PRC loaded in the PE (Figures 6.3 and 6.4), which is not consistent with DDD being the only degradation product of DDT in the sediment. Based on the reaction diffusion model developed in this paper, the DDT-PRC diffuses out into the sediment for about 0.3 cm (or about two PE half thicknesses). If the DDD were the only degradation product, then the \(^{13}\)C 2,4'-DDD produced would at the same time diffuse further away into the sediment and also back into the PE. However given diffusivity of DDD in the sediment (calculated to be \(\sim 10^{-10}\) cm\(^2\)/s), the DDD produced would only diffuse 0.01 cm in the sediment in 1 mo. On the other hand, considering the partition coefficients between PE and water (\(K_{PEW}\) for DDD 10\(^5\)) and the sediment water partition coefficients measured for the lake sediments (\(K_d\) for DDD of 10\(^3.3\) and 10\(^3.8\), Table 6.1), this would imply that, the majority of the \(^{13}\)C 2,4'-DDD produced should be in the PE at equilibrium (\(K_{PESED} > 10\)). In turn, this would suggest that the amount of DDT-PRC lost should have been approximately equal to the amount of \(^{13}\)C 2,4'-DDD accumulated in the PE. Even if the \(^{13}\)C 2,4'-DDD were to not reach equilibrium (i.e., behave like the \(^{13}\)C 4,4'-DDD PRC, which only reaches \(\sim 80\%\) equilibration in 30 days, Figures 6.1 and 6.2), the amount of \(^{13}\)C 2,4'-DDD which accumulated in the PE is still too low. For example, for the PE deployed in the sediment at 30-40 cm, we measured accumulation of \(^{13}\)C 2,4'-DDD of 9% relative to the initial amount of DDT-PRC left, but if all the DDT-PRC that reacted in the sediment were to transform to DDD, then we should have measured \(\sim 64\%\). Although possible, it is unlikely that the DDD produced could be undergoing degradation as well, given that behavior of the DDD-PRC and DDD target analytes were both consistent with diffusion driven transport (Figures 6.1 and 6.2).

These calculations suggest however, that the degradation of the DDT in the sediment could lead to the formation of other degradation products besides DDD. DDT is known to degrade to
DDE, for example; but, following the same reasoning as above, if the DDT-PRC was degrading to DDE then we should have measured an accumulation of 2,4'-DDE in the PE (~10-20% of the initial DDT-PRC concentration, assuming all DDT transforming to DDE). In contrast, in both field deployments and laboratory incubations of PE in sediment, there was no measurable accumulation of $^{13}$C 2,4'-DDE (detection limit of ~1%, Table S1), suggesting that DDE was not the major degradation product. Altogether, it appears that the degradation of DDT in the vicinity of PE may lead to more than the known degradation products DDE and DDD, and this conclusion is supported by other studies of DDT degradation in anaerobic sediment slurries which also observed that the sum of DDE and DDD produced only accounted for 15-33% of the initial DDT spike.

**Figure 6.7** Accumulation of target compounds (blue) and release of PRCs (red) for a non-reactive (DDE, left) and for a reactive (DDT, right) compound. Non-reactive herein refers to chemicals whose reaction timescales are much slower than the timescale of PE/sediment exchange (order of weeks to months for DDXs). Conversely, reactive chemicals have reaction timescales that are shorter or comparable (order of hours to days) to the PE/sediment exchange timescales.

### 6.3.7. Implications for interpretation of PRCs and measuring reactive compounds.

For field deployments, PRCs should be chosen to avoid overlap in isotopic label or isomer state between the DDT PRC and DDE/DDD PRCs (i.e. 2,4'-DDT should be used with 4,4'-DDE
and DDD, or vice-versa). Using a combination of reactive and non-reactive PRCs can help us understand the processes that are happening in the sediment. If a DDT-PRC is used, and there is no reactivity in the sediment, e.g., the DDT PRC behaves similarly to PCB or DDE PRCs, then the PRC loss can be interpreted similarly to the PRC loss of DDE and DDD. But if reactivity is present, then we can use the reaction diffusion model to investigate how the accumulation of target compound is affected. Assuming the same reaction rate applies to a target compound, the accumulation of target chemical will be greatly decreased compared to its equilibrium value (Figure 6.7). For example, a reduced uptake of target chemical could be observed when using passive sampling for other organochlorine pesticides which react in the sediments on timescales similar to DDT, such as chlordane or dieldrin. In addition, if the reactive processes are fast enough to accelerate the PRC loss (Figure 6.1 and Figure 6.5, e.g., diffusion timescales of weeks to months for DDE and DDD, but reaction timescale of DDT of days), then the PRC loss in conjunction with Equation 3 could be used to evaluate \textit{in situ} degradation rate. This application warrants further investigation because it can greatly enhance our understanding of environmental transformations of chemicals such as organochlorine pesticides but also other chemicals such as pyrethroids, which have been found to undergo reactions on timescales from days to years, depending on chemical structure and on conditions in the sediment.
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1. Derivation of Laplace solution for reaction diffusion model.

The general procedure for deriving Laplace domain solutions for the transfer between polymer membranes and various media has been described elsewhere, and we follow the same steps here.

Solution for PRCs. The governing equation are repeated here from the main text:

Governing equations:
\[ \frac{\partial C_{PE}}{\partial t} = D_{PE} \frac{\partial^2 C_{PE}}{\partial x^2} \quad \text{for} \quad -L < x < L \]  
\[ \frac{\partial C_{SED}}{\partial t} = D_{SED} \frac{\partial^2 C_{SED}}{\partial x^2} - k_r C_{SED} \quad \text{for} \quad L < x < L + \delta \quad \text{and} \quad -\delta - L < x < -L \]

and in addition, we write the following initial conditions:

\[ C_{PE} = C_{PE}^0 \quad \text{for} \quad -L < x < L \]  
\[ C_{SED} = 0 \quad \text{for} \quad x < -L \quad \text{and} \quad x > L \]

and boundary conditions:

\[ \frac{\partial C_{PE}}{\partial x} = 0 \quad \text{at} \quad x = 0 \]  
\[ C_{PE} = K_{PESED} C_{SED} \quad \text{at} \quad x = L \quad \text{and} \quad x = -L \]  
\[ D_{PE} \frac{\partial C_{PE}}{\partial x} = D_{SED} \frac{\partial C_{SED}}{\partial x} \quad \text{at} \quad x = L \quad \text{and} \quad x = -L \]  
\[ C_{SED} = 0 \quad \text{at} \quad x = \infty \quad \text{and} \quad X = -\infty \]

The first step in deriving the solution is to transform the equations and boundary conditions in non-dimensional units. \( \bar{C}, X, T \) are now unit-less variables for concentration, distance and time:

\[ \bar{C}_{PE} = \frac{C_{PE}}{C_{PE}^0} \quad \text{and} \quad \bar{C}_{SED} = \frac{K_{PESED}}{C_{PE}^0} \]  
\[ \bar{X} = \frac{x}{L} \quad \text{and} \quad \bar{T} = t \times \frac{D_{PE}}{L^2} \]

where \( L \) is the half thickness of the polymer, \( D_{PE} \) is the diffusivity in the PE and \( K_{PESED} \) is the PE-sediment partition coefficient. In non-dimensional terms the initial conditions for \( T=0 \) for a PRC diffusing out of PE become:

\[ \bar{C}_{PE} = 1 \quad \text{for} \quad -1 < \bar{X} < 1 \]  
\[ \bar{C}_{W} = 0 \quad \text{for} \quad \bar{X} < -1 \quad \text{and} \quad \bar{X} > 1 \]

Similarly, at \( T>0 \), we have the following boundary conditions in non dimensional units:

- No flux at the center of sampler: \( \frac{\partial \bar{C}_{PE}}{\partial \bar{X}} = 0 \quad \text{at} \quad \bar{X} = 0 \);  
- Chemical equilibrium at sampler/sediment interface: \( \bar{C}_{PE} = \bar{C}_{SED} \quad \text{at} \quad \bar{X} = 1 \quad \text{and} \quad \bar{X} = -1 \)
\[
\frac{\partial C_{PE}}{\partial X} = \psi \frac{\partial C_{SED}}{\partial X} \text{ at } X = 1 \text{ and } X = -1, \text{ where } \psi = \frac{D_{SED}}{D_{PE}}
\]  

- At large distances away from the sampler, concentration equals to that of sediment, which is 0 for a PRC: \( \bar{C}_{SED} = 0 \) at \( X = \infty \) and \( X = -\infty \) \( (15) \)

Lastly, we perform the same change of variables for the governing equations:
\[
\frac{\partial^2 C_{PE}}{\partial X^2} - \frac{k_r}{\psi} C_{SED} = \frac{1}{\psi} \frac{\partial C_{SED}}{\partial T}
\]  
(16)
\[
\frac{\partial^2 C_{SED}}{\partial X^2} \frac{k_r}{\psi} C_{SED} = \frac{1}{\psi} \frac{\partial C_{SED}}{\partial T}
\]  
(17)

where \( k_r \) is the reaction rate \( k_r \) normalized by \( D_{PE}/L^2 \). By taking Laplace transforms of the governing equations, we translate the equations from time domain to complex \( s \) domain, and thus reduce the complexity of the differential equations. \( \bar{C}_{PE} \) and \( \bar{C}_{W} \) denote the Laplace domain expression of concentration. It follows that we now have the following governing equations and boundary conditions that are independent of the time variable:

- Governing equations:
  \[
  \frac{\partial^2 C_{PE}}{\partial X^2} = s \bar{C}_{PE} - 1;
  \]
(18)
\[
\frac{\partial^2 C_{SED}}{\partial X^2} \frac{k_r}{\psi} C_{SED} = \frac{1}{\psi} \frac{\partial C_{SED}}{\partial T};
\]  
(19)

- Boundary conditions:
  \[
  \frac{\partial C_{PE}}{\partial X} = 0 \quad \text{at } X = 0
  \]
(20)
\[
\bar{C}_{PE} = \bar{C}_{SED} \quad \text{at } X = 1
\]  
(21)
\[
\frac{\partial C_{PE}}{\partial X} = \frac{k_{PESED}}{\psi} \frac{\partial C_{SED}}{\partial X} \quad \text{at } X = 1
\]  
(22)
\[
\bar{C}_{SED} = 0 \quad \text{at } X = \infty
\]  
(23)

The solutions found to satisfy both differential equations and the first and last boundary condition above:
\[
\bar{C}_{PE} = A \cosh(X\sqrt{s}) + \frac{1}{s}
\]  
(24)
\[
\bar{C}_{SED} = B e^{-X\sqrt{s+\frac{k_r}{\psi}}}
\]  
(25)

Using the second and third boundary conditions above, we can solve for \( A \) and \( B \):
\[
A = \frac{1}{s} \frac{1}{\sqrt{s+\frac{k_{PEW}}{\psi} \sinh(\sqrt{s})-\cosh(\sqrt{s})}}
\]  
(26)
\[
B = -A \sinh(\sqrt{s}) \frac{k_{PESED}}{\sqrt{s+\frac{k_r}{\psi}}} \frac{1}{\sqrt{s+\frac{k_r}{\psi}}} e^{X \sqrt{s+\frac{k_r}{\psi}}}
\]  
(27)

Since we are ultimately interested in the fraction of PRC which remains in the PE after a certain time, we can integrate the concentration in the PE across the thickness of the PE:
\[
\bar{M}_{PRC} = \int_0^1 \bar{C}_{PE} \, dX
\]  
(28)

After plugging in \( A \), and simplifying we are left with:
\[
\bar{M}_{PRC} = \frac{1}{s} \frac{1}{s^2} \frac{k_{PEW}}{\sqrt{s+\frac{k_{PEW}}{\sqrt{s+\frac{k_r}{\psi}}}}} \frac{1}{\sqrt{s+\frac{k_r}{\psi}}} e^{X \sqrt{s+\frac{k_r}{\psi}}}
\]  
(29)

The expression cannot be inverted to time domain using inversion tables. Instead we use a MATLAB numerical inversion algorithm invlap.m to find the corresponding mass of PRC left
in the PE as function of time $T$. A sample code to perform this operation is provided in SI-2.

**Solution for target compounds.** For target analytes diffusing into the PE, the governing equations remain the same as for the transport of PRCs, but the initial conditions and boundary conditions are different, written here directly in non-dimensional terms:

- **Initial conditions at $T=0$:**
  \[ C_{PE} = 0 \text{ for } -1 < X < 1 \]  
  \[ C_{SED} = 1 \text{ for } X < -1 \text{ and } X > 1 \]  

- **Boundary conditions at $T > 0$:**
  \[ \frac{\partial C_{PE}}{\partial X} = 0 \text{ at } X=0 \]  
  \[ \frac{\partial C_{PE}}{\partial X} = \frac{C_{SED}}{C_{PE}} \text{ at } X=1 \text{ and } X=-1 \]  
  \[ \frac{\partial C_{SED}}{\partial X} = \frac{K_{PEW}}{\psi} \text{ at } X=1 \text{ and } X=-1 \]  
  \[ \frac{\partial C_{SED}}{\partial T} = -K_{PEW} T \text{ at } X=\infty \text{ and } X=-\infty \]

We note that as opposed to the PRC case, the concentration is now normalized by $C_{SED}^0$, the initial concentration of the analyte in the sediment. Unlike a diffusion case, though, we can no longer assume that the sediment concentration stays constant over time. Instead, at a distance far away from the sampler the concentration in the sediment is only affect by the intrinsic rate constant.

The governing equations in Laplace domain are slightly different due to the change in the initial conditions:

\[ \frac{\partial^2 C_{PE}}{\partial X^2} = s \ C_{PE} \]  
\[ \frac{\partial^2 C_{SED}}{\partial X^2} = \frac{s+K_{PEW}}{\psi} - \frac{C_{SED}}{C_{PE}} \]  

And the boundary conditions in Laplace domain are also slightly different:

\[ \frac{\partial C_{PE}}{\partial X} = 0 \text{ at } X = 0 \]  
\[ \frac{\partial C_{PE}}{\partial X} = \frac{C_{SED}}{C_{PE}} \text{ at } X = 1 \]  
\[ \frac{\partial C_{SED}}{\partial X} = \frac{1}{s+K_{PEW}} \text{ at } X = \infty \]

The solutions that satisfy the governing equations, and the first and last boundary conditions, take the form:

\[ C_{PE} = D \ \cosh(X\sqrt{s}) \]  
\[ C_{SED} = E \ e^{-X\sqrt{\frac{s+K_{PEW}}{\psi}}} + \frac{1}{s+K_{PEW}} \]

After solving for $D$ and $E$ using the second and third boundary condition, we get:

\[ D = \frac{1}{s+K_{PEW}} \]  
\[ E = -D \ \frac{K_{PEW}}{\sqrt{\psi}} \ \frac{s}{\sqrt{(s+K_{PEW})\sinh(\sqrt{s})}} \]

\[ E = -D \ \frac{K_{PEW}}{\sqrt{\psi}} \ \frac{s}{\sqrt{(s+K_{PEW})\sinh(\sqrt{s})}} \ e^{\left(\frac{s+K_{PEW}}{\psi}\right)} \]
Lastly, $M_{\text{target}}$ can now be calculated as:

$$M_{\text{target}} = \int_0^1 \bar{C}_P E \, dX$$

$$M_{\text{target}} = \frac{1}{\sqrt{s(s+k_r)}} \frac{1}{\text{coth}(\sqrt{s}) + \frac{k_{PEW}}{\sqrt{s+k_r}}}$$

(46)

(47)

As expected the solution reduces for $k_r = 0$ to that found by Fernandez et al. (2009)^2:

$$M_{\text{target}} = \frac{1}{s^2} \frac{1}{\text{coth}(\sqrt{s}) + \frac{k_{PEW}}{\sqrt{s}}}$$

(48)
2. Additional experimental details

**Incubation of lake sediment with $d_8$ 4,4'-DDT.** Field collected F2 sediment was used to determine if DDT could degrade in the laboratory conditions used typically for *ex-situ* sampling (i.e. tumbling). Nine 50 mL combusted pear shaped flasks were spiked with 1 $\mu$g $^{13}$C PCB 153 and 5 $\mu$g $d_8$ 4,4'-DDT (25 $\mu$L of a solution in hexane). To each flask about 20 g wet sediment and 40 mL of Milli-Q water were added. The flasks were then put on a tumbler and removed after 4 (duplicate), 11, 14, 22, 30 (duplicate), 50, 60 days. The sediment slurry was poured off into an amber jar and frozen until freeze-dried, and the walls of the flask were washed with a mixture of methanol and DCM (to check that the PCB and DDT spike had mixed into the sediment slurry, as opposed to remaining on the walls). Aliquots of 1 g of the freeze-dried sediment were extracted using the procedure described previously for analysis of sediments.

**Clarus GCMS analysis of $d_8$ 4,4'-DDT spiked sediments.** The analysis was performed with a programmable inlet and a DB-XLB column (30 m, 0.25 mm ID, 1 $\mu$m film thickness, Agilent Technologies, Lexington, MA). Injections of 1 $\mu$L were done at 70 °C, in splitless mode, and the inlet temperature was ramped to 275 °C at 200 °C/min. The split valve (20:1 split ratio) was open after 1.5 min. The column temperature was held at 75 °C for 1.5 min, then ramped to 200 at 25 °C/min, and to 275 °C at 4 °C/min. Helium was used as a carrier gas at 2 mL/min and the MS source temperature was held at 250 °C. For analysis of DDT in sediment samples, the inlet liner (deactivated liner, without glass wool, Restek, Bellefonte, PA) was periodically removed and cleaned, to prevent degradation of the DDT. Degradation was monitored by the loss of signal of $^{13}$C 4,4'-DDT added to each extract as an injection standard.

**Results of $d_8$ 4,4'-DDT sediment incubation experiments.** We observed a marked decrease in DDT concentration compared to the spiked amount, but the data were not suitable for evaluating a reaction rate. Although more than 80% of the spiked DDT was lost in all sampled flasks, there was no correlation between DDT concentration and incubation time. However, we are fairly confident that the observed loss of DDT was not due to an experimental artifact, because both the PCB and DDT spikes were loaded into the tumbling flasks from the same solution (thus at a known and constant mass ratio to each other of 1:5 PCB:DDT). It is unlikely that DDT could have crystalized in the sediment, (which would
have lead to a heterogeneous concentration), since the levels at which DDT was spiked were fairly low (<500 ng/g sediment). Even if crystals would have formed when the chemicals were spiked into the sediment, DDT and PCB 153 have similar chemical properties (MW 360 and 354, $K_{ow} 10^{6.9}$ and $10^{6.9}$, melting points of 103 and 108 °C, respectively), and thus should have dissolved at the same rate. The loss to the walls of DDT was also negligible.
Table S1  PRC concentrations (ng/g PE) in PE used in the field and in laboratory incubations, as well as limits of detection (LOD, ng/g) determined from the sum of average peak area and three standard deviations of solvent blank runs and assuming mass of PE extracted given in parentheses.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Field PE</th>
<th>SD</th>
<th>%</th>
<th>LOD (60 mg)a</th>
<th>Lab PE</th>
<th>SD</th>
<th>%</th>
<th>LOD (15 mg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}$C PCB 28</td>
<td>153</td>
<td>4</td>
<td>3%</td>
<td>0.1</td>
<td>266</td>
<td>35</td>
<td>13%</td>
<td>0.5</td>
</tr>
<tr>
<td>$^{13}$C PCB 47</td>
<td>152</td>
<td>2</td>
<td>1%</td>
<td>0.1</td>
<td>243</td>
<td>4</td>
<td>2%</td>
<td>0.7</td>
</tr>
<tr>
<td>$^{13}$C 4,4'-DDE</td>
<td>192</td>
<td>4</td>
<td>2%</td>
<td>0.1</td>
<td>298</td>
<td>13</td>
<td>4%</td>
<td>1.2</td>
</tr>
<tr>
<td>$^{13}$C PCB 111</td>
<td>171</td>
<td>10</td>
<td>6%</td>
<td>0.1</td>
<td>230</td>
<td>26</td>
<td>11%</td>
<td>0.7</td>
</tr>
<tr>
<td>$^{13}$C 2,4'-DDT</td>
<td>246</td>
<td>6</td>
<td>2%</td>
<td>0.2</td>
<td>380</td>
<td>31</td>
<td>8%</td>
<td>1.1</td>
</tr>
<tr>
<td>$^{13}$C 4,4'-DDD</td>
<td>143</td>
<td>2</td>
<td>1%</td>
<td>0.1</td>
<td>284</td>
<td>12</td>
<td>4%</td>
<td>0.5</td>
</tr>
<tr>
<td>$^{13}$C PCB 153</td>
<td>115</td>
<td>3</td>
<td>2%</td>
<td>0.1</td>
<td>198</td>
<td>30</td>
<td>15%</td>
<td>0.9</td>
</tr>
</tbody>
</table>

aThe LOD for PE concentrations translates into a LOD of detection for aqueous concentrations of 0.1 to 1 pg/L (for $K_{PEW}$ ranging from $10^5$ to $10^6$).
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Chapter 7

Conclusions
The first goal of this thesis was to expand the use of passive sampler use towards understanding the HOC toxicity and bioaccumulation potential of mixtures. In Chapters 2 and 3, methods were developed for estimating passive sampler-water, as well as membrane lipid-water partition coefficients, which add to existing GC × GC-based methods for calculation of other environmentally relevant physicochemical properties (e.g. vapor pressure, octanol-water partition coefficients and others).\(^1\)\(^2\) The GC × GC-based model allowed estimations of sampler-water and lipid-water partition coefficients to within 0.5 and 0.3 log units (factor of 3 and factor of 2), respectively. In Chapters 3 and 5 we illustrated the application of the GC × GC-based partition coefficients, for evaluating bioaccumulation and toxicity of mixtures.

Using GC × GC retention times, we evaluated the relative partitioning between PE and lipids for a range of HOCs and found that the partition coefficients for lipid-water and PE-water are similar (typically within one log unit of each other). However, depending on the polarity of the chemical, the partitioning favored the lipid or PE phase. Aliphatic compounds such as alkanes will preferentially accumulate in the PE by a factor of 10, whereas more polar chemicals, like PAHs, will accumulate to a greater extent in the lipids (factor of 5-6). This trend was supported by a partitioning experiment in Chapter 5. Thus, even though passive sampling with polymer membranes is often referred to as biomimetic due the affinity of both the membranes and lipids for hydrophobic chemicals,\(^3\) the load and distribution of HOCs in the lipids is not expected to be the same as that measured in the passive samplers (at least for polyethylene).

The combination of passive sampling and GC × GC-based partition coefficients provided good estimates for the bioaccumulation in the polychaete *Nereis virens* of PCBs, but not for other compounds like PAHs, which can be metabolized by this species or its gut microflora. However, the GC × GC-based estimates of bioaccumulation were still useful because they served as (1) upper limit of tissue concentration as well as (2) a starting point for identification of situations where metabolism is affecting the tissue concentrations. Recent studies have shown that the concentration of HOCs in food webs is bound at the upper limit by the chemical activity in sediments.\(^4\) The combination of the GC × GC and passive sampling can help us estimate the activity for legacy pollutants but also for other nonpolar contaminants of emerging concern.

The toxicity of HOC mixtures was consistent with estimations of lipid body burdens based on GC × GC-FID analysis. The baseline toxicity of PE equilibrated with contaminated sediments was much greater than one would have expected based solely on the concentration of the EPA 16
PAHs and other priority pollutants in the sediments. While the aromatic fraction of the mixture appeared to contribute to the toxicity more than the saturated portion (more favorable thermodynamics and kinetics), the estimations of toxicity were much closer to observed values when the contributions of all HOCs present in PE were considered. Thus, risk assessment for baseline toxicity based on priority pollutants alone is not a good metric at sites where other aromatic compounds (e.g. methylated derivatives of PAH or heterocyclic aromatic compounds) are abundant. The procedures laid out in this thesis would enable either direct measurement of baseline toxicity (with passive dosing) or estimations of cumulative body burdens at equilibrium (with GC × GC). To our knowledge, this is the first study which attempted to measure the cumulative baseline toxicity effects due to, and at the respective chemical activity levels of, HOC mixtures in sediments.

The second goal of this thesis was to improve our understanding of how passive samplers behave in the environment, which could aid in their implementation and facilitate novel applications. Starting with simple mathematical formulations of diffusion in the membrane and in the water (Chapter 4), we show that the transfer of hydrophobic compounds ($K_{ow} > 10^4$) between PE and water is mainly controlled by diffusion through the water boundary layer (WBL). This implies that future efforts at designing faster equilibrium samplers need to focus on reducing the water side resistance to transfer (by inducing flow or turbulence). Alternatively, since labeled compounds used as performance reference compounds (PRCs) can be a big part of the passive sampling costs, alternative applications without PRCs are worth considering for reducing sampling costs. Based on the mass transfer model, using polymers with slower diffusivities (such as polyoxymethylene) could lead to similar equilibration timescales (diffusivity in polymers $\sim 10^{-10} - 10^{-11}$ cm$^2$/s, implying time to equilibrium of days to months) as we currently see for WBL controlled transfer using PE.$^5$ Unlike boundary layer controlled transport, the membrane controlled transport is fully “determined” (with known values of partition coefficients and diffusivities we can calculate the exact fractional equilibration), and PRCs would not be needed. Another interesting model application (Chapter 5) was the use of polymer membranes to control chemical doses in toxicity tests. Lastly, since the model essentially describes the analytical solution for the transport through a boundary layer, it could be used in combination with tracer studies, to determine characteristic diffusive boundary layer
thickness in various environments. Aqueous boundary layer thicknesses are in turn relevant for
dissolution, nutrient uptake and other geochemical processes.

A common assumption in passive sampling studies that employ performance reference
compounds (PRCs) to adjust for disequilibrium between samplers and the environment is that the
exchange of PRCs and target chemicals is diffusion controlled and therefore symmetric. In
Chapter 6 we showed that reactive processes can also affect the behavior of PRCs, and
considerations of reactivity should be taken into account when interpreting the PRC loss (i.e.
complete PRC loss may not correspond to complete equilibration of a target compound).
Furthermore, using a reaction diffusion mass transfer model and PRC loss from in situ passive
samplers deployed in sediments, we determined that the degradation rate of DDT in a freshwater
lake sediment increased with depth into the sediment bed from 0.09 d$^{-1}$ at 0-10 cm and 0.9 d$^{-1}$ at
30-40 cm. The degradation was confirmed by corresponding accumulation of the PRC-derived
degradation product in the PE. The magnitude of reaction rates was in line with other
measurements in the literature and with the complete transformation of DDT to DDE and DDD
observed in the contaminated lake sediments. More research is needed though to assess the
accuracy of the degradation rate calculated from PRC loss, as well as the processes that are
causing this degradation (e.g. biotic or abiotic reductive dechlorination).

Future work

The findings and techniques presented in this thesis open the door to various further research
opportunities. Passive dosing-based testing could be adapted towards investigations of other
mixtures, and other toxicity modes. For example, 10 day tests with Daphnia pulex (commonly
used for reproductive toxicity tests$^6$) in combination with passive dosing, could be used to assess
the effect of environmental mixtures on reproductive success. Using dosing sheets could also be
helpful in long term tests where in the absence of buffering, the chemical concentration can be
affected by introduction of food or water exchange. If the dosing sheets are equilibrated with
environmental mixtures, the passive samplers can effectively be used not only to measure
chemicals in the environment but also as “toxicity meters.”

Another potential research avenue is the application of the reaction-diffusion model in
Chapter 6 towards other chemicals susceptible to transformations. For example, pyrethroids, a
class of insecticides found to be toxic to fish and birds,$^7$ are susceptible to transformations in
sediments on timescales of months to years. Measuring in situ degradation of these compounds could help us understand the conditions that impact the degradation (e.g., presence of particular microbes, redox potential) and the mechanisms of degradation. Information about environmental transformations can in turn aid in selection of pesticides by balancing effectiveness with potential harmful effects.

Some studies have suggested that the degradation of DDT is tightly coupled with the oxidation reduction potential in sediments and soils. Thus the observed loss of a reactive compound from PE (not necessarily DDT) could function as a “redox probe.” Furthermore, if the observed DDT loss was due to reductive dechlorination, then PE in combination with PRCs could be used as in situ indicators of conditions favorable for reductive dechlorination.

While passive samplers are broadly considered to be biomimetic devices that accumulate HOCs similarly as the lipid compartments of biota, the GC × GC model presented in this thesis suggested that there is preferential accumulation of more polar compounds in lipids and preferential accumulation of more saturated chemicals in PE. This implication could be further investigated with GC × GC for other sampling polymers, which may be able to better mimic the partitioning into membrane lipids.
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