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Abstract. Numerical simulation of large-scale dynamical systems plays a fundamental role in studying a wide range of complex physical phenomena; however, the inherent large-scale nature of the models often leads to unmanageable demands on computational resources. Model reduction aims to reduce this computational burden by generating reduced models that are faster and cheaper to simulate, yet accurately represent the original large-scale system behavior. Model reduction of linear, nonparametric dynamical systems has reached a considerable level of maturity, as reflected by several survey papers and books. However, parametric model reduction has emerged only more recently as an important and vibrant research area, with several recent advances making a survey paper timely. Thus, this paper aims to provide a resource that draws together recent contributions in different communities to survey the state of the art in parametric model reduction methods.

Parametric model reduction targets the broad class of problems for which the equations governing the system behavior depend on a set of parameters. Examples include parameterized partial differential equations and large-scale systems of parameterized ordinary differential equations. The goal of parametric model reduction is to generate low-cost but accurate models that characterize system response for different values of the parameters. This paper surveys state-of-the-art methods in projection-based parametric model reduction, describing the different approaches within each class of methods for handling parametric variation and providing a comparative discussion that lends insights to potential advantages and disadvantages in applying each of the methods. We highlight the important role played by parametric model reduction in design, control, optimization, and uncertainty quantification—settings that require repeated model evaluations over different parameter values.
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1. Introduction. Dynamical systems are the basic framework for modeling and control of an enormous variety of complex systems of scientific interest or industrial value. Examples include heat transfer, fluid dynamics, chemically reacting flows, biological systems, signal propagation and interference in electronic circuits, wave propagation and vibration suppression in large structures, and design of micro-electro-mechanical systems (MEMS). Numerical simulation of the associated models has been one of the few available means for studying complex underlying physical phenomena. However, the growing need for improved accuracy requires the inclusion of more detail in the modeling stage, leading inevitably to larger-scale, more complex models of dynamical systems. The ever increasing push towards improving system performance leads to a need to simulate many different possible realizations of the system. Performing multiple simulations in such large-scale settings often presents unmanageably large demands on computational resources. Alleviation of this computational burden is the main motivation for deriving reduced models—low-dimensional, efficient models that are fast to solve but that approximate well the underlying high-resolution
simulations. The field of model reduction encompasses a broad set of mathematical methods to generate and evaluate these reduced models.

In this paper, we focus on the broad class of problems for which the equations representing the system dynamics depend on a set of parameters, and the goal is to characterize system response for different values of the parameters. These parameters may enter the models in many ways, representing, for example, material properties, system geometry, system configuration, initial conditions, and boundary conditions. This parametric dependence presents a unique set of challenges for model reduction—building a reduced model requires querying the expensive underlying full model, thus one cannot afford to create a new reduced model for every change in the parameter values. Hence, the desired approach is to generate a parametric reduced model that approximates the original full-order dynamical system with high fidelity over a range of parameters. This is the goal of parametric model reduction. This survey provides an overview of state-of-the-art methods in parametric model reduction for large-scale dynamical systems. Recent years have seen considerable progress in this field, with several classes of methods emerging. This paper highlights the different approaches within each class of methods for handling parametric variation. We provide a comparative discussion that lend insights to potential advantages and disadvantages in applying each of the methods.

1.1. Applications of Parametric Model Reduction. Why is parametric model reduction important and useful? It fills a critical need in design, control, optimization, and uncertainty quantification settings—settings that require repeated model evaluations over a potentially large range of parameter values. These are settings in which we are willing to forgo a large up-front cost, the so-called offline cost, in order to obtain a reduced model that allows rapid yet accurate simulation over the range of parameters, the so-called online phase.

The design setting may require evaluation of system performance over a range of parameter values representing critical design constraints. For example, parametric reduced models capturing the coupled fluid dynamic and structural dynamic behavior of an aircraft configuration provide rapid evaluation of aeroelastic performance over a range of aircraft operating conditions [8, 158, 159]. This enables rapid characterization of the aircraft’s flight envelope, calculations that would otherwise require many weeks of computation time. Parametric reduced models have also shown to be an important enabling technology in the synthesis and design of interconnect [55, 71], semiconductor devices [130], and MEMS [31, 91] as well as in electrochemical [95] and electrothermal applications [96].

In control design we desire to drive the system dynamics into a desired configuration, while accounting for parametrically varying dynamics. Examples include design process control in Rayleigh–Bénard convection with varying Rayleigh number [163], and control for fluid flow with varying Reynolds number and/or shape parameters [127, 170]. Instead of designing a new controller for every new parameter, which would be a large computational burden and intractable for online controller design, one could design either a single reduced-order controller that performs effectively over the full parameter space or one that parametrically adapts to the changes. Model predictive control is another example for which a cheap and reliable model is required to control the system of interest. Model reduction has been applied to model predictive control in the nonparametric [133] and parametric [7] cases.

Both design and control can involve optimization, where the goal may be an optimal system configuration with respect to a certain performance objective (e.g.,
maximal throughput, minimal weight, minimal energy consumption, etc.) or an optimal controller. Most optimization algorithms require multiple evaluations of the forward model for varying parameter configurations; this is where parametric reduced models can play a role. Past work has used trust regions to manage the reduced model as the optimization proceeds [17, 88, 227]. Another approach for optimal control incorporates the optimality conditions into derivation of the reduced model [144]. A combination of domain decomposition and model reduction has also been developed for optimal control and shape optimization problems [12, 13]. Another recent framework employed parametric reduced models that ensure exact matching of the objective function and gradient evaluations for a subset of parameter values [29, 80]. Model reduction for optimization problems constrained by partial differential equations (PDEs) has recently been surveyed in [49].

Uncertainty quantification is another area that demands repeated model evaluations—often many thousands or even millions of evaluations are needed to sample the uncertainty space (e.g., using Monte Carlo sampling). For example, using parametric reduced models, the forward propagation of uncertainty through complex systems, such as those typically modeled using large-scale computational fluid dynamic (CFD) models can be achieved in turnaround times useful for design [62]. Parametric reduced basis models have also been combined with stochastic collocation to solve systems governed by PDEs with random coefficients [86]. Another example is large-scale statistical inverse problems for which Markov chain Monte Carlo methods are computationally intractable, either because they require excessive amounts of CPU time or because the parameter space is too large to be explored effectively by state-of-the-art sampling methods. In these cases, parametric model reduction over both state and parameter spaces can make tractable the solution of large-scale inverse problems that otherwise cannot be solved [80, 102, 156, 220, 72].

While all four of these areas—design, control, optimization, and uncertainty quantification—require repeated model evaluations over the parameter space, the nature of the parameter sampling in an optimization setting is generally different from that in the other settings. For design, control, and uncertainty quantification, we are often (although not always) interested in querying the model over a range of parameter values (e.g., considering a range of operating conditions in a control setting or considering a range of probable parameter values in an uncertainty quantification setting). In contrast, an optimization search takes a targeted path through the parameter space; thus, a reduced model built for optimization requires a balance between exploration and exploitation of the design space [139]. For this reason, building the reduced model in an offline phase, as discussed above, is likely inefficient in an optimization setting. Doing so may result in large regions of the parameter space being sampled in the offline phase but not exploited in the online phase, as these regions will not be explored by the optimizer. A more effective strategy in the optimization setting blends the offline and online phases by rebuilding or adapting the reduced model as the optimization search proceeds. Trust region methods are one way to achieve this [17, 88, 227].

1.2. Parametric Model Reduction and Surrogate Modeling. Parametric model reduction is but one approach within the more general area of surrogate modeling strategies for reducing computational burden in applications such as design, control, optimization, and uncertainty quantification. The paper [84] categorizes surrogate models into three different classes: data-fit models, projection-based reduced models, and hierarchical models. Data-fit models include response surface methods that use
interpolation or regression of simulation data to fit a model for the system output as a function of the parameters. In the statistical literature, Gaussian processes have been used extensively as data-fit surrogates for complex computational models [140], while data-fit surrogate approaches in optimization include polynomial response surfaces [85, 108, 137, 216], radial basis functions [224], and Kriging models [204]. Stochastic spectral approximations, commonly used in uncertainty quantification, are another form of response surface model. These methods are based on polynomial chaos representations of random variables and processes [65, 223] and exploit regularity in the dependence of an output (or solution field) on uncertain parameters. Stochastic spectral approximations have been used both in forward propagation of uncertainty [107, 226] and for statistical inverse problems [168, 169]. Hierarchical surrogate models include a range of physics-based models of reduced computational cost (and possibly lower accuracy). Hierarchical surrogates are derived from higher-fidelity models using approaches such as simplifying physics assumptions, coarser grids, alternative basis expansions, and looser residual tolerances. Examples in the literature include the use of simplified-physics models in design optimization [3, 167], multigrid approaches to optimization of systems governed by differential equations [124, 151], and mesh coarsening for solving a linear inverse problem [18].

Each of these different classes of surrogate models has different advantages and disadvantages. Simplified physics models are typically used in an opportunistic way (i.e., when they are naturally available, as is the case in a great deal of engineering practice), while data-fit and reduced models are derived mathematically from a higher-fidelity model. A significant advantage of data-fit approaches is that the offline process of deriving the surrogate model is nonintrusive. That is, the high-fidelity model can be run in “black-box” mode, where the only task is to specify a set of input parameters and generate the corresponding system output predictions. In contrast, the offline process of deriving a projection-based reduced model is fairly intrusive; as we will see in the next section, it requires projections of system operators onto a reduced subspace. One of the potential advantages of a projection-based reduced model is that it retains the underlying structure of the model. This is of particular importance for dynamical systems, where there are often benefits to retaining the notion of “system state”—meaning that our reduced model can be evolved dynamically in time (albeit in a reduced subspace, but with an explicit relationship to the original state space). Handling dynamical evolution with a data-fit model is more challenging and typically leads to a loss of flexibility in the surrogate model (e.g., a statistical data-fit model may be applicable only to aggregate outputs and/or to the specific conditions under which it was derived, while a reduced model preserves the ability to simulate different conditions within its range of applicability). Another advantage of projection-based approaches is that, using the underlying system structure, they permit a rigorous framework for deriving system-theoretic error bounds and error estimates.

The question of which surrogate modeling approach to use for a given problem does not have a definitive answer—much depends on the structure of the problem, the design/optimization/control/uncertainty quantification task at hand, the availability of alternate models, and level of access to system operators. Projection-based reduced models are known to be effective for systems where the input–output map is of low rank (or can be well approximated by a low-rank representation) [14]. In the case of a linear time-invariant (LTI) state-space system, this rank is described precisely by the Hankel singular values of the system; model reduction is effective for systems whose Hankel singular values exhibit rapid decay. For LTI systems that arise from discretization of PDEs, it is the physical nature of the underlying PDE operator as
well as the particular input and output quantities of interest that determine the rate of decay of the Hankel singular values of the discretized system. Diffusive processes (e.g., the heat equation) tend to be associated with rapid singular value decay, while convection-dominated problems are not. However, the particular inputs and outputs under consideration play a key role—even in the presence of strong convection, an output that corresponds to an integrated quantity (e.g., an average solution over the domain) or a highly localized quantity (e.g., the solution at a particular spatial location) can be characterized by a low-dimensional input–output map [155].

In the case of nonlinear and/or parameterized systems, the elegant and rigorous characterization of system rank is lost; however, we will see that the concept can be extended empirically in useful ways. For example, the calculation of singular values associated with an ensemble of representative system solutions (“snapshots”) lends useful guidance in determining to what extent a system is amenable for reduction. Smoothness or regularity of the solution with respect to the parameters is often indicative of a problem that is reducible, although we emphasize again the important role played by the output quantity of interest—even if the state solution depends in an irregular way on the parameters, the observation equation (describing the state-to-output map) often acts as a smoothing filter. Further, in some cases, a change of coordinate system or other modification of the problem can expose low-dimensional structure, as in the projective integration method that exploits system symmetries such as translational invariance (associated with traveling solutions) and scale invariance [138].

1.3. Parametric Model Reduction in Action. A further question that relates to the amount of reduction that can be achieved is, When is model reduction worthwhile? That is, when does the upfront offline cost outweigh the benefit of having rapid online evaluations? The recent advances in parametric model reduction surveyed in this paper have made significant strides towards scalable methods that reduce the cost of the offline phase; however, once again, a definitive answer to this question remains problem and context dependent. There are some cases, such as onboard structural assessment of an aircraft wing to support real-time mission replanning [4, 166], where one is willing to tolerate an expensive offline phase requiring high-performance computing in order to have the capability to react to aircraft data acquired in real time. There are other cases, such as the design optimization setting discussed above, where it may be just as efficient (or even more so) to solve the original problem using the full model than to derive the reduced model. Throughout this paper we provide discussions of both the quantitative and qualitative aspects of parametric model reduction, as well as examples from the literature, all of which can help guide the practitioner in making this assessment for their particular problem.

We lend more insight to the question of what kinds of problems are amenable to parametric model reduction by citing some success stories from the literature.

- In [40], the authors consider thermal modeling of electric motors, specifically two models used by Robert Bosch GmbH (the world’s largest supplier of automotive components\(^1\)) for designing integrated motor generators for plug-in hybrid electric vehicles. The models discretize the heat equation on the rather complicated geometry of the engine and comprise 7 and 13 design parameters, respectively, describing engine geometry and material parameters such

as heat transfer coefficients and thermal resistances. The simulation times for these models using the parametric model reduction–via-bilinearization approach (described in section 4.1) can be accelerated by a factor of 500 and 300, respectively.

• Batch chromatography is one of the major processes used for separation problems in chemical engineering. Therefore, finding the optimal operation mode is of significant economical value. The mathematical model of batch chromatography consists of a system of coupled instationary nonlinear advection-diffusion-reaction equations. In [230], the optimization of such a process for the separation of two components is considered. The model is discretized in space using the finite volume method. Applying the reduced basis method (section 4.3) with a novel greedy snapshot selection (section 3.4) with respect to time and discrete empirical interpolation (section 2.3) to treat the nonlinearity, the optimization process could be accelerated by a factor of 54.

• In [159], the authors use proper orthogonal decomposition (POD; section 3.3) to create a reduced-order aeroelastic model of a complete F-16 configuration with clean wings. The full-order aeroelastic model comprises a finite element structural model with 168,799 degrees of freedom coupled with an Euler CFD model with more than 2 million degrees of freedom. Local POD models of dimension \( r = 90 \) computed at sampled Mach numbers are interpolated to yield a parametric reduced model that estimates aeroelastic damping ratio coefficients to within 10% accuracy.

• In [154], the authors consider a convection-diffusion model of contaminant transport on a complex three-dimensional domain, parameterized by the initial distribution of contaminant concentration. A POD model (section 3.3) with structure-exploiting parametric sampling reduces the dimension of the problem from more than one million states to 800 states, with no loss of accuracy in the parameter inversion estimates or in the subsequent predictions of future contaminant evolution. The speedups in computing time in this case are approximately 3,000.

• In [147], the authors use the reduced basis method (section 4.3) to create a reduced model of nonlinear viscous flows with varying Young’s modulus and varying geometrical parameters, representing arterial wall shape in a fluid-structure interaction problem with a stenosis and a shape optimization process of an arterial bypass. They achieve a reduction from a full model of state dimension 35,000 to a reduced model of state dimension 20 while maintaining accuracy levels of \( O(10^{-2}) \) in the vorticity estimates for the shape optimization process, and a reduction from a full model of state dimension 16,000 to a reduced model of state dimension 8 while maintaining accuracy levels of \( O(10^{-2}) \) in the viscous energy dissipation estimates for the fluid-structure interaction simulation in presence of a stenosis in the arterial branch. The authors estimate speedups in computing time ranging from approximately 28 in the stenosis example to approximately 450 in the bypass example. These examples represents complexity in terms of dealing with multiphysics (fluid-structure interaction), shape optimization under uncertainty, nonlinear flows, and advanced geometrical parametrization.

• In [200], the authors use the reduced basis method (section 4.3) to model control rod movement for a nuclear reactor core. The neutron kinetics are described by a multigroup diffusion equation parametrized by the height of the control rod (i.e., how far the rod is inserted). The reduced model has
a computational speedup of a factor of 30,000 relative to a full model of dimension 133,810, while reproducing the neutron flux distribution with a relative accuracy of $10^{-4}$.

In addition to these examples of parametric model reduction, several studies have compared various surrogate modeling approaches in the context of specific examples. For example, [32] shows that in a two-dimensional driven cavity flow example for a viscoelastic material, a projection-based reduced model with 60 degrees of freedom performs significantly better than a coarser discretization with 14,803 degrees of freedom. The paper [100] compares projection-based reduced models to stochastic spectral approximations in a statistical inverse problem setting and concludes that, for an elliptic problem with low parameter dimension, the reduced model requires fewer offline simulations to achieve a desired level of accuracy, while the polynomial chaos-based surrogate is cheaper to evaluate in the online phase. In [74] parametric reduced models are compared with Kriging models for a thermal fin design problem and for prediction of contaminant transport. For those examples, the Kriging models are found to be rapid to solve, to be implementable with a nonintrusive approach, and to provide an accurate approximation of the system output for conditions over which they were derived. The projection-based reduced models are found to be more flexible with regard to approximating system response for parameters and initial conditions other than those over which they were derived. A detailed comparison of Kriging(-type) methods and projection-based parametric model reduction methods is, to the best of our knowledge, not currently available, although [70] derives a connection between a residual-minimizing model interpolation approach and Kriging by noting a relationship between the linear system of equations solved to determine the Kriging model and the linear system of equations resulting from a constrained least squares formulation of the model reduction method. Given the common interpolatory perspective that underlies both Kriging and many parametric model reduction methods, a deeper investigation into their mathematical relationships and an extensive comparison of method performance would be a welcome addition to the literature.

1.4. Outline of the Paper. In this paper, our focus is on dynamical systems—a large class of problems for which projection-based reduced model approaches will often be a good choice, as highlighted by the examples in the previous subsection. The remainder of the paper is organized as follows: In section 2, we define the problem setup and introduce the general framework for projection-based model reduction of parameterized dynamical systems. We also discuss measures of reduced model error. Sections 3 and 4 discuss in detail the building blocks of parametric model reduction. In particular, section 3 presents three different methods for deriving the reduced-order basis: rational interpolation methods, balanced truncation, and proper orthogonal decomposition. We also discuss methods for sampling the parameter space. Section 4 covers methods for constructing the parameterized reduced model. These construction methods are divided into those that use global information over the parameter space, and those that use local information combined with an interpolation method. Section 5 provides a comparative discussion of the various projection-based model reduction approaches, along with their relative advantages and disadvantages. Finally, section 6 concludes the paper with a discussion of open challenges and future outlook.

2. General Problem Setup. In this paper we define the parameterized dynamical systems of interest. We present the general projection-based model reduction framework for systems that are linear in state but have general nonlinear parametric dependence. The projection framework also applies to systems that are nonlinear in
state, but as discussed in section 6, the model reduction theory in this case is much less developed. Throughout the discussion, we indicate which aspects of the methods carry over to the nonlinear-in-state case. Section 2 concludes with a discussion of error measures to assess the quality of the reduced model.

2.1. Parameterized Dynamical Systems. We consider dynamical systems that are linear in state and parameterized with $d$ parameters $\mathbf{p} = [p_1, \ldots, p_d]^T \in \Omega \subset \mathbb{R}^d$ (usually, $\Omega$ is a bounded domain) as

\begin{equation}
\begin{aligned}
E(\mathbf{p}) \dot{x}(t; \mathbf{p}) &= A(\mathbf{p}) x(t; \mathbf{p}) + B(\mathbf{p}) u(t), \\
y(t; \mathbf{p}) &= C(\mathbf{p}) x(t; \mathbf{p}),
\end{aligned}
\tag{2.1}
\end{equation}

where $t \in [0, \infty)$. The state-vector is denoted by $x(t; \mathbf{p}) \in \mathbb{R}^n$. $u(t) \in \mathbb{R}^m$ and $y(t; \mathbf{p}) \in \mathbb{R}^q$ denote, respectively, the inputs (excitations) and outputs (observations or measurements) of the underlying model. Hence, the model has $m$ inputs and $q$ outputs. The state-space matrices, then, have the dimensions $E(\mathbf{p}) \in \mathbb{R}^{n \times n}$, $A(\mathbf{p}) \in \mathbb{R}^{n \times m}$, and $C(\mathbf{p}) \in \mathbb{R}^{q \times n}$. We focus on models that are linear in state, but we allow nonlinear parametric dependency in all system matrices. The length of the state-vector $x(t; \mathbf{p})$ (i.e., $n$) is called the dimension of the parametric model (2.1). For ease of presentation, we will assume that for every $\mathbf{p} \in \Omega$, $E(\mathbf{p})$ is nonsingular; however, most of the discussion can be extended to the singular $E(\mathbf{p})$ case as discussed in section 5. We will further assume that the original model in (2.1) is asymptotically stable for every $\mathbf{p} \in \Omega$; i.e., the eigenvalues of the matrix pencil $\lambda E(\mathbf{p}) - A(\mathbf{p})$ have negative real parts; however, most of the methods can be applied with small modifications to unstable systems, as discussed further in section 5.

We are interested in cases where $n$ is very large, typically exceeding hundreds of thousands. The goal is to replace the original large-scale model (2.1), sometimes called the “truth model” or the “full model,” with a reduced model of the form

\begin{equation}
\begin{aligned}
E_r(\mathbf{p}) \dot{x}_r(t; \mathbf{p}) &= A_r(\mathbf{p}) x_r(t; \mathbf{p}) + B_r(\mathbf{p}) u(t), \\
y_r(t; \mathbf{p}) &= C_r(\mathbf{p}) x_r(t; \mathbf{p}),
\end{aligned}
\tag{2.2}
\end{equation}

such that the reduced output $y_r(t; \mathbf{p}) \in \mathbb{R}^q$ is a good approximation of $y(t; \mathbf{p})$ with respect to an appropriate error measure. Note that the reduced state-vector $x_r(t; \mathbf{p})$ has length $r \ll n$ and the reduced state-space matrices have dimensions $E_r(\mathbf{p}) \in \mathbb{R}^{r \times r}$, $A_r(\mathbf{p}) \in \mathbb{R}^{r \times m}$, and $C_r(\mathbf{p}) \in \mathbb{R}^{q \times r}$; hence the dimension is reduced from $n$ down to $r \ll n$. This reduction process is illustrated pictorially in Figure 2.1.

2.2. Projection-Based Model Reduction. Parametric model reduction can be approached from a variety of viewpoints. This paper focuses on projection-based approaches. To motivate the challenges associated with parameterized systems, first consider the general projection-based reduction approach for a system with no parametric dependence; i.e.,

\begin{equation}
\begin{aligned}
E \dot{x}(t) &= A x(t) + B u(t), \\
y(t) &= C x(t).
\end{aligned}
\tag{2.3}
\end{equation}

One approximates the unknown state quantities in a basis of reduced dimension and projects the governing equations onto a suitably defined low-dimensional subspace. In particular, choose $r$-dimensional test and trial subspaces, denoted by $\mathcal{V}$ and $\mathcal{W}$, respectively, where $r \ll n$. Define the associated basis matrices $\mathcal{V} \in \mathbb{R}^{n \times r}$ and $\mathcal{W} \in \mathbb{R}^{n \times r}$, where $\mathcal{V} = \text{Ran}(\mathcal{V})$ and $\mathcal{W} = \text{Ran}(\mathcal{W})$, with $\text{Ran}$ denoting the range. Using the approximation that the full state $x(t)$ evolves in the $r$-dimensional subspace...
\[ V, W \text{ write } x(t) \approx Vx_r(t), \text{ where } x_r(t) \in \mathbb{R}^r. \] Using this approximation in (2.3) defines a residual \( [EV\dot{x}_r(t) - AVx_r(t) - Bu(t)] \) and the reduced model output \( y_r(t) = CVx_r(t) \). Then enforcing the Petrov–Galerkin condition

\[ W^T [EV\dot{x}_r(t) - AVx_r(t) - Bu(t)] = 0 \] leads to the reduced system

\[ E_r \dot{x}_r(t) = A_r x_r(t) + B_r u(t), \quad y_r(t) = C_r x_r(t), \] where the reduced matrices are given by

\[ E_r = W^T E, \quad A_r = W^T A, \quad B_r = W^T B, \quad \text{and } \quad C_r = CV. \]

### 2.3. Projection Framework for Parameterized Systems.

In the case of a system with no parametric dependence, the reduced quantities in (2.6) are precomputed constant matrices, and the reduced model can be evaluated with no further reference to the full model. However, in the case of a parameterized system, the reduced model will also be parameter dependent. Several challenges arise in achieving efficient construction and evaluation of a reduced model as the parameters vary.

The first challenge is how to introduce parametric dependence into the basis matrices \( V \) and \( W \). One option is to construct “global” basis matrices over the parameter space, that is, a single matrix \( V \) and a single matrix \( W \), each of which captures parametric dependence by embedding information regarding the entire parameter space (e.g., information collected by sampling multiple parameter values). A second option is to construct “local” basis matrices. That is, consider \( K \) parameter sample points \( \hat{p}_1, \ldots, \hat{p}_K \). For the realization of the dynamical system corresponding to \( \hat{p}_i \) (i.e., \( E(\hat{p}_i)\dot{x}(t) = A(\hat{p}_i)x(t) + B(\hat{p}_i)u(t), \quad y(t) = C(\hat{p}_i)x(t) \)), the state-space matrices are constant, and one computes appropriate local basis matrices \( V_i \) and \( W_i \) (i.e., \( V_i \) and \( W_i \) denote the basis matrices corresponding to the parameter \( \hat{p}_i \)). There are several ways one could then use these local basis matrices to construct the parametric reduced model. For example, one might interpolate the local basis matrices over the parameter space and construct a family of parameterized reduced models, or one might construct local reduced models and then interpolate the reduced models themselves. These global and local approaches are discussed in detail in section 4.
A second challenge is achieving efficient evaluations of the parametric reduced model in the case that a global basis is used. For example, for a given $V$ and $W$ consider evaluating $A_r(p) = W^T A(p) V$. For general parametric dependence, $A_r$ cannot be precomputed; instead, evaluating the reduced model for a new parameter value $p$ requires computing $A(p)$ and subsequent pre- and postmultiplication by $W^T$ and $V$, respectively. These operations all depend on the (large) dimension $n$ of the original problem. Fortunately, in some cases the structure of the problem admits an efficient strategy. For example, consider the case of affine parameter dependence with $M + 1$ terms:

$$A(p) = A_0 + \sum_{i=1}^{M} f_i(p) A_i,$$

where the scalar functions $f_i$ determine the parametric dependency, which can be nonlinear, and $A_i \in \mathbb{R}^{n \times n}$ for $i = 0, \ldots, M$ are parameter independent. Then the reduced matrix is given by

$$A_r(p) = W^T A(p) V = W^T A_0 V + \sum_{i=1}^{M} f_i(p) W^T A_i V.$$

For affine parametric dependence in the other matrices $E(p)$, $B(p)$, and $C(p)$, analogous expressions can be derived for the reduced-order counterparts. The two most important advantages of an affine parameterization are clear from the structure of the reduced model: First, once the basis matrices $V$ and $W$ are chosen, the component reduced-order matrices (e.g., $W^T A_i V$ for $i = 0, \ldots, M$) can be precomputed in the offline phase. Hence, the reduced model for a given $p$ can be constructed without referring back to the original system, thus having a small online cost. Second, the reduced model has the same parametric structure as the original one, which may be appealing to designers who work with these models. Note that the affine representation in (2.7) always holds for any $A(p)$ by letting $M = n^2$ and choosing $A_i$ as matrices with only one nonzero entry. However, for the affine representation to have the computational advantages discussed above, one needs $M \ll n^2$ and explicit expressions for $f_i(p)$, $i = 1, \ldots, M$.

For the more general case where the parametric dependence is nonaffine, typically one must introduce an approximation strategy in order to avoid costly $O(n)$ evaluations in forming the reduced matrices for each different parameter value—though some parametric model reduction methods do not require affine parameter dependence; see section 4. In some cases, the low-order terms of a Taylor series expansion provide a suitable approximate affine decomposition of the system matrices [62, 112, 218]. A more general approach that has been used successfully for nonlinear model reduction is selective sampling of the nonlinear terms combined with interpolation among these samples to recover an approximate nonlinear evaluation. Among this class of methods, the missing point estimation [19] and Gauss Newton with approximated tensors (GNAT) [66] methods both build upon the gappy POD interpolation method [87]; the empirical interpolation method (EIM) [26] and its discrete variant, the discrete empirical interpolation method (DEIM) [67], conduct interpolation on a low-dimensional basis for the nonlinear term. The EIM has been recently extended to the case where $A(p)$ represents a PDE operator [77].

In our finite-dimensional state-space framework as in (2.1), the fast evaluation of $W^T A(p) V$ can be explained by exploiting how DEIM is used in handling nonlinearities for model reduction of finite-dimensional nonlinear dynamical systems $x(t) =$
\( F(x(t)) \), where \( F: \mathbb{R}^n \to \mathbb{R}^n \) is a nonlinear mapping. Let \( a(p) = \text{vec}(A(p)) \in \mathbb{R}^{n^2} \) denote the vector obtained by stacking the columns of \( A(p) \). Similarly, define

\[
(2.9) \quad \alpha_r(p) = \text{vec}(R^{-1} \alpha_r(p)) = (V^T \otimes W^T) a(p) = (V^T \otimes W^T) \Phi(p) = \tilde{a}(p) = \Phi(p).
\]

where \( \otimes \) denotes the Kronecker product. The goal is to approximate \( a(p) \) as \( a(p) \approx \tilde{a}(p) = \Phi(p) \), using \( M \) degrees of freedom, where \( \Phi \in \mathbb{R}^{n^2 \times M} \) is constant and \( \alpha(p) \in \mathbb{R}^M \). In this way, \( \alpha_r(p) \) can be approximately computed, independently of \( n \), using

\[
(2.10) \quad \alpha_r(p) = (V^T \otimes W^T) a(p) \approx (V^T \otimes W^T) \tilde{a}(p) = (V^T \otimes W^T) \Phi(p) = \tilde{a}(p).
\]

In (2.10), \( (V^T \otimes W^T) \Phi \) can be precomputed, and only \( M \) evaluations appearing in \( \alpha(p) \) need computing. One can interpret \( \tilde{a}(p) \) as \( \tilde{a}(p) = \text{vec}(\tilde{A}(p)) \) such that \( \tilde{A}(p) \) is an approximation to \( A(p) \) that will allow faster online computation of \( A_r(p) \). The DEIM basis \( \Phi \) is constructed by sampling the coefficient matrix \( A(p) \) at parameter values \( p_1, \ldots, p_M \). Let \( \phi_i = \text{vec}(A(p_i)) \); then, for simplicity assuming linear independence of the \( \phi_i \), the basis \( \Phi \) is given by \( \Phi = [\phi_1, \phi_2, \ldots, \phi_M] \in \mathbb{R}^{n^2 \times M} \). Using the DEIM algorithm, choose \( \alpha(p) \) to enforce that selected entries of \( \tilde{a}(p_i) \) interpolate the corresponding entries of \( a(p_i) \). Once mapped back to \( A(p) \) (i.e., when the vec operation is reversed), this corresponds to a selected set of entries of \( \tilde{A}(p_i) \) exactly matching the corresponding entries of \( A(p_i) \).

Let \( z_1, z_2, \ldots, z_M \) be the indices to be exactly matched. There are a variety of methods to select these interpolation indices \([26, 67, 180]\). Construct the permutation matrix \( Z = [e_{z_1}, e_{z_2}, \ldots, e_{z_M}] \in \mathbb{R}^{n^2 \times M} \), where \( e_i \) is the \( i \)th canonical vector in \( \mathbb{R}^{n^2} \). Then forcing interpolation at the selected rows implies

\[
(2.11) \quad Z^T a(p) = Z^T \Phi \alpha(p) \implies \alpha(p) = (Z^T \Phi)^{-1} Z^T a(p).
\]

Hence, the approximation is given by

\[
(2.12) \quad \tilde{a}(p) = \Phi(Z^T \Phi)^{-1} Z^T a(p).
\]

Note that, as discussed in \([67]\), \( \Phi(Z^T \Phi)^{-1} Z^T \) in an oblique projector onto the range of \( \Phi \) and

\[
(2.13) \quad Z^T \tilde{a}(p) = Z^T a(p),
\]

i.e., the interpolation conditions are met at the required entries. Then, using (2.12) in (2.10), one obtains

\[
(2.14) \quad \tilde{a}_r(p) = \text{vec}(\tilde{A}_r(p)) = (V^T \otimes W^T) \Phi(Z^T \Phi)^{-1} Z^T a(p).
\]

After reversing the vec operation, one obtains the reduced parametric coefficient matrix

\[
(2.15) \quad \tilde{A}_r(p) = W^T \left( \sum_{i=1}^{M} \alpha_i(p) A(p_i) \right) V = \sum_{i=1}^{M} \alpha_i(p) \left( W^T A(p_i) V \right).
\]

Note that in (2.15), the matrices \( W^T A(p_i) V \) can be precomputed. Hence, for a new parameter value \( p \), the reduced-order matrix \( \tilde{A}_r(p) \) can be computed without any \( \mathcal{O}(n) \) operations by exploiting (2.15) and (2.11). Also note that this DEIM-based
affine approximation approach will be cost-effective in cases when one can cheaply compute only a few entries of $Z^T a(p)$, such as when $A(p)$ is known analytically or when it is possible to compute some entries of $A(p)$ independently of the others. Even though cheap computation of only a few entries of $Z^T a(p)$ is possible in many cases, there are exceptions such as the case of a dynamical system originating from the linearization of a nonlinear system around a steady state. For details, see [6, 158].

2.4. Error Measures. In model reduction, parametric or nonparametric, one needs to quantify the error introduced by the underlying approximation scheme. Different communities have used different, but closely related, error measures. In the POD and reduced-basis methods, one usually measures the error in time domain using either

\[(2.16) \quad \|y(\cdot; \tilde{p}) - y_r(\cdot; \hat{p})\|_{L_2} = \left( \int_0^\infty \|y(t; \tilde{p}) - y_r(t; \hat{p})\|^2 dt \right)^{1/2}\]

or

\[(2.17) \quad \|y(\cdot; \tilde{p}) - y_r(\cdot; \hat{p})\|_{L_\infty} = \sup_{t \geq 0} \|y(t; \tilde{p}) - y_r(t; \hat{p})\|_{\infty}\]

for a given $\hat{p}$. In the systems and control theory community, on the other hand, the concept of transfer function is used to analyze the accuracy of the reduced model by measuring the error in the frequency domain. Recall that $x(0; p) = 0$, and let $Y(s; p)$ and $U(s)$ denote the Laplace transforms of $y(t; p)$ and $u(t)$, respectively, where $s \in \mathbb{C}$ is the Laplace variable. Then one can take Laplace transforms of (2.1) and (2.2) to obtain

\[(2.18) \quad Y(s; p) = H(s; p) U(s) \quad \text{and} \quad Y_r(s; p) = H_r(s; p) U(s),\]

where $H(s; p)$ and $H_r(s; p)$ are, respectively, the (parameterized) full- and reduced-order transfer functions defined by

\[(2.19) \quad H(s; p) = C(p) (s E(p) - A(p))^{-1} B(p)\]

and

\[(2.20) \quad H_r(s; p) = C_r(p) (s E_r(p) - A_r(p))^{-1} B_r(p).\]

From (2.18), one can see that the output error $Y(s; p) - Y_r(s; p)$ in the frequency domain is directly related to how well the reduced-order transfer function $H_r(s; p)$ approximates $H(s; p)$. For a given $\hat{p}$, the two most common error measures are the $H_\infty$ error norm, defined as

\[(2.21) \quad \|H(\cdot; \tilde{p}) - H_r(\cdot; \hat{p})\|_{H_\infty} = \sup_{\omega \in \mathbb{R}} \|H(i\omega; \tilde{p}) - H_r(i\omega; \hat{p})\|_{2},\]

and the $H_2$ error norm defined as

\[(2.22) \quad \|H(\cdot; \tilde{p}) - H_r(\cdot; \hat{p})\|_{H_2} = \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \|H(i\omega; \tilde{p}) - H_r(i\omega; \hat{p})\|_{F} d\omega \right)^{1/2},\]

where $\| \cdot \|_F$ denotes the Frobenius form. Here, recall that we assumed (2.1) to be pointwise asymptotically stable so that (2.21) and (2.22) are well-defined.

\[^3\text{Note that while the time-domain error measures (2.16) and (2.17) can be used for nonlinear dynamical systems as well, the frequency-domain measures (2.21) and (2.22) need to be modified. This is usually achieved by using the concept of Volterra series expansion; see, e.g., [36].}
There is a strong connection between the frequency-domain error measures (2.21)–
(2.22) and the aforementioned time-domain error measures (2.16)–(2.17); namely for a
given input $u(t)$ with bounded $L_2$ norm,
\begin{equation}
\|y(\cdot; \hat{p}) - y_r(\cdot; \hat{p})\|_{L_2} \leq \|H(\cdot; \hat{p}) - H_r(\cdot; \hat{p})\|_{\mathcal{H}_2} \|u\|_{L_2}
\end{equation}
and
\begin{equation}
\|y(\cdot; \hat{p}) - y_r(\cdot; \hat{p})\|_{L_\infty} \leq \|H(\cdot; \hat{p}) - H_r(\cdot; \hat{p})\|_{\mathcal{H}_2} \|u\|_{L_2};
\end{equation}
see [14, 231] for details. Hence, there is an equivalency in measuring the error in the
time domain and the frequency domain. Even though these types of error measures,
which are pointwise in the parameter $p$, prove effective in practice, the ultimate goal
is to minimize a joint error measure defined on a composite frequency and parameter
space. The work [29] introduced such a composite error measure, $L_2$ error in the
parameter space and $\mathcal{H}_2$ error in the frequency domain, leading to
\begin{equation}
\|H - H_r\|_{\mathcal{H}_2 \otimes L_2(\Omega)} \overset{\text{def}}{=} \frac{1}{2\pi} \int_{-\infty}^{+\infty} \int_{\Omega} \|H(\omega, p) - H_r(\omega, p)\|_{p}^2 \, dp \, d\omega.
\end{equation}
Then, for a specific parameter dependency, [29] introduced a method to minimize this
error measure, as explained in section 3.4. One can similarly define a composite error
measure in uniform norm in both frequency and parameter domains, namely,
\begin{equation}
\|H - H_r\|_{\mathcal{H}_\infty \otimes L_\infty(\Omega)} \overset{\text{def}}{=} \sup_{\omega \in \mathbb{R}, \ p \in \Omega} \|H(\omega, p) - H_r(\omega, p)\|_2.
\end{equation}
The ultimate goal is to construct parametric reduced models minimizing these com-
posite measures; however, except for special cases as considered in [29], this goal
remains an open challenge.

3. Basis Computation. This section presents three different methods for deriv-
ing the reduced basis matrices $V$ and $W$: rational interpolation methods, balanced
truncation, and proper orthogonal decomposition (POD). The section concludes with
a discussion of strategies for sampling the parameter space.

3.1. Rational Interpolation Methods. Over the last decade, numerous paramet-
ric model reduction methods based on a rational interpolation framework have been
suggested. In accordance with the historical development, we first present the idea
of multivariate Padé approximation, or “multimoment matching,” and then discuss
the more general tangential interpolation approach. The tangential interpolation set-
ing proposed in [29] provides a unifying framework for interpolatory projection-based
model reduction of parametric systems and also paves the way to produce optimal
(at least locally optimal) parametric reduced models for the composite $\mathcal{H}_2 \otimes L_2$ error
measure.

3.1.1. Moment-Matching. Moment-matching and Padé(-type) approximation for
linear nonparametric systems determine a reduced model that satisfies the Hermite
interpolation conditions
\begin{equation}
\frac{d^k}{ds^k}H(\hat{s}) = \frac{d^k}{ds^k}H_r(\hat{s}) \quad \text{for} \quad k = 0, 1, \ldots, N,
\end{equation}
up to a maximal order $N$ for $\hat{s} \in \mathbb{C}$ not a pole of $H$. This yields a reduced model
whose transfer function $H_r(s)$ coincides in as many coefficients of its Taylor expan-
sion (also called “moments”) about $\hat{s}$ as possible for a given order of the reduced
model. See, e.g., [22, 101] for a review of this approach and its close connection to the...
(nonsymmetric) Lanczos process. The case $\hat{s} = 0$ is generally referred to as moment-matching, while for $\hat{s} \neq 0$ we obtain shifted moments, and $\hat{s} = \infty$ leads to matching of the Markov parameters of the full system. One can also match moments (i.e., Taylor series coefficients) around multiple expansion (interpolation) points $\hat{s}_1, \ldots, \hat{s}_m$ as opposed to a single expansion point $\hat{s}$, leading to the concept of multipoint moment-matching, also called multipoint rational interpolation. Surveys on this class of model reduction methods can be found in [22, 101]; see also [14, 15, 30, 44, 202].

The moment-matching idea can easily be extended to parametric model reduction by using multivariate Taylor expansion of $H(s, p)$ about $(\hat{s}, \hat{p})$. This has been discussed in numerous publications in the past two decades, e.g., [93, 96, 119, 153, 222] for the single parameter case, [83] for a special two-parameter case arising in structural dynamics, [89, 91, 150] for linear and polynomial parametric dependence, and [71, 120, 164, 176] for more general parametric dependence but only in some of the state-space matrices. Moment-matching/interpolation properties can be proved (see, e.g., [43, 71, 93, 120, 222]) analogously as for standard moment-matching methods such as Padé-via-Lanczos [90, 103].

### 3.1.2. Tangential Interpolation

In the tangential interpolation setting, the model reduction task is posed as follows: given a frequency interpolation point $\hat{s} \in \mathbb{C}$, a parameter interpolation point $p \in \mathbb{R}^d$, and a nontrivial direction vector $\hat{r} \in \mathbb{C}^m$, construct a reduced parametric model via projection as in (2.6) such that $H_r(s, p)$ interpolates $H(s, p)$ at $(\hat{s}, \hat{p})$ along the direction $\hat{r}$, i.e., $H_r(\hat{s}, \hat{p})\hat{r} = H(\hat{s}, \hat{p})\hat{r}$.

In this case, we say $H_r(s, p)$ tangentially interpolates $H(s, p)$ at $(s, p) = (\hat{s}, \hat{p})$ along the right direction vector $\hat{r}$. Similarly, if $\hat{\ell}^T H_r(\hat{s}, \hat{p}) = \hat{\ell}^T H(\hat{s}, \hat{p})$ for a nontrivial vector $\hat{\ell} \in \mathbb{C}^d$, we say $H_r(s, p)$ tangentially interpolates $H(s, p)$ along the left direction vector $\hat{\ell}$. Finally, if $\hat{\ell}^T H_r'(\hat{s}, \hat{p})\hat{r} = \hat{\ell}^T H'(\hat{s}, \hat{p})\hat{r}$, where $'$ denotes differentiation with respect to the frequency variable $s$, we say $H_r(s, p)$ is a bitangential Hermite interpolant to $H(s, p)$. For a discussion of projection-based tangential interpolation for nonparametric systems, we refer the reader to [104]. Note that if $m > 1$ or $q > 1$, i.e., if the system is not single-input single-output (SISO), the tangential interpolation framework is different from the standard interpolation in moment-matching where one enforces matrix interpolation, i.e., $H(\hat{s}, \hat{p}) = H_r(\hat{s}, \hat{p})$. This difference can prove crucial, especially for systems with a large number of inputs and outputs, as discussed in more detail below in Remark 1. Another important rationale for tangential interpolation is that it forms the necessary conditions for optimal model reduction in the $H_2$ norm as shown in (3.9) below.

### 3.1.3. Computing the Basis for Rational Interpolation Methods

The recent work in [29] provided a unifying projection-based framework for structure-preserving, tangential interpolatory parametric model reduction, which also permitted a robust implementation. In what follows, we present the main results using the framework of [29]. As stated earlier, optimal control and optimization are two of the common applications for parametric model reduction. In these settings, when the objective functions are approximated, [2] shows that to establish convergence of the underlying optimization technique it is sufficient that the approximate models are first-order accurate, meaning that the gradient with respect to the optimization variable is matched. In our setting, this first-order accuracy corresponds to matching the gradient of the transfer function $H(s, p)$. Therefore, we present the results only up to matching the first derivatives with respect to $p$ (although higher derivatives can be matched in this framework).
The following theorem from [29] describes the conditions on the matrices $V$ and $W$ such that $H_r(s,p) = C_r(p) (sE_r(p) - A_r(p)^{-1} B_r(p))$, obtained by projection as in (2.6), is a rational tangential interpolant to $H(s,p)$. $s \in \mathbb{C}$ denotes an interpolation point in the frequency domain and $\hat{p}$ is an interpolation point in the parameter domain.

**Theorem 3.1.** Let $\hat{s} \in \mathbb{C}$ and $\hat{p} \in \mathbb{C}^d$ be chosen such that both $\hat{s} E(\hat{p}) - A(\hat{p})$ and $\hat{s} E_r(\hat{p}) - A_r(\hat{p})$ are invertible. Suppose $\hat{r} \in \mathbb{C}^m$ and $\hat{\ell} \in \mathbb{C}^d$ are two nontrivial vectors.

1. If $(\hat{s} E(\hat{p}) - A(\hat{p}))^{-1} B(\hat{p}) \hat{r} \in \text{Ran}(V)$, then
   \[
   H(\hat{s}, \hat{p}) \hat{r} = H_r(\hat{s}, \hat{p}) \hat{r}.
   \]

2. If $(\hat{\ell}^T C(\hat{p}) (\hat{s} E(\hat{p}) - A(\hat{p}))^{-1})^T \in \text{Ran}(W)$, then
   \[
   \hat{\ell}^T H(\hat{s}, \hat{p}) = \hat{\ell}^T H_r(\hat{s}, \hat{p}).
   \]

3. Suppose, in addition, that $E(p), A(p), B(p),$ and $C(p)$ are continuously differentiable in a neighborhood of $\hat{p}$. If $(\hat{s} E(\hat{p}) - A(\hat{p}))^{-1} B(\hat{p}) \hat{r} \in \text{Ran}(V)$ and $(\hat{\ell}^T C(\hat{p}) (\hat{s} E(\hat{p}) - A(\hat{p}))^{-1})^T \in \text{Ran}(W)$, then
   \[
   \nabla_p \left( \hat{\ell}^T H(\hat{s}, \hat{p}) \hat{r} \right) = \nabla_p \left( \hat{\ell}^T H_r(\hat{s}, \hat{p}) \hat{r} \right)
   \]
   and
   \[
   \hat{\ell}^T H'(\hat{s}, \hat{p}) \hat{r} = \hat{\ell}^T H'_r(\hat{s}, \hat{p}) \hat{r},
   \]
   where $'$ denotes differentiation with respect to $s$ and $\nabla_p$ denotes differentiation with respect to $p$.

This theorem states that given $\hat{s}, \hat{p}$, and a right direction vector $\hat{r}$, adding one vector to the basis matrix $V$ will satisfy the required right tangential interpolation condition (and analogously for the left direction vector $\hat{\ell}$). The cost in each case is simply solving a (sparse) linear system, namely, $(\hat{s} E(\hat{p}) - A(\hat{p})) v = B(\hat{p}) \hat{r}$ in the case of right tangential interpolation. This simplicity, both conceptually and with respect to implementation, is an advantage of the rational interpolation methods for parametric model reduction. As shown in Theorem 3.1, they also require basically no assumptions on system properties. The reduced model is generated quickly, in most cases requiring less time than generating a trajectory of the full-order model, making the offline phase relatively cheap.

Theorem 3.1(c) reveals an important additional fact. By adding one vector each to the bases $V$ and $W$ to tangentially interpolate $H(s, p)$, one would match additionally the gradient of the transfer function $H(s, p)$ with respect to $p$ and the derivative with respect to $s$ as shown in (3.4) and (3.5), respectively. This derivative matching is obtained for free, i.e., without any additional computation related to the gradient, and these quantities are matched without being computed; in other words no gradient with respect to $p$ and no derivative with respect to $s$ is computed in the construction of $V$ or $W$, yet they are still matched. This differs from the earlier work in interpolatory parametric model reduction methods, such as [55, 56, 71, 119, 120], where one-sided projection is employed, i.e., $W = V$. In one-sided approaches, to satisfy (3.4), gradients of $sE(p) - A(p)$ with respect to $p$ need to be computed and added to the basis $V$. Of course, we emphasize that in applications where $E(p)$ and $A(p)$ are symmetric and symmetry needs to be preserved in the reduced model, one might be...
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restricted to the one-sided projection due to the nature of the problem. However, for the general nonsymmetric case, by taking advantage of the flexibility in choosing \( W \), one can obtain greater accuracy.

To illustrate Theorem 3.1 for multiple points, assume that the frequency interpolation points \( \{s_i\}_{i=1}^K \in \mathbb{C} \) and the parameter interpolation points \( \{p_j\}_{j=1}^L \in \mathbb{R}^d \) are given together with the right tangential directions \( \{r_{ij}\}_{i=1,j=1}^{K,L} \subset \mathbb{C}^m \) and the left tangential directions \( \{\ell_{ij}\}_{i=1,j=1}^{K,L} \subset \mathbb{C}^d \). One may, for example, choose the tangential directions \( \ell_{ij} \) and \( r_{ij} \), respectively, as the leading left and right singular vectors of \( H(s_i,p_j) \in \mathbb{C}^{n \times m} \). Below in section 3.1.4, we discuss a particular choice that results in \( H_2 \) optimality for the parameter sample \( p_j \). For \( i = 1, \ldots, K \) and \( j = 1, \ldots, L \), define the vectors

\[
\mathbf{v}_{ij} = (s_i E(p_j) - A(p_j))^{-1} B(p_j) r_{ij} \quad \text{and} \quad \mathbf{w}_{ij} = (s_i E(p_j) - A(p_j))^{-T} C(p_j)^T \ell_{ij}
\]

and construct the model reduction bases \( V \) and \( W \) as follows:

\[
\begin{align*}
V &= [\mathbf{v}_{11}, \ldots, \mathbf{v}_{1L}, \mathbf{v}_{21}, \ldots, \mathbf{v}_{2L}, \ldots, \mathbf{v}_{K1}, \ldots, \mathbf{v}_{KL}] \in \mathbb{C}^{n \times (KL)}, \\
W &= [\mathbf{w}_{11}, \ldots, \mathbf{w}_{1L}, \mathbf{w}_{21}, \ldots, \mathbf{w}_{2L}, \ldots, \mathbf{w}_{K1}, \ldots, \mathbf{w}_{KL}] \in \mathbb{C}^{n \times (KL)}.
\end{align*}
\]

Then the resulting projection-based parametric reduced model satisfies the interpolation conditions of Theorem 3.1 for every pair \( (\hat{s}, \hat{p}) = (s_i, p_j) \) where \( i = 1, \ldots, L \) and \( j = 1, \ldots, K \). One can go a step further and match the Hessian (curvature) information with respect to the parameters as well. This is done in a similar way by adding additional vectors to the reduction subspaces. For example, for a given vector \( \mathbf{n} \in \mathbb{C}^d \), by adding one additional vector to \( V \) and \( W \) each, one can match \( \nabla^2_{\hat{p}} (\hat{\ell}^T H(\hat{s}, \hat{p}) \hat{r}) \mathbf{n} \), where \( \nabla^2_{\hat{p}} \) denotes the Hessian with respect to \( p \). For details, see [29].

**Remark 1.** Given \( \hat{s} \in \mathbb{C} \), \( \hat{p} \in \mathbb{C}^d \), and \( \hat{r} \in \mathbb{C}^m \), tangential interpolation requires \( (\hat{s} E(\hat{p}) - A(\hat{p}))^{-1} B(\hat{p}) \hat{r} \in \text{Ran}(V) \); i.e., a single vector is added to the subspace. On the other hand, full matrix interpolation requires \( (\hat{s} E(\hat{p}) - A(\hat{p}))^{-1} B(\hat{p}) \in \text{Ran}(V) \); i.e., \( m \) new vectors are added to the subspace. If we require interpolation at, for example, \( L \) frequency points and \( K \) parameter points, full matrix interpolation can lead to \( \text{Ran}(V) \) having dimension as large as \( m L K \). For applications where the system input dimension \( m \) is large, this would lead to a rather large reduced model dimension. In comparison, tangential interpolation will at most lead to a reduced dimension of \( L K \), thus making the reduced order independent of the input dimension. Note that in the full matrix interpolation case one can keep the dimension growth modest by truncating the linearly dependent components from the model reduction bases \( V \) and \( W \) while still obtaining accurate reduced models; see, for example, [43, 68, 93]. Even though the subspace dimension grows more slowly in the tangential interpolation case, if \( KL \) is large in (3.7) and (3.8) due to choosing several frequency and parameter interpolation points, one might still encounter linearly dependent columns and similarly truncate these components from tangential interpolation bases as well.

**Remark 2.** As noted above, if the system is not SISO, the tangential interpolation is different from the full-matrix interpolation, i.e., full moment-matching. Different methods proposed in these references differ in the way moments are computed (implicitly vs. explicitly) and in the number of (mixed) moments that are matched. Approaches based on explicitly computed moments suffer from the same numerical instabilities as analogous methods for model reduction of nonparametric systems [90, 103]. Implicit approaches appear to provide a robust resolution of these difficulties [43, 93].
3.1.4. Optimal-$\mathcal{H}_2$ Tangential Interpolation for Nonparametric Systems. In rational interpolation methods, the choice of expansion points and tangential directions determines the accuracy of the reduced model. Until recently, this choice was largely ad hoc as the original interpolation/moment-matching framework gives no guidance on where to put the interpolation points. However, recently an interpolation-based analysis of the $\mathcal{H}_2$ error norm revealed an optimal selection strategy for expansion points and tangential directions.

Consider the nonparametric case. Suppose $\mathbf{H}_e(s)$ is an $\mathcal{H}_2$-optimal approximation to $\mathbf{H}(s) = \mathbf{C}(s\mathbf{E} - \mathbf{A})^{-1} \mathbf{B}$. Let $\bar{\mathbf{H}}_e(s) = \sum_{i=1}^{\tau} \frac{\dot{c}_i}{s - \hat{\lambda}_i} \hat{b}_i^T$ be a partial fraction expansion of $\mathbf{H}_e(s)$. Note that $\dot{c}_i \hat{b}_i^T$ is the residue of $\mathbf{H}_e(s)$ at $s = \hat{\lambda}_i$; $\ddot{c}_i$ and $\ddot{b}_i^T$ are called the residue directions. Then the $\mathcal{H}_2$ optimality of $\mathbf{H}_e(s)$ means that, for $i = 1, \ldots, \tau$,

$$
\mathbf{H}(-\hat{\lambda}_i)\hat{b}_i = \bar{\mathbf{H}}_e(-\hat{\lambda}_i)\hat{b}_i, \quad \ddot{c}_i^T \mathbf{H}(-\hat{\lambda}_i) = \ddot{c}_i^T \bar{\mathbf{H}}_e(-\hat{\lambda}_i),
$$

(3.9)

and

$$
\ddot{c}_i^T \mathbf{H}^T(-\hat{\lambda}_i)\hat{b}_i = \ddot{c}_i^T \bar{\mathbf{H}}_e^T(-\hat{\lambda}_i)\hat{b}_i.
$$

Meier and Luenberger in [173] proved these conditions for SISO systems originally; generalizations to MIMO systems were given in [64, 116, 214]. The optimality conditions in (3.9) mean that an $\mathcal{H}_2$-optimal reduced model $\mathbf{H}_r(s)$ is a bitangential Hermite interpolant to $\mathbf{H}(s)$. The optimal interpolation points are the mirror images of the poles of $\mathbf{H}_e(s)$, and the optimal tangential directions are the corresponding residue directions. Thus, the optimal points and associated tangent directions depend on the reduced model and are not known a priori. Gugercin, Antoulas, and Beattie [116] introduced the iterative rational Krylov algorithm (IRKA), which, using successive substitution, iteratively corrects the interpolation points and tangential directions until the optimality conditions in (3.9) are satisfied, i.e., until optimal interpolation points and tangential directions are reached. For details of IRKA, we refer the reader to [15, 116]. IRKA can be used in the context of parametric systems for computing locally optimal reduced models for the given parameter sample. This local information can then be used to construct a parametric reduced model using the ideas of section 4, as done in [29, 80].

3.2. Balanced Truncation. In the systems and control theory community, balanced truncation [177, 175] is one of the most common techniques for approximating linear dynamical systems without parametric dependency. In the parametric setting, balanced truncation can be employed to construct local reduced models at given parameter values. These local models can be used in various ways to construct a parametric reduced model using the ideas of subsection 3.2, as will be discussed in section 4. Here we describe the construction of a balanced truncation reduced model at a single parameter point, $\hat{\mathbf{p}}$. For ease of notation, for the remainder of this subsection we denote $\mathbf{E}(\hat{\mathbf{p}})$ by $\mathbf{E}$, and similarly for the other matrices, so that $\mathbf{H}(s) = \mathbf{C}(s\mathbf{E} - \mathbf{A})^{-1} \mathbf{B}$ is our dynamical system (2.1) evaluated at $\hat{\mathbf{p}}$.

The balanced truncation basis matrices $\mathbf{V}$ and $\mathbf{W}$ depend on the two system Gramians, which are defined by the integrals

$$
\mathcal{P} = \int_0^\infty e^{\mathbf{E}^{-1} \mathbf{A}^T} \mathbf{E}^{-1} \mathbf{B} \mathbf{B}^T e^{-\mathbf{E}^{-1} \mathbf{A}^T} dt
$$

and

$$
\mathcal{Q} = \int_0^\infty \mathbf{E}^{-1} \mathbf{A}^T e^{-\mathbf{E}^{-1} \mathbf{A}^T} \mathbf{C}^T \mathbf{C} e^{\mathbf{E}^{-1} \mathbf{A}^T} \mathbf{E}^{-1} dt.
$$

(3.10)

(3.11)
Here, $\mathcal{P} \in \mathbb{R}^{n \times n}$ and $\mathcal{Q} \in \mathbb{R}^{n \times n}$ are called the reachability Gramian and the observability Gramian, respectively. The reachability of a state $x$ is a measure of how easy it is to reach the state $x$ from the zero state. On the other hand, the observability of a state $x_0$ is a measure of how easy it is to distinguish the initial state $x_0$ from the zero state by observing the output $y(t)$ in the case of zero input.

To explain these concepts further, define

$$J_r(x) := \min_{x(-\infty) = 0, x(0) = x} \|u(t)\|^2, \ t \leq 0,$$

$$J_o(x_0) := \|y(t)\|^2, \ x(0) = x_0, \ u(t) = 0, \ t \geq 0.$$

$J_r(x)$ is the minimal energy required to drive the system from the zero state at $t = -\infty$ to the state $x$ at $t = 0$. On the other hand, $J_o(x_0)$ is the energy observed at the output due to the initial state $x_0$ with zero input. The smaller the reachability energy $J_r(x)$, the easier it is to reach the state $x$. The larger the observability energy $J_o(x_0)$, the easier it is to observe the state $x_0$. These two energies are completely determined by the Gramians $\mathcal{P}$ and $\mathcal{Q}$:

$$J_r(x) = x^T \mathcal{P}^+ x \quad \text{and} \quad J_o(x_0) = x_0^T \mathcal{Q} x_0,$$

where $\mathcal{P}^+$ denotes the Moore–Penrose pseudoinverse of $\mathcal{P}$. Thus, $\mathcal{P}$ and $\mathcal{Q}$ explain how important a state $x$ is for the input-to-state and the state-to-output mappings, respectively.

When $H(s)$ is asymptotically stable, both $\mathcal{P}$ and $\mathcal{Q}$ are positive semidefinite matrices. Square roots of the eigenvalues of the product $\mathcal{P} \mathcal{Q}$ are called the Hankel singular values of $H(s)$, denoted by $\eta_i(H)$, and they are the singular values of the Hankel operator associated with $H(s)$. The states corresponding to the smallest Hankel singular values are the least important states in terms of the input-to-output map; that is, these are states that are hard to reach and hard to observe. Model reduction via balanced truncation corresponds to eliminating those states corresponding to small Hankel singular values.

In practice one does not need to evaluate the infinite integrals (3.10) and (3.11); instead one solves the corresponding Lyapunov equations that $\mathcal{P}$ and $\mathcal{Q}$ satisfy, namely,

$$A^T \mathcal{P} E + E^T A + BB^T = 0 \quad \text{and} \quad A^T \mathcal{Q} E + E^T \mathcal{Q} A + C^T C = 0.$$  

Instead of forming the full Gramians $\mathcal{P}$ and $\mathcal{Q}$ explicitly, one computes $\mathcal{P} = UU^T$ and $\mathcal{Q} = LL^T$ in the factored form. For effective methods to solve large-scale Lyapunov equations, see, e.g., [46, 47, 152, 219] for ADI-type methods, [117, 191, 199, 206] for the Smith method and its variants, [78, 135, 203, 210] for Krylov-based methods, or the recent survey [48] and the references therein.

Given the factorizations $\mathcal{P} = UU^T$ and $\mathcal{Q} = LL^T$, let $U^T LE = ZSY^T$ be the singular value decomposition with $S = \text{diag}(\eta_1, \eta_2, \ldots, \eta_r)$. Let $S_r = \text{diag}(\eta_1, \eta_2, \ldots, \eta_r)$ with $\eta_{r+1} < \eta_r$ and $r < n$. Balanced truncation chooses the basis matrices

$$V = UZ_r S_r^{-1/2} \quad \text{and} \quad W = LY_r S_r^{-1/2},$$

where $Z_r$ and $Y_r$ denote the leading $r$ columns of left singular vectors, $Z$, and right singular vectors, $Y$, respectively. Then the reduced model is obtained by following the projection in (2.6). The reduced model $H_r(s)$ obtained by balanced truncation is asymptotically stable, and the $H_\infty$ norm of the error system satisfies $\|H - H_r\|_{H_\infty} \leq 2(\eta_{r+1} + \cdots + \eta_n)$. For more details on balanced truncation, see [14].
### 3.3. Proper Orthogonal Decomposition

Due to its broad applicability to linear and nonlinear systems, the proper orthogonal decomposition (POD) has become widely used in many different application domains as a method for computing the reduced basis. While the rational interpolation methods of section 3.1 formulate the basis computation task in the frequency domain, POD formulations typically use the time domain. In the case of LTI systems, duality between time and frequency domain formulations reveals the connections between POD and balanced truncation.

#### 3.3.1. Time Domain POD

POD was introduced for the analysis of turbulent flows by Lumley [162] and is closely related to methods used in other fields such as Karhunen–Loève expansions in stochastic process modeling [160, 142], principal component analysis in statistical analysis [132, 136], and empirical orthogonal eigenfunctions in atmospheric modeling [181]. POD basis vectors are computed empirically using sampled data collected over a range of relevant system dynamics, typically using the method of snapshots, introduced by Sirovich [205].

Consider a set of snapshots, \( x_1, x_2, \ldots, x_n \): state solutions computed at different instants in time and/or different parameter values, where \( x_j \in \mathbb{R}^n \) denotes the \( j \)th snapshot and one collects a total of \( n_s < n \) snapshots. More specifically, write \( x_j = x(t_j, p_j) \), where \( t_j \) and \( p_j \) are, respectively, the time and parameter values for the \( j \)th snapshot. Define the snapshot matrix \( X \in \mathbb{R}^{n_s \times n} \) whose \( j \)th column is the snapshot \( x_j \). The (thin) singular value decomposition of \( X \) is written

\[
X = U \Sigma Y^T,
\]

where the columns of the matrices \( U \in \mathbb{R}^{n \times n_s} \) and \( Y \in \mathbb{R}^{n_s \times n_s} \) are the left and right singular vectors of \( X \), respectively. \( \Sigma \in \mathbb{R}^{n_s \times n_s} = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_{n_s}) \), where \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{n_s} \geq 0 \), are the singular values of \( X \). The POD basis, \( V \), is chosen as the \( r \) left singular vectors of \( X \) that correspond to the \( r \) largest singular values. This yields an orthonormal basis.\(^4\)

The POD basis is “optimal” in the sense that, for an orthonormal basis of size \( r \), it minimizes the least squares error of snapshot reconstruction,

\[
\min_{V \in \mathbb{R}^{n \times r}} ||X - VV^TX||_F = \min_{V \in \mathbb{R}^{n \times r}} \sum_{i=1}^{n_s} ||x_i - VV^T x_i||^2_2 = \sum_{i=r+1}^{n_s} \sigma_i^2.
\]

As can be seen from (3.18), the square of the error in snapshot representation is given by the sum of the squares of the singular values corresponding to those left singular vectors not included in the POD basis. Thus, the singular values provide quantitative guidance for choosing the size of the POD basis. A typical approach is to choose \( r \) so that

\[
\frac{\sum_{i=1}^{r} \sigma_i^2}{\sum_{i=1}^{n_s} \sigma_i^2} > \kappa,
\]

where \( \kappa \) is a user-specified tolerance, often taken to be 99.9% or greater. The numerator of (3.19) is often referred to as the “energy” captured by the POD modes.

Since the POD basis is constructed from sampled solutions, the POD method makes no assumptions about the form of the full model; POD applies to both linear

---

\(^4\)Here, orthonormality is defined with respect to the Euclidean inner product. Often, it is meaningful to use the \( L_2 \) inner product instead, i.e., using the vector norm induced by the weighted inner product related to the mass matrix \( E \). This holds in particular if the system is derived from a semidiscretization of a PDE by a finite element or finite volume method [49].
and nonlinear systems, as well as to parametrically varying systems. One can also include sensitivity information in the snapshot set [127, 131]. It is important to note that the optimality of the POD basis applies only to error in reconstruction of the snapshots, not to the error in solution of the POD-based reduced model. See [194] for a detailed analysis of the error of a POD-based reduced model. Clearly, the choice of snapshots is critical to the quality of the reduced model, although the POD theory per se gives no guidance on how to select the snapshots. One can interpret the POD as an approximation by quadrature of the reachability Gramian (3.10), as described in [146] and in more detail in the discussion of the balanced POD method below. Using this interpretation, a good snapshot set selection is thus one that leads to a good approximation of (3.10). However, in many cases the POD is used to create a reduced model that targets a particular range of system behavior, rather than attempting to approximate all reachable states. In those cases, the snapshot set is chosen based on knowledge of the desired range of validity of the reduced model. Optimal snapshot selection for nonparametric POD is considered in [145], where the time locations of snapshots are chosen to minimize the error between the POD solution and the trajectory of the original dynamical system. General strategies for snapshot selection in the parametric case are discussed in section 3.4.

3.3.2. Frequency Domain POD. For linear systems, one can derive the POD in the frequency domain. We present a brief discussion here because it highlights the connection between POD and balanced truncation. The POD basis vectors are the left singular vectors of the snapshot matrix $X$, and thus are the eigenvectors of the matrix

$$K_t = XX^T = \sum_{i=1}^{n_s} x_i x_i^T.$$  

In the original formulation of the POD method of snapshots, $K_t$ is referred to as the kernel [205]. In some applications of POD, the snapshots are centered to have zero mean, in which case $K_t$ is a scaled covariance matrix.

Kim [141] develops the frequency domain POD method by showing that through a simple application of Parseval’s theorem, in the single-input case one can write the kernel as

$$K_{\omega} = \frac{1}{2\pi} \sum_{i=1}^{n_s} \bar{x}_i \bar{x}_i^* \Delta \omega_i,$$

where now $K_{\omega}$ is the frequency domain POD kernel. Here, $\bar{x}_i$ is the $i$th (complex) snapshot computed at sample frequency $\omega_i$,

$$\bar{x}_i = (j\omega_i E - A)^{-1} B,$$

where $B$ is now a vector (due to the assumption of a single input), $\Delta \omega_i = \omega_i - \omega_{i-1}$, and $^*$ denotes the complex conjugate transpose.

3.3.3. Balanced POD. The connection between POD and balanced truncation is described in [146]. For a fixed parameter $p$ and single input, consider the snapshot set generated by computing the impulse response of (2.1). In this case, the snapshot at time $t_i$ is

$$x_i = e^{E^{-1} A t_i} E^{-1} B,$$
and the POD kernel (3.20) becomes

\[ K_t = \sum_{i=1}^{n_s} e^{E^{-1}A_t E^{-1}BB^T E^{-T} e^{A^T E^{-T} t_i}}. \] (3.24)

Comparing (3.24) and (3.10), it can be seen that the POD kernel (with suitable scaling) computed from the system impulse response can be interpreted as an approximation to the system reachability Gramian. The POD basis vectors are the dominant eigenvectors of the POD kernel and thus approximate the most reachable modes in the system.

As discussed in [225], the approximation introduced by the POD is further highlighted through the frequency domain formulation. Using (3.22) in (3.21), write

\[ K_\omega = \frac{1}{2\pi} \sum_{i=1}^{n_s} (j\omega_i E - A)^{-1} BB^T (-j\omega_i E^T - A^T)^{-1} \Delta \omega_i, \] (3.25)

which shows that the frequency domain POD kernel again approximates the integral defining the reachability Gramian,

\[ P = \frac{1}{2\pi} \int_{-\infty}^{\infty} (j\omega E - A)^{-1} BB^T (-j\omega E^T - A^T)^{-1} d\omega. \] (3.26)

Based on this observation, [225] proposed an approximate balanced truncation approach using the POD method of snapshots. Computing a set of dual POD modes from snapshots of the dual (adjoint) system leads to an approximation of the most observable modes in the system. For a system with a single output, the \( i \)th (complex) dual snapshot \( \bar{z}_i \) computed at sample frequency \( \omega_i \) is given by

\[ \bar{z}_i = (j\omega_i E^T - A^T)^{-1} C^T. \] (3.27)

 Appropriately combining the primal and dual snapshots leads to an approximate balanced truncation. A modified algorithm for computing this snapshot-based approximate balanced truncation was proposed in [196]. Despite the analogy between the two methods, there is no asymptotic stability guarantee associated with balanced POD, unlike balanced truncation. The relation between frequency-domain POD and approximate balanced truncation is further discussed in [30], where also relations to balanced truncation via low-rank Gramians computed by the ADI method and to moment-matching methods are studied.

### 3.4. Parameter Sampling

We conclude this section on basis computation with a discussion of parameter sampling. The choice of parameter sample points is a critical question that arises in all methods to compute the basis. In the rational interpolation methods, one must select parameter samples at which interpolation conditions are applied; for balanced truncation, one must select parameter samples to generate the local LTI systems at which balanced truncation is applied; and in the POD, one must select parameter samples at which snapshots are computed. For problems with a small number of parameters, a structured or random sampling method (e.g., grid-based sampling or Latin hypercube sampling) is the simplest approach and, with a sufficiently high number of samples, will generate a rich set of data that covers the parameter space. For a moderate number of parameters, full grid sampling quickly becomes expensive, since the number of points in the grid grows exponentially with the dimension \( d \). Latin hypercube sampling remains tractable, although a large number of sample points may be needed to ensure sufficient coverage. For moderate-dimension
problems that exhibit structure (e.g., smoothness), a sparse grid sampling approach will likely be another effective strategy. However, when the dimension of the parameter space is large \((d > 10)\), it becomes challenging to balance sampling cost with coverage of the parameter space. These cases require more sophisticated sampling approaches, such as a problem-aware adaptive search of the parameter space. In this section, we review adaptive sampling via greedy search and local sensitivity methods. We also discuss optimal interpolation points for a special class of systems.

### 3.4.1. Adaptive Parameter Sampling via Greedy Search.

Greedy sampling methods for model reduction approach the task of choosing parameter sample points one by one in an adaptive manner. The general steps in the greedy sampling approach are as follows. First, given a current reduced model,

\[
E_r(p) \dot{x}_r(t; p) = A_r(p) x_r(t; p) + B_r(p) u(t), \quad y_r(t; p) = C_r(p) x_r(t; p),
\]

find the parameter value for which the error between the reduced model and the full model is largest:

\[
\hat{p} = \arg \max_p \| y(\cdot; p) - y_r(\cdot; p) \|_{L_2}.
\]

Second, solve the full model at \(\hat{p}\) to generate new information with which to update the reduced model. Then with the updated reduced model, repeat these two steps until the error is acceptable. The greedy sampling method was first introduced in the context of reduced basis methods in [193]. It was further developed in reduced basis models for elliptic PDEs in [218], the steady incompressible Navier–Stokes equations in [217], and parabolic PDEs in [111, 112]. It has since been applied in conjunction with POD methods [61, 122, 230] and rational interpolation methods [79]. The key advantage of the greedy approach is that the search over the parameter space embodies the structure of the problem, so that the underlying system dynamics guide the selection of appropriate parameter samples.

In the first step, the task of finding the worst-case parameter value can be approached in a variety of ways. In the general case, using the actual reduced model error as a metric leads to a computationally intractable algorithm, since it requires evaluating the full model solution at many parameter points. Instead, one can use a posteriori error estimators if they are available for the given system under consideration (e.g., error estimators are available for dynamical systems arising from discretization of particular parameterized parabolic PDEs [112, 111]) or a residual-based error indicator [61]. The process of locating the parameter of maximal error indicator or error estimate can be conducted by a simple grid search if the parameter dimension is low. For problems with more than a handful of parameters, the greedy sampling approach can be formulated as a sequence of adaptive model-constrained optimization problems [61]. In the special case of a linear map between parameters and outputs, these optimization problems are convex and have explicit solutions in the form of an eigenvalue problem [27]. In the general case, the optimization problems are nonconvex and may lead to only a local maximum being determined. Another potential pitfall is that error estimators may not be tight and error indicators may be poor representatives of the actual error; in such cases, solving an approximate optimization problem using the error estimator or indicator will not result in maximizing (3.29).

However, even if the global maximum of (3.29) is not found, the greedy search will often yield a good result that is more informed than random sampling. In [54], exponential convergence rates of greedy sampling are shown in a reduced basis framework,
both for strong greedy (the optimal next sampling point is always found) as well as in computationally feasible variants. In [156], the optimization-based greedy sampling approach was extended to construct both a basis for the state and a basis for the parameter, leading to models that have both reduced state and reduced parameters. This approach was demonstrated on a subsurface model with a distributed parameter representing the hydraulic conductivity over the domain, and shown to scale up to the case of a discretized parameter vector of dimension $d = 494$.

3.4.2. Adaptive Parameter Sampling via Local Sensitivity Analysis. Another possible method of selecting the parameter values for sampling, proposed in [55], is to use local sensitivity analysis to estimate whether a change in parameter value will result in states that are not well represented in the current reduced basis. That work uses a first-order Taylor series expansion to approximate the state solution as a function of small changes in parameters about the current sample point. The sensitivities of the state variables with respect to the parameters are then obtained by solving a large sparse linear system. When used in conjunction with the trajectory piecewise linear approximation of [55], this auxiliary sensitivity system can be assembled with no additional computational cost, using information already computed to create the reduced model. This approach was demonstrated for a diode circuit, a MEMS switch, and a nonlinear distributed circuit example.

3.4.3. Optimal Interpolation Points for a Special Class of Systems. Even though the parameter selection strategies outlined above have led to high quality reduced parametric models, they are not optimal in the error measures defined in section 2.4. Such an optimal parameter selection strategy for the joint $H^2 \otimes L^2$ error measure (2.25) was recently introduced by Baur et al. [29] for the special case of dynamical systems with affine parameter dependency in $B(p)$ and $C(p)$ and no parameter dependency in either $A$ or $E$. This method, inspired by IRKA of [116] for nonparametric systems, converts the problem into an equivalent nonparametric $H^2$ minimization problem and optimizes over the frequency and parameter samples jointly.

4. Parameterized Reduced Model Generation. In this section, we discuss different strategies for constructing the parameterized reduced model. Many of these construction options are broadly applicable in that they can be used with any of the basis computation methods discussed in section 3. Section 4.1 discusses approaches that use a single global basis, while section 4.2 presents methods that use multiple local basis matrices each computed at different parameter values. In the following discussion, the parameter $p$ belongs to a single domain $\Omega \subset \mathbb{R}^d$. Recent work has proposed approaches to split $\Omega$ into multiple subdomains and construct reduced models in each subdomain [10, 76, 82, 121, 190, 221]. Any of the model generation strategies described in the following can be applied in a partitioning setting by replacing $\Omega$ with the corresponding subdomain.

4.1. A Global Basis over the Parameter Space. A global basis is defined by a single pair of basis matrices $V$ and $W$, which are built by sampling information over a range of parameters. These basis matrices could be computed using any one of the methods described in section 3. In this case, the parametric reduced model takes the form

\begin{align}
W^T E(p) V \dot{x}_r(t; p) &= W^T A(p) V x_r(t; p) + W^T B(p) u(t), \\
y_r(t; p) &= C(p) V x_r(t; p).
\end{align}
Equation (4.1) shows that construction of the reduced model requires evaluation of terms such as $A_r(p) = W^T A(p) V$, $E_r(p) = W^T E(p) V$, etc. As already discussed in section 2, if one evaluates $A_r$, $E_r$, and the other reduced matrices in this way for every new parameter value $p$, then the reduced model will be inefficient and computational savings over solving the original full system will be small. Section 2 showed that for system matrices that depend affinely on the parameter $p$, computational efficiency can be recovered. In this case, the parameterized reduced model is decomposed into reduced-order matrices that do not depend on the parameter and hence can be precomputed. In the more general case, a method such as EIM or DEIM (also discussed in section 2) is used to approximate $A_r(p)$ and the other reduced-order matrices in a way that admits efficient evaluation over the parameter space.

4.1.1. Concatenation of the Basis. One of the common approaches to obtain the global basis matrices $V$ and $W$ is to concatenate the local basis matrices obtained for several parameter samples $p_1, \ldots, p_K$. Suppose that $V_1, \ldots, V_K$ and $W_1, \ldots, W_K$ denote the local basis matrices corresponding to $p_1, \ldots, p_K$. Then one can construct the global basis matrices $V$ and $W$ using

\[
V = [V_1, V_2, \ldots, V_K] \quad \text{and} \quad W = [W_1, W_2, \ldots, W_K].
\]

However, it is quite possible that the local matrices have common components among each other, leading to potentially rank-deficient global basis matrices $V$ and $W$. To avoid this scenario, the concatenation step is usually followed by an SVD or a rank-revealing QR factorization to remove these rank-deficient components from $V$ and $W$, leading to global basis matrices with orthonormal columns. It is important to note even though theoretically it would not matter whether the local matrices $V_i$ and $W_i$ are orthogonalized prior to the concatenation step (since the reduced model is determined by the range, not by a specific basis), numerically it might (e.g., as in the case of Krylov subspaces where the power basis $[b, Ab, \ldots, A^{k-1}b]$ is replaced by an orthogonal basis robustly computed via an Arnoldi process [157, 212]).

The local basis matrices can be obtained using any one of the methods described in section 3. However, the method of choice results in different properties in the reduced model. The concatenation approach is especially appropriate when the local basis matrices are obtained by rational interpolation methods of section 3.1. Due to Theorem 3.1, even after concatenation, the final reduced parameterized model obtained by the global basis matrices will still interpolate the original model at every frequency and parameter interpolation point combination used in constructing every local basis matrix, assuming that the SVD performed on the concatenated matrices removed only the zero singular values. If this SVD step removes some small nonzero singular values below a numerical tolerance, then the interpolation will be approximate. This is in contrast to, for example, the balanced truncation approach. If the local basis matrices are obtained via balanced truncation (i.e., $V_i$ and $W_i$ are the balanced truncation basis matrices at the parameter values $p_i$), then once the concatenation is performed, the resulting reduced model is no longer guaranteed to be balanced even at the parameter value $p_i$. Nevertheless, concatenation of local balanced truncation basis may yield a good reduced parametric model, since the reduction subspace carries the important balanced truncation basis information for the individual parameters.

4.1.2. A Global Basis via Bilinearization. In the special case that only the matrix $A$ depends on the parameter, and that dependence is affine, another method
to construct a global basis is to use a bilinearization approach. In this case, the parametric system takes the form

$$
\begin{align*}
E \dot{x}(t; p) &= A(p) x(t; p) + B u(t), \\
y(t; p) &= C x(t; p),
\end{align*}
$$

(4.3)

with $A(p)$ as in (2.7), i.e., affine parametric dependency is allowed in $A$ only. Defining now auxiliary input functions $u_{m+j}(t) := f_j(p)$, $j = 1, \ldots, M$, and augmenting $B$ by $M$ zero columns (denoting the resulting input function by $\tilde{u}$ and the new input matrix by $B$), the parametric system (4.3) is transformed into a nonparametric bilinear system

$$
\begin{align*}
E \dot{x}(t) &= A_0 x(t) + \sum_{j=1}^{M} u_{m+j}(t) A_j x(t) + B \tilde{u}(t), \\
y(t) &= C x(t).
\end{align*}
$$

(4.4)

Now any model reduction method for bilinear systems can be applied to (4.4). Using any two-sided projection method for this task yields basis matrices $V$ and $W$.

The structure of the system has been exploited to recast it in a way that removes the explicit parametric dependence and instead captures this dependence through the introduction of the auxiliary inputs; thus, the resulting $V$ and $W$ are global basis matrices for the original parametric system (4.3). Applying these basis matrices directly to (4.3) as in (2.8) results in a parametric reduced-order model. The bilinearization approach for parametric model reduction was first suggested in [35] and extended in several ways in [40]. Possible choices for determining the global basis include balanced truncation for bilinear systems [41, 110], Krylov subspace techniques [24, 58, 192], and $H_2$-optimal methods [36, 99, 229]—in principle, any of the methods discussed in section 3 can be generalized to apply to bilinear systems, and thus to yield a global basis for model reduction of parametric systems that have the form of (4.3).

4.2. Local Bases at Multiple Parameter Points. As opposed to constructing fixed global basis matrices $V$ and $W$, one might construct several local ones by sampling the parameter space at points $p_1, \ldots, p_K$. As before, denote these local bases by $V_k$ and $W_k$ for $k = 1, \ldots, K$. One can then proceed by interpolating the local bases, interpolating the local reduced model matrices, or interpolating the local reduced model transfer functions, as described in more detail below. It is important to recognize that an LTI system has a nonunique state-space representation; in particular, any reduced-order basis that spans a given subspace of $\mathbb{R}^n$ is an equally valid representation of that subspace. This is an important consideration for approaches that interpolate local bases or local reduced model matrices, and is dealt with in various ways in the methods described below.

4.2.1. Interpolating the Local Bases. Given a set of local basis matrices, $\{V_1, \ldots, V_K\}$ and $\{W_1, \ldots, W_K\}$, a basis matrix for a new parameter value can be obtained by interpolating the local reduced bases. Straightforward interpolation of the entries in the basis vectors can lead to an interpolated quantity that does not preserve desired properties. Consider the simple case $V_2 = -V_1$. Let $p = \frac{p_2 - p_1}{2}$. In this case, a straightforward linear interpolation leads to $V(p) = 0.5(V_1 - V_2) = 0$, which is clearly not a basis. Thus, as [8] recognized, the quantity to be interpolated should not be the local basis, but rather the underlying subspace. Thus, a better method interpolates the subspaces corresponding to $V_k$ and $W_k$ for $k = 1, \ldots, K$ on a tangent space to a manifold of these subspaces [8]. The manifold is chosen so as to preserve
desired properties. It also results in the property that the subspace spanned by the interpolated basis depends only on the underlying local subspaces, and is independent from the coordinate representations of the local bases. Below we briefly explain this approach for the particular case of constructing an orthonormal $V$, where the $V_k, k = 1, \ldots, K$, each represent an orthonormal basis, and the interpolation is done on the tangent space to the Grassmann manifold.

The Grassmann manifold $G_{n,r}$ is the set of all $r$-dimensional subspaces of $\mathbb{R}^n$. Then, in the model reduction setting, the ranges of the model reduction bases $V_k$, i.e., $\text{Ran}(V_k)$, can be suitably considered elements of $G_{n,r}$. Define $R_k = \text{Ran}(V_k) \in G_{n,r}$. The Stiefel manifold, $S_{n,r}$, is the set of all $r$-dimensional orthonormal bases of $\mathbb{R}^n$ for $1 \leq r \leq n$. Thus, the orthonormal basis $V_k \in \mathbb{R}^{n \times r}$ for $R_k$ is a point on the Stiefel manifold $S_{n,r}$. For more details regarding the Stiefel and Grassmann manifolds, see, e.g., [8, 81].

The first step in the approach proposed in [8] is to choose a reference point. For simplicity, take $R_1 \in G_{n,r}$ as the reference point. Let $T_{R_1}$ be the tangent space of $G_{n,r}$ at $R_1$. The next step is to map all other subspaces $R_2, R_3, \ldots, R_K$ onto the tangent space defined by $R_1$. A point $R_k \in G_{n,r}$ in a neighborhood of $R_1$ can be mapped to $T_{R_1}$ by the logarithmic map

$$(4.5) \quad X_k = \text{Log}_{R_1}(R_k) \in T_{R_1}.$$ 

Let $T_k$ be the matrix representing the point $X_k \in T_{R_1}$. To compute $T_k$, first compute a thin SVD:

$$(4.6) \quad (I - V_1 V_1^T) V_k (V_k^T V_k)^{-1} = U_k \Sigma_k Z_k^T.$$ 

Then

$$(4.7) \quad T_k = U_k \arctan(\Sigma_k) Z_k^T.$$ 

The map $T_k$ defines a geodesic on the manifold from $R_1$ to $R_k$.

Now, given a new parameter point $\hat{p}$, the method interpolates the local bases in their mapped representations. That is, interpolate $\{T_1, \ldots, T_K\}$ using the parameter interpolation points $\{p_1, \ldots, p_K\}$. For example,

$$(4.8) \quad T(\hat{p}) = \sum_{k=1}^{K} L_k(\hat{p}) T_k,$$ 

where $L_k(\hat{p})$ are the Lagrange basis functions. Let $\hat{X} \in T_{R_1}$ be the point corresponding to the matrix $T(\hat{p})$. After $\hat{X}$ is computed, the exponential map

$$(4.9) \quad \text{Exp}_{R_1}(\hat{X}) \in G_{n,r}$$ 

maps it back to the original manifold $G_{n,r}$. Let $V \in S_{n,r}$ span the resulting subspace. This results in an interpolated basis $\hat{V}$ at the new parameter point $\hat{p}$. Numerically, the step mapping back to the original manifold is achieved by computing a thin SVD,

$$(4.10) \quad T(\hat{p}) = \hat{U} \hat{\Sigma} \hat{Z}^T,$$ 

followed by

$$(4.11) \quad V(\hat{p}) = V_1 \hat{Z} \cos(\hat{\Sigma}) + \hat{U} \sin(\hat{\Sigma}).$$
4.2.2. Interpolating the Local Reduced Model Matrices. Interpolating the local basis matrices as outlined above has the disadvantage that when the new basis matrices are computed for a given $\hat{p}$, the multiplications $W^T E(\hat{p}) V$ and $W^T A(\hat{p}) V$ need to be recomputed. In general, these multiplications depend on the original system dimension $n$ and thus are expensive. Recent work has addressed this issue for affine parametric dependence (as in (2.7)) by precomputing those quantities that do not depend on the parameters [207]. An approach to overcome this problem in the general nonaffine case is to interpolate reduced state-space quantities as opposed to the basis matrices themselves. This idea was recently introduced in [5, 9, 74, 161, 188]. The methods proposed in [9, 188] first perform a congruence transformation of the local basis matrices in $\{V_1, \ldots, V_K\}$ (and similarly for $\{W_1, \ldots, W_K\}$), so that the reduced systems are expressed in the same generalized coordinate system—this is to provide a consistent reduced basis representation across all parameters. Then the reduced-order coefficient matrices constructed from these transformed projection matrices can be interpolated by using matrix manifold interpolation [9] and direct interpolation [188]. In [74], global basis vectors $V_k = \hat{V}$ and $W_k = \hat{W}$ are used for all $p_k$, and therefore there is no need to perform the congruence transformation on the bases before interpolating the reduced models.

Suppose one has local reduced-order coefficient matrices $A_r(p_k) = W_k^T A(p_k) V_k$ corresponding to parameters $p_1, \ldots, p_K$. To perform the congruence transformation, first select a reference reduced system. For simplicity, take $k = 1$ as the reference system. Next, compute transformation matrices $Q_k \in \mathbb{R}^{r \times r}$ and $P_k \in \mathbb{R}^{r \times r}$ for all $k = 1, \ldots, K$ by solving

\begin{align}
(4.12) & \quad Q_k = \arg \min_{Q} \|V_k Q - V_1\|_F \quad \text{subject to} \quad Q^T Q = I_r, \\
(4.13) & \quad P_k = \arg \min_{P} \|W_k P - W_1\|_F \quad \text{subject to} \quad P^T P = I_r,
\end{align}

where the orthogonality constraints on $Q$ and $P$ assume that the local bases are orthogonal. The optimization problems (4.12) and (4.13), known as the orthogonal Procrustes problem [109], are solved analytically by the SVD. Towards this goal, define the SVDs $V_1^T V_1 = U_{v_1} \Sigma_{v_1} Z_{v_1}^T$ and $W_1^T W_1 = U_{w_1} \Sigma_{w_1} Z_{w_1}^T$. Then the solutions to (4.12) and (4.13) are given by

\begin{align}
(4.14) & \quad Q_k = U_{v_k} Z_{v_k}^T \quad \text{and} \quad P_k = U_{w_k} Z_{w_k}^T \quad \text{for} \quad k = 1, \ldots, K.
\end{align}

For $k = 1$, the reference system $Q_1 = P_1 = I_r$. For $k = 1, \ldots, K$, define the transformed local reduction matrices by $\tilde{V}_k := V_k Q_k$ and $\tilde{W}_k := W_k P_k$. Then the congruence-transformed local state-space matrices are given by

\begin{align}
(4.15) & \quad \tilde{A}_r(p_k) := P_k^T W_k^T A(p_k) V_k Q_k = P_k^T A_r(p_k) Q_k \quad \text{for} \quad k = 1, \ldots, K.
\end{align}

Note that the transformed basis matrices $\tilde{V}_k$ and $\tilde{W}_k$ are applied throughout the original system associated with $p_k$ and therefore not only transform $A_r(p_k)$ to $\tilde{A}_r(p_k)$, but also transform other coefficient matrices. More specifically, the $k$th local reduced model

\begin{align}
(4.16) & \quad E_r(p_k) x_r = A_r(p_k) x_r + B_r(p_k) u, \quad y_r = C_r(p_k) x_r,
\end{align}
is transformed into

\[ \tilde{E}_r(p_k)\dot{\tilde{x}}_r = \tilde{A}_r(p_k)\tilde{x}_r + \tilde{B}_r(p_k)u, \quad \tilde{y}_r = \tilde{C}_r(p_k)\tilde{x}_r, \]  

where \( \tilde{E}_r(p_k) = P_k^T E_r(p_k)Q_k, \tilde{B}_r(p_k) = P_k^T B_r(p_k) \), and \( \tilde{C}_r(p_k) = \tilde{C}_r(p_k)Q_k \). In contrast to the local systems in (4.16), the transformed systems in (4.17) are expected to lie in the same generalized coordinate system.

Then the question becomes how to construct the reduced-order matrices \( \tilde{A}_r(p), \tilde{E}_r(p), \tilde{B}_r(p) \), and \( \tilde{C}_r(p) \) for a new parameter value \( p \) using the local congruence-transformed matrices. The reduced matrices \( \tilde{A}_r(p) \) and \( \tilde{E}_r(p) \) are obtained by applying (similar) manifold interpolation ideas explained in the previous section to the matrices \( \{\tilde{A}_r(p_1), \ldots , \tilde{A}_r(p_K)\} \) and \( \{\tilde{E}_r(p_1), \ldots , \tilde{E}_r(p_K)\} \), respectively, assuming nonsingular transformed matrices. On the other hand, when the transformed coefficient matrices are not square as in the case of \( \tilde{B}_r(p_k) \) and \( \tilde{C}_r(p_k) \), or are singular, the reduced-order matrices can be obtained for the new parameter \( p_\ast \) by using direct interpolation from [9].

A similar approach based on matrix interpolation is also proposed in [188]. In this approach, the local reduced-order matrices are also first transformed and then interpolated; however, the transformation and the interpolation techniques are different from the ones used in [9]. Let \( U_r \) denote the first \( r \) dominant left singular vectors of \( [V_1 \ldots V_K] \). Define \( M_k := (W_k^T U_r)^{-1} \) and \( N_k := (V_k^T U_r)^{-1} \). Then the reduced system (4.16) is transformed into

\[ E_r(p_k)\dot{x}_r = A_r(p_k)x_r + B_r(p_k)u, \quad y_r = C_r(p_k)x_r, \]

where \( E_r(p_k) = M_k E_r(p_k)N_k, \tilde{A}_r(p_k) = M_k \tilde{A}_r(p_k)N_k, \tilde{B}_r(p_k) = M_k \tilde{B}_r(p_k), \) and \( \tilde{C}_r(p_k) = C_r(p_k)N_k \). After this transformation, for a given parameter \( p \), the matrices \( \{E_r(p_1), \ldots , E_r(p_K)\}, \{A_r(p_1), \ldots , A_r(p_K)\}, \{B_r(p_1), \ldots , B_r(p_K)\}, \) and \( \{C_r(p_1), \ldots , C_r(p_K)\} \) are directly interpolated using any appropriate interpolation method.

Both of these methods achieve the goal of interpolating the reduced state-space quantities while avoiding interpolation of the basis matrices themselves and avoiding the multiplications \( W^T E(p)V \) and \( W^T A(p)V \), and thus are likely to be computationally more efficient than the methods described in section 4.2.1. The second approach differs from the first in that it uses the SVD of the concatenation of the local bases, \( [V_1 \ldots V_K] \), to define the common generalized coordinate system rather than picking one of the local systems as a reference. The tradeoff is then computing the SVDs of \( 2(K - 1) \) matrices of size \( n \times r \) to determine \( Q_k \) and \( P_k \) versus computing the SVD of a single matrix of size \( n \times rK \) to determine \( M_k \) and \( N_k \); thus the computational complexity of these two options is roughly the same.

4.2.3. Interpolating the Local Transfer Functions. Yet another option for interpolating local information is to interpolate the transfer functions of local reduced models. Given the sampled parameter points \( p_k, k = 1, \ldots , K \), the local reduced models have transfer functions

\[ H_r(s, p_k) = C_r(p_k)(sE_r(p_k) - A_r(p_k))^{-1}B_r(p_k), \quad k = 1, \ldots , K, \]

where \( H_r(s, p_k) \) denotes the transfer function of the reduced model constructed at \( p = p_k \). The order of each local reduced model is permitted to differ. Denote the order of the reduced model \( H_r(s, p_k) \) as \( r_k \). These local reduced models can be constructed with any set of local bases.
The reduced-order transfer function at a new parameter point \( \hat{p} \) can then be obtained by interpolating the \( \hat{H}_r(s, p_k) \):

\[
\hat{H}_r(s, \hat{p}) = \sum_{k=1}^{K} L_k(\hat{p})\hat{H}_r(s, p_k),
\]

where \( L_k(p_j) = \delta_{kj}, \; k, j = 1, \ldots, K \). This yields the functional interpolation condition

\[
\hat{H}_r(s, p_k) = H_r(s, p_k) \quad \text{for} \quad k = 1, \ldots, K.
\]

Because each local transfer function is independent of the representation of its local basis, the nonuniqueness of the state-space representation is not an issue for this interpolation approach.

This strategy was studied in detail in [28, 31]. Generally speaking, any interpolation technique could be used to select the functions \( L_k \) (which also applies to (4.8)). Considering the case of a scalar parameter, \( d = 1 \), one choice is the Lagrange polynomials, which were used in [28]. A computationally more efficient and reliable form is obtained if one uses the barycentric form of Lagrange interpolation [52]. Other choices are rational interpolation (which is used in [31] in barycentric form based on [51]), variants of Hermite interpolation, sinc or spline interpolation, etc.; see [31] for experiments with some of these variants. These interpolation techniques can all be generalized to \( d > 1 \) using tensorization, but with limited success for growing dimension \( d \) of the parameter space. We discuss this issue in some more detail in section 4.2.4.

We will consider one particular case to highlight the advantages and disadvantages of interpolating the reduced-order transfer functions. Consider the case of a scalar parameter, where balanced truncation with a specified error tolerance \( \tau_{BT} \) is used for generating all the local reduced models, as in [28]. Noting that the representation (4.20) separates the variables \( s \) and \( p \), we are now free to put the parametric dependence in any one of the matrices realizing the reduced model. A convenient choice results from the representation (4.20), where a particular realization of \( \hat{H}_r(s, p) \) is obtained by

\[
\hat{E}_r = \text{diag}(E_r(p_1), \ldots, E_r(p_K)) \in \mathbb{R}^{r \times r},
\]

\[
\hat{A}_r = \text{diag}(A_r(p_1), \ldots, A_r(p_K)) \in \mathbb{R}^{r \times r},
\]

\[
\hat{B}_r = [B_r(p_1)^T, \ldots, B_r(p_K)^T]^T \in \mathbb{R}^{r \times m},
\]

\[
\hat{C}_r(p) = [L_1(p)C_r(p_1), \ldots, L_K(p)C_r(p_K)] \in \mathbb{R}^{q \times r},
\]

with \( r = r_1 + r_2 + \cdots + r_K \).

Similar to the approaches of section 4.2.2, the method is flexible in the sense that it does not require affine parameter dependence as in (2.7) for efficient online reduced model generation. In addition, the structure of the approximate transfer function permits using local reduced models of different orders. This is important since balanced truncation with adaptive order will in general yield models with varying \( r_k \). Another advantage is that the main features of balanced truncation are inherited. In particular, if the full model is uniformly stable in the parameter domain \( \Omega \), then this property is preserved in the reduced model: for a uniformly stable system, \( (E(p), A(p)) \) is an asymptotically stable matrix pencil for all \( p \in \Omega \), and hence \( (E_r(p_k), A_r(p_k)) \) is asymptotically stable for all \( k \) if the parameter samples are taken from \( \Omega \). By stability preservation of balanced truncation, then also \( (E_r(p_k), A_r(p_k)) \) is asymptotically
stable for all \( k \) and, due to the block-diagonal structure, \( (\hat{E}_r, \hat{A}_r) \) inherits this property. Also, instead of balanced truncation, other balancing-based strategies can be employed (e.g., LQG balancing, which is also applicable in the unstable case). See [34, 115, 183] for overviews of possible choices and corresponding properties preserved in the reduced models.

Using balanced truncation for the local models induces an error bound which is obtained by splitting the interpolation error in parameter space from the balanced truncation error. Since the expressions for the error bound depend strongly on the chosen interpolation method, we only provide a version for (polynomial) Lagrange interpolation, but writing the bounds down for other interpolation techniques is straightforward. For details, we refer the reader to the original sources [28, 31]. Assume \( H \) is uniformly stable in \( \Omega \), at least \( K \) times differentiable with respect to \( p \), and let \( \Lambda_{K-1} \) denote the Lebesgue constant of our node set \( \{p_1, \ldots, p_K\} \). Then one obtains

\[
\|H(s, \hat{p}) - \hat{H}_r(s, \hat{p})\|_2 \leq \rho(H, \hat{p}, s) + \tau_{BT} \Lambda_{K-1},
\]

where \( \rho(H, \hat{p}, s) \) is the interpolation error, which for polynomial interpolation is given by

\[
\rho(H, \hat{p}, s) = \frac{1}{K!} \left\| \frac{\partial^K}{\partial \hat{p}^K} H(s, \xi(p)) \right\|_2 \cdot \prod_{k=1}^{K} |\hat{p} - p_k|,
\]

with \( \xi(p) \in (\min_k p_k, \max_k p_k) \) (to be understood componentwise). The presence of the Lebesgue constant in the error bound suggests using a node set that produces a small \( \Lambda_{K-1} \); hence, a uniform distribution of the \( p_k \) should be avoided. A reasonable choice is the Chebyshev nodes, particularly in their second form. As usual, the interpolation error will in general not be determined explicitly, but can be estimated using, e.g., the reduced model instead of \( H \); see, e.g., [28, 31].

A clear disadvantage of the transfer function interpolation approach is that the state-space obtained from the realization \( \hat{A}_r, \hat{B}_r, \hat{E}_r, \hat{C}_r(p) \) may grow quickly with the number of parameter samples. However, note that for evaluating the reduced model online, it is not necessary to explicitly form this realization since the only computation required is the evaluation of the reduced-order transfer functions at the given value \( s \) and the evaluation of the (scalar) parametric functions \( L_k \). This amounts to interpolating the outputs computed by the reduced-order models using the given \( L_k \)'s. This results in an input/output representation of the system and not a state-space realization per se. A similar idea is used in [163], where interpolation is used to create a parametric POD model for a convection problem where the mathematical model is unknown.

Another disadvantage is that by interpolating the reduced-order transfer functions as in (4.20), the poles of \( \hat{H}_r \) are fixed and do not vary with \( p \) as the poles of \( H \) most likely do. In addition, some poles of the original model may be duplicated in several of the local reduced models, leading to spurious poles of the reduced-order transfer function. These observations are reported in [188], where it is suggested to interpolate the realizations of the local reduced models instead, as already discussed in the previous subsection.

### 4.2.4. Interpolating Local Information for Systems with Multiple Parameters.

For systems with multiple parameters (i.e., \( d > 1 \)) interpolation of local information (as in, e.g., (4.8) and (4.20)) can become more challenging. For regular
grids, tensorization of scalar interpolation methods is fairly easy, resulting, e.g., in bi-/trilinear/-cubic (Hermite, spline) interpolation. Due to the curse of dimensionality, the resulting reduced models quickly become complex even for small $d$. In [28], the use of sparse grid interpolation [63, 113, 228] is suggested for the interpolating-the-transfer-function approach. The coupling of balanced truncation with piecewise polynomial interpolation using sparse grid points is reported in [28]. Promising results are obtained for this approach for examples with $d < 10$; see [31]. Another possibility to extend the idea of interpolating local objects would be to use irregular grid interpolation approaches such as radial basis functions. Results reported in [213] are also promising and certainly deserve further investigation. It should be noted, though, that dealing with cases $d \gg 10$, e.g., in the case of discretized distributed parameters, with multivariate interpolation parametric model reduction approaches has not been investigated so far. Future research is needed to fuse ideas from high-dimensional approximation theory with parametric model reduction techniques. We hope this review can trigger some of this necessary research. Another important aspect not yet treated in much depth in the existing literature is the regularity of the solution manifold or the transfer function with respect to the parameters. So far, we have assumed a smooth dependency, which, generally speaking, allows the application of all the discussed (multivariate) interpolation approaches, where weaker assumptions would certainly suffice in most cases. But it is not clear yet what type of regularity assumption (weaker than analyticity) with respect to $\mathbf{p}$ is necessary for good approximability in the sense described here, i.e., in the sense that a reduced-order, dynamical, parametric system can be derived yielding good output reconstruction with respect to variations in both $\mathbf{p}$ and $\mathbf{u}$.

4.3. Comparing Different Reduced Model Generation Approaches. This section has discussed several approaches for parametric reduced model generation, either using a global basis as in section 4.1 or interpolating local information as in section 4.2. The specific approaches presented are

- using a single global basis;
- interpolating among local bases;
- interpolating among local reduced-order state-space matrices; and
- interpolating among local reduced-order transfer functions.

The following discussion provides some insight into the class of problems for which the different approaches may be most appropriate.

4.3.1. Parameter Sampling. All the presented reduced model generation approaches require an effective sampling of the parameter space, whether samples are used to construct global or local bases. For high-dimensional parameter spaces, the global basis approach is particularly amenable to the greedy adaptive parameter sampling approach discussed in section 3.4, as shown in [61] for building a global POD basis. Similarly, a greedy sampling approach can be easily combined with balanced truncation or rational interpolation methods to construct a global basis. In theory, it would be possible to wrap a greedy sampling approach around the local interpolation methods, although in practice formulation of the problem would be more complicated (and perhaps expensive to solve). Adaptive selection of parameter sample points in conjunction with these local interpolation methods has not been explored in the literature. The parameter selection strategies that are optimal in the composite system-theoretic error measures defined in (2.25) and (2.26) remain an open challenge except for the very special parameter dependence as in [29].
4.3.2. Reduced Model Construction. In terms of basis construction, any of the methods for computing the basis matrices can be used with any of the reduced model generation approaches. However, the global basis approach is a more compelling choice to use with model reduction by rational (tangential) interpolation since the final parametric reduced model then retains the interpolation property in both the frequency and parameter domains. The global basis and interpolation among local bases approaches both require construction of a new reduced model (via projection) at every parameter value to be solved; hence it is important that the original system has an affine parametrization or is approximated by an affine decomposition so that the repeated reduced model construction is not too costly. However, for the other two methods of interpolating the local reduced matrices and interpolating local transfer functions, reduced models are only constructed at the parameter sample points and not at other parameter values to be solved. Thus, these latter two methods may be more appropriate in the case of general parameter dependence where a DEIM or other affine approximation is inaccurate, or in the case where a DEIM approximation cannot be efficiently applied (as discussed in section 2.3).

4.3.3. Reduced Model Size. The different methods vary in how the overall size of the reduced model behaves, as well as in their flexibility to adapt order in different regions of the parameter space. Interpolating local transfer functions allows for local models with different orders, whereas interpolating the local bases and local reduced matrices both require the same order of local models. The flexibility of having different local orders is important in problems where the system dynamics are significantly more or less rich (i.e., significantly harder or easier to approximate) at different parameter values. In the global basis approach there is only a single order of the basis, but adaptivity can be achieved by uneven sampling of the parameter space (e.g., using the greedy adaptive sampling approach). An advantage of interpolating the local bases or local reduced matrices is that the order of the reduced model does not grow with the number of parameter samples (it is fixed at the local reduced order). This is in contrast to the transfer function interpolation approach, where the order of the parametric reduced model can grow quickly due to the block-diagonal structure of construction. For the global basis approach, the order will also grow if the global basis is obtained by concatenating the local bases. However, if the concatenation is followed by a rank revealing QR or SVD, growth in the overall reduced model order can be managed appropriately. In the nonparametric case, typically, one expects the reduced order \( r \) to be at least equal to the minimum of \( m \) (the number of inputs) and \( q \) (the number of outputs). However, even in the nonparametric case, the relationship between \( r \) and the number of inputs and outputs can vary significantly, depending on the particular system dynamics under consideration. In the parametric case, this relationship is similarly problem dependent and is now also affected by the particular parametric dependency of the system. In most cases, especially for the global basis approach where the local bases are concatenated, the dimension \( r \) is expected to be larger than \( q \) and \( m \). Moreover, in general, as \( r \) increases, the approximation is expected to improve, although this cannot usually be guaranteed. In some cases, accuracy behavior with increasing \( r \) is well characterized; for example, it can be seen that the \( H_\infty \) error bound for balanced truncation guarantees improvement in a local reduced model at a fixed parameter point. As expected, a definitive answer to these questions in the general parametric model reduction case, such as how quickly error decays as \( r \) increases, depends on the particular system dynamics and the parametric dependency under consideration.
4.3.4. Error Estimates. An advantage of interpolating local reduced-order transfer functions is that it separates the interpolation error in the parameter space from the model reduction error (in the frequency domain) and allows an error bound as shown in (4.23), assuming that local reduced models are obtained with an error tolerance. Thus, balanced truncation, which has an a priori error bound, is appropriate to employ in this approach. For other methods, a posteriori error estimates may be possible for certain classes of problems and could be similarly combined with the interpolation error estimate.

4.3.5. Dynamical System Poles. For the global basis, interpolating local bases, and interpolating local reduced matrices approaches, the poles of the reduced models vary with the parameter $p$, due to the parametric dependency in the reduced $E_r(p)$ and $A_r(p)$ matrices. This is desirable, since the poles of the original model also vary with the parameter $p$. This is not the case for the reduced models obtained by interpolating the local transfer functions, for which the poles are fixed at the poles of the local models, which can lead to spurious poles in the reduced model.

4.3.6. Reduced Basis Method. In recent years, the reduced basis method [189] has been widely used for parametric model reduction. This method provides a strategy for sampling the parameter space, generating the basis, and creating the reduced model. We note that we do not explicitly present the reduced basis method in this paper. One reason is that the reduced basis method is usually formulated in the continuous (PDE) domain rather than in the dynamical state-space setting of this paper. Our starting point, the dynamical system in (2.1), is referred to as the “truth model” in the reduced basis framework. The second and more important reason is that this paper presents a general flexible framework for formulating parametric model reduction. The framework involves three distinct steps: parameter sampling, basis generation, and reduced model generation. For each step we have presented a number of different options, many of which can be combined in flexible ways. The reduced basis method implemented in discretized form corresponds to one specific choice for each step: the greedy search strategy for parameter sampling, the POD snapshot method for basis generation, and a global basis approach for reduced model generation. Nonetheless, developments in the reduced basis method have contributed important general advancements to the field of parametric model reduction, especially in methods to efficiently handle nonaffine parametric dependency and in the use of error estimates. These contributions are reflected in the literature cited throughout this paper.

5. Discussion. The preceding sections have presented the different elements for projection-based model reduction of parameterized systems. The major components can be summarized as follows: (1) Choose the parameter values at which to sample. This may be done at once as a first step or in an iterative fashion in conjunction with other reduced model construction components. (2) Evaluate the full model for each sampled parameter, which might involve evaluating system matrices and solving linear systems, solving Lyapunov equations, or evolving the full model dynamics, depending on the reduction method chosen. (3) Build the reduced basis, using a local or global strategy. (4) Project the governing equations to produce the reduced-order state-space matrices. (5) Use the resulting reduced model for simulation, optimization, control, or uncertainty quantification. Within each element of the model construction we have highlighted a number of different methods that can be employed. While in general there is no definitive “recipe” on how to combine elements to achieve the
most effective reduction strategy for a given problem, we highlight in this section some of the relative advantages and disadvantages of the various methods and how that relates to their effectiveness for various classes of problems. We also cite examples from the literature that demonstrate the effectiveness of different reduction strategies for different applications.

5.1. Commonalities among Model Reduction Methods. We begin with the observation that there are significant commonalities among the different methods for computing the reduction bases $V$ and $W$. While the specific strategies used in rational interpolation methods, balanced truncation, POD, and the reduced basis method are at surface level quite different, their commonalities are perhaps stronger than the usual presentation of the methods suggests. Rational interpolation methods, POD, and the reduced basis method are all snapshot-based methods. In classical rational interpolation methods, the snapshots correspond to sampled solutions over the complex frequency domain, with extensions to sampling over the parameter domain for the parametric model reduction variants. For the reduced basis method and POD, snapshots correspond to sampled solutions over the parameter domain in the case of static problems, and to sampled solutions over both time and parameter domains in the case of dynamic problems. POD is more commonly applied to dynamic problems, although examples in the literature also include static problems. Different communities seem to prefer different strategies for sampling the parameter domain, but as discussed in section 3.4, there is a great deal of flexibility in combining sampling strategies with basis computation strategies. For example, the combination of POD with a greedy parameter sampling strategy as in [61, 122] results in an overall reduction approach that is essentially the same as the reduced basis method. The reduced basis community largely focuses on formulation of the model reduction problem in the continuous (PDE) domain; however, the resulting numerical algorithms build a projection basis as the span of a set of discrete snapshots over the parameter domain, just as in the POD. As discussed in section 3.3, duality between time and frequency domain formulations for linear systems also reveals the connections between POD and balanced truncation, and between POD and rational interpolation methods; see [30] for a more detailed discussion of these connections. Nonetheless, some important differences remain among the methods, most notably the error bounds associated with balanced truncation (for a fixed parameter sample) and the applicability of POD to general nonlinear systems.

5.2. Applicability of the Basis Computation Methods. POD is the most generally applicable of the methods for computing the basis, since it relies only on snapshots of the underlying simulation code. As a result, the POD basis can be computed easily, even when the simulation is a black-box code (although note that in the black-box case, the projection step to determine the reduced model remains a challenge). The POD can also be applied to general nonlinear problems, since computation of the POD basis does not rely on a specific problem structure. POD can also be used with any of the sampling strategies discussed. POD has shown to be effective in many application domains, including fluid dynamics, structural dynamics, thermal modeling, atmospheric modeling, and many more. Early applications of POD include unsteady flows and turbulence modeling [73, 105, 205], and unsteady fluid-structure interaction [75]. The study in [73] is perhaps the earliest example of the POD being used for a parametric problem. That work considers rotations of POD basis vectors computed at one Reynolds number to provide a POD basis for a different Reynolds number. An early example of POD snapshots being computed over the parameter domain is [163], which considered Rayleigh–Bénard convection with varying Rayleigh number.
In contrast, balanced truncation and rational interpolation methods are based on system-theoretic quantities such as Gramians and transfer functions, and exploit the specific dynamical system structure. This paper has focused on systems that are linear in state. Even though balanced truncation has been elegantly extended to nonlinear systems in [201], the approach is not yet computationally feasible, even for systems with modest dimension. As already discussed in section 3.3, extending approximate balanced truncation via empirical Gramians to nonlinear systems is a feasible approach [146], though the favorable properties of balanced truncation for linear systems cannot be shown in general in this setting. For the case of bilinear systems, a computationally more feasible approach to balanced truncation has been developed in [41]. Rational interpolation methods have been extended to bilinear [24, 36, 37, 39, 58, 92, 98, 192] and quadratic-in-state systems [37, 38, 97, 114]. Even though these methods have proven effective for a wide range of problem settings, they are most widely used in circuit theory, such as [23, 44, 90, 184, 195], e.g., to analyze and predict signal propagation and interference in electric circuits; in structural mechanics, such as [53, 106, 174, 198, 211], to study, e.g., vibration suppression in large structures or behavior of micro-electromechanical systems; and in (optimal) control and controller reduction, such as [11, 21, 126, 185, 215, 231], e.g., in LQR/LQG control design.

5.3. Capturing Parametric Dependence. Section 4.3 discussed the different attributes of the approaches for generating the parametric reduced model, including both global and local approaches. Clearly there is no one “best” approach; rather, the different approaches will work well for different problems depending on the model’s underlying parametric structure. As already discussed, the literature shows several examples of successful applications of these approaches; however, it is lacking a rigorous analysis that connects the performance of the methods with the structure and regularity of the parametric dependence in the problem. Since most of the methods rely on interpolation in one form or another, it might be expected that the large body of mathematical literature on analysis of interpolation methods is a fruitful avenue of investigation. The manifold interpolation methods are particularly novel and interesting; again, more work is needed to understand for what class of problems they are best.

5.4. Preservation of Properties. When choosing a model reduction method, it is also important to consider what mathematical properties are essential to preserve in the reduced model. Rational interpolation methods have the advantage that the transfer function of the parametric reduced model exactly interpolates the transfer function of the full model at sampled frequency and parameter points (as long as the required vectors are included in the global basis). Stability of the parametric reduced model remains an important open question in most cases. Other than for a few exceptions related to specific problem structure, the approach of interpolating the local transfer functions is the only way to guarantee that the reduced model is stable for the full parameter range (provided each local reduced model is stable). Even for linear nonparametric problems, the other approaches do not guarantee in general that an interpolation of stable models yields a globally stable parametric reduced model. Exceptions include the case of negative definite pencils \((E(p), A(p))\), where one-sided projection, \(V = W\), combined with either a global basis approach or with positive interpolation weights on local reduced-order matrices will also guarantee stability. However, the general stability preservation property by transfer function interpolation comes at a cost—it results from the fact that the approach does not let
the reduced model poles vary as the parameters change. A number of stabilization methods have been proposed for LTI reduced models in the nonparametric case. For the bilinearization approach discussed in section 4.1.2, some of these stabilization techniques have been adapted in [40]; further extensions of these approaches to the parametric case is an important area of future research. Preservation of other properties such as passivity and contractivity\(^5\) may be important in some applications, but have yet received little attention in parametric model reduction methods.

5.5. Scalability. For problems that involve state dimensions of very large scale and/or very expensive forward model simulations, it is important to consider how amenable the parametric model reduction framework is to high-performance computing. We briefly consider this issue here. The offline stage of parametric model reduction may be data intensive due to extensive large-scale operations. However, if parameter sampling is done using a random or structured grid (e.g., sparse grid) approach, the offline stage lends itself well to parallelism since local model reduction bases corresponding to different parameter samples can be computed independently. For the greedy selection approach, one computes the parameter samples sequentially; however, the basis computation operations for a selected parameter sample could still be done in parallel in some cases. For example, one could parallelize the numerical simulations required to generate POD snapshots or parallelize the linear solves in the rational interpolation case. In addition, the efficiency of the offline phase of rational interpolation methods can be improved by employing subspace recycling, a technique to accelerate the iterative solution of families of linear systems by reusing information obtained in previous solves. See [1, 42, 94] for applications of these techniques to (parametric) model order reduction. For some problems, the state dimension may become sufficiently large-scale that storage becomes an issue. In those cases one would have to use algorithms that trade additional computations for storage (e.g., incremental SVD algorithms that could process data in batches) and that use scalable implementations (e.g., for recent work in this area see [69], which uses MapReduce/Hadoop for scalable parametric model reduction). Given the current research focus on “big data,” much attention is being given to such algorithms; parametric model reduction is one area that might benefit from these advances.

5.6. Error Bounds and Error Estimates. Guarantees on the quality of the parametric reduced models remain an important question. The reduced basis community in particular has promoted a strong emphasis on the derivation of error estimates for parametric model reduction [112, 123, 189, 197, 217, 218]. This work has created new methods that certify the reduced model through error estimates that can be computed without recourse to the full model [189]. An important observation is that these error estimates are related to the structure of the system (e.g., properties of the underlying PDEs) being approximated but are not specific to a particular basis computation method. In other words, the basis behind the model reduction step can come from rational interpolation, balanced truncation, or POD. This can be seen by analyzing these error estimates in state-space form as recently presented in [123]. Recall that projection-based model reduction as in (4.1) corresponds to approximating \( \mathbf{x}(t; \mathbf{p}) \) by \( \mathbf{V}_r \mathbf{x}(t; \mathbf{p}) \). As in [123], take \( \mathbf{E} = \mathbf{I} \) and let \( \mathbf{e}(0; \hat{\mathbf{p}}) \) denote the error in the state \( \mathbf{x}(t; \mathbf{p}) \)

\(^5\)The concepts of passivity and contractivity appear frequently in circuit and microwave theory. Passive dynamical systems can only absorb power. The transfer function \( \mathbf{H}(s) \) of a nonparametric passive system (i) is analytic for \( \text{Re}(s) > 0 \), (ii) satisfies \( \mathbf{H}(s) = \mathbf{H}(\bar{s}) \) for \( s \in \mathbb{C} \), and (iii) satisfies \( \mathbf{H}(s) + \mathbf{H}^T(-j\omega) \) is positive semidefinite for all \( \text{Re}(s) > 0 \). The transfer function of a nonparametric contractive system, on the other hand, satisfies \( \mathbf{I} - \mathbf{H}^T(-j\omega)\mathbf{H}(j\omega) \geq 0, \omega \in \mathbb{R} \).
Let\( (5.1) \)
\[
\rho(t; \hat{p}) = A(\hat{p})Vx_r(t; \hat{p}) + B(\hat{p})u(t) - Vx_r(t; \hat{p}).
\]

Similarly define the residual in the state equation
\[
(5.1)
\]
\[
\rho(t; \hat{p}) = A(\hat{p})Vx_r(t; \hat{p}) + B(\hat{p})u(t) - Vx_r(t; \hat{p}).
\]

Let \( \xi(\hat{p}) = \sup_{t} \|e^{A(\hat{p})t}\|_2 \). Then the error in the state variable at time \( t \) and at parameter \( \hat{p} \) is bounded by
\[
(5.2) \quad \|x(t; \hat{p}) - Vx_r(t; \hat{p})\|_2 \leq \xi(\hat{p}) \left( \|e(0; \hat{p})\|_2 + \int_0^t \|\rho(\tau; \hat{p})\|_2 d\tau \right).
\]

The output error at time \( t \) and the parameter \( \hat{p} \) can be bounded similarly using
\[
(5.3) \quad \|y(t; \hat{p}) - y_r(t; \hat{p})\|_2 \leq \|C(\hat{p})\|_2 \|x(t; \hat{p}) - Vx_r(t; \hat{p})\|_2.
\]

Although the error estimates apply to a general basis, a key remaining question is the computability of the constant \( \xi(\hat{p}) \). This computation must be done in an efficient way, without recourse to the full model, otherwise the error estimate is of limited practical value. Again, the reduced basis community has derived efficient offline/online decomposition approaches to address this issue [189]. These decompositions rely on an affine parametric dependency obtained through an EIM approximation. A second issue is the tightness of the bounds (5.2) and (5.3), which depends on the properties of the underlying full system. In many cases, the effectiveness of the error estimate (i.e., the ratio of the estimated error to the true error) can be quite large (see, e.g., [179, 187]).

### 5.7. Extensions to More General System Structure.

The extension of the parametric reduction methods to general nonlinear systems was discussed above. Another assumption on system structure in this paper is that the \( E(p) \) matrix is non-singular for any parameter selection \( p \). However, in several important applications (e.g., incompressible flows and circuit design) one obtains a system of the form (2.1), where \( E(p) \) could be singular for some or all selections of \( p \). Such systems with a singular \( E(p) \) matrix are called systems of differential-algebraic equations (DAEs). Projection-based model reduction of DAEs has been studied extensively; see, for example, [45, 50, 118, 129, 172, 195, 208, 209]. The theoretical discussions of this paper directly extend to this setting. While in many cases numerical methods can be implemented as effectively as for the ordinary differential equation case, there exist scenarios in which reducing a system of DAEs might prove more costly due to the need for computing projectors on certain deflating subspaces; for details, we refer the reader to the above references.

We also assume that the full-order model \( H(s, p) \) is asymptotically stable for every \( p \in \Omega \); indeed the discussion as presented only requires that \( H(s, p_i) \) be stable where \( p_i \), for \( i = 1, \ldots, K \), are the sampled parameter points. However, even this is unnecessary since most of the model reduction methods presented have already been extended to reducing unstable systems. From a numerical implementation perspective, the rational interpolation methods do not require \( H(s, p_i) \) to be stable. The only requirement is that the frequency interpolation points \( \hat{s} \) should not be a pole of \( H(s, p_i) \). In the asymptotically stable case, this is easily guaranteed by choosing \( \hat{s} \in \mathbb{C}_+ \), where \( \mathbb{C}_+ = \{z \in \mathbb{C} \mid \text{Re}(z) > 0\} \). In the unstable case, however, one needs to be more careful since some of the poles lie in \( \mathbb{C}_+ \) and they need to be avoided. Even the optimal rational interpolation-based model reduction methods have been
extended to unstable systems; see, e.g., [143, 165]. Balanced truncation has been also generalized to reducing unstable systems, by either appropriately redefining the system Gramians [25, 232, 233] or by using different balancing techniques, such as LQG balancing [185]. For the POD, the frequency domain formulation will be the appropriate choice for unstable systems since the time-domain snapshots will grow exponentially in this case. This would be a similar approach to the balanced truncation method for unstable systems presented in [232].

We assume zero initial condition for the state-vector, i.e., $x(0; p) = 0$. When the initial condition is nonzero but known, this information could be easily included in the time-domain POD method as the initial condition for the numerical simulation. For rational interpolation and balanced truncation approaches, the nonzero initial conditions can be appended to the input-state-matrix $B(p)$ representing an initial impulse as done in [30, 57, 128]. However, if the initial condition is unknown and/or the reduced model needs to provide a good approximation for a wide range of initial conditions, the corresponding model reduction problem can no longer be easily handled by simple modification of the zero-initial condition case. In these cases, if one treats the initial condition as the parameter set, then the parameter dimension $d$ becomes as large as the system dimension $n$ leading to a high-dimensional parameter space. In some cases this high dimension can be efficiently sampled by exploiting system structure; see, e.g., [27, 154] for recent work that considers initial condition parameters for problems that have linear state dependence.

5.8. Equation-Free Model Reduction. In this paper, we have focused on projection-based model reduction techniques that assume the availability of a state-space description of the original model (2.1) and that apply an explicit projection to state-space dimension. However, there are settings where equations describing the evolution of a dynamical system are not explicitly specified (i.e., $E(p), A(p)$, etc., are unavailable) and the only access to dynamics is via input/output measurements. This might be in the form of system responses such as measurements of $H(s, p)$, or simulation outputs of a black-box code. In these cases, a reduced parametric model as in (2.2) is obtained directly from measurements or from simulation outputs without access to internal dynamics. For the case of dynamical systems with no parametric dependence, the Loewner-based data-driven framework [148, 149, 171] has been applied with great success to construct reduced models using only transfer function samples. Recently, this approach has been used to produce even locally optimal reduced models; see [33]. The data-driven Loewner framework has been extended to parameter-dependent systems as well [16, 134], where the reduced parametric model is a rational function not only in the frequency $s$ but also in every parameter $p_k$, $k = 1, \ldots, d$. This allows choosing the order of approximation in $s$ and $p$ independently. Even though the theoretical discussion extends to the multiple parameter case directly, the numerical computation and construction of the reduced model might present a challenge, and the order of the reduced model might grow undesirably as $d$, the number of parameters, grows. Another set of nonintrusive approaches represents the parametric solution in a reduced subspace (usually using POD) and then interpolates those solutions without recourse to the underlying full system. Interpolation can be achieved using polynomial or spline interpolation [60, 163, 69], least squares fitting [59, 178], or radial basis function models [20].

6. Outlook. We close this review paper with a brief discussion of promising current research directions and some open challenges. As already mentioned, recent development of the EIM and DEIM methods has led to significant progress in model
reduction for nonlinear systems using POD and the reduced basis method. It remains an open question whether the rational interpolation approaches and balanced truncation can be extended beyond bilinear- and quadratic-in-state systems to handle general nonlinear dependence in the state variable $x(t)$. A balancing method for nonlinear systems was proposed in [201], but a scalable algorithmic implementation remains an open challenge. Even for the linear-in-state systems we consider in this paper, despite the existence of effective sampling strategies discussed above, the optimal parameter selection strategies for the composite system-theoretic error measures defined in (2.25) and (2.26) remain an open challenge for the case of general parametric dependence. Further open challenges include parametric model reduction for systems with time-dependent and/or stochastic parameters. The bilinearization approach discussed in section 4.1.2 permits time dependency of the parameters since it treats the parameters as auxiliary inputs; see [35]. The POD approach, in principal, will also allow time-dependent parameters; the snapshot generation will then require simulating a dynamical system with time-dependent coefficients. In general, though, extending parametric model reduction methods to these broader classes of systems will require new approaches for defining the reduced subspaces, as well as new methods for constructing and solving the reduced model. Handling high-dimensional parameter spaces remains another challenging problem. While some progress has been made in this area, in particular with greedy sampling approaches, further work is needed to develop methods that exploit system structure to avoid the curse of dimensionality. Promising recent efforts towards this goal use tensor techniques [182, 186]. The combination of tensor calculus [125] and parametric model reduction techniques for time-dependent problems is still in its infancy, but offers a promising research direction.
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