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Abstract

One of the great strengths of the mouse model is the wide array of genetic tools that have been developed. Striking examples include methods for directed modification of the genome, and for regulated expression or inactivation of genes. Within neuroscience, it is now routine to express reporter genes, neuronal activity indicators and opsins in specific neuronal types in the mouse. However, there are considerable anatomical, physiological, cognitive and behavioral differences between the mouse and the human that, in some areas of inquiry, limit the degree to which insights derived from the mouse can be applied to understanding human neurobiology. Several recent
advances have now brought into reach the goal of applying these tools to understanding the primate brain. Here we describe these advances, consider their potential to advance our understanding of the human brain and brain disorders, discuss bioethical considerations, and describe what will be needed to move forward.

Introduction

Science lacks a full understanding of how the brain works in health and how it fails in disease. As a consequence, medical researchers do not have a well-defined long-term strategy for the development of new and effective treatments for mental disorders. The size of the problem cannot be overstated. The cost of neurological diseases to society is enormous. Dementias alone, for example, cost more than heart disease and cancer, exceeding $160 billion in the United States alone (Hurd et al., 2013), equivalent to $500 per US citizen per year. The toll in human suffering is immense, both to the patients and to their families. Progress on treatment for psychiatric conditions, such as schizophrenia, is comparably stalled. Schizophrenia is a life sentence and at best current drug therapy is palliative, with severe side effects. The etiology of autism, though intensively explored, remains frustratingly baffling, and neither amelioration of symptoms nor a cure seems imminent. For autism too, human misery takes a truly staggering toll. We now know of 600 diseases of the nervous system, with a high likelihood that each of us will suffer from one of them in our lifetime. At this stage, there is no effective treatment, and little if anything to assist with prevention. With increases in the size of the aging population, the human and economic costs will certainly increase in step, possibly to crushing proportions.

One of the major obstacles to progress in understanding and developing treatments for these diseases is the relatively limited set of genetic tools currently available to systematically study and test relevant neural circuits in primates, the mammalian order of which we are members. Rodent models play an essential role in neurobiology, where a powerful array of modern genetic tools has been successfully applied. Striking examples include methods for targeted inactivation of endogenous genes and for regulated expression of transgenes, yielding cell-type-specific expression of opsins, fluorescent markers, and neuronal activity indicators. These tools have enabled major advances in neurobiology, and they will continue to be used to great effect in rodents. There are, however, considerable anatomical, physiological and behavioral differences between the rodent and the human. This means that for many disorders, especially those involving high-level cognitive functions, studies of rodents may not reveal the mechanisms at work in the human brain. The development of primate models for human diseases also addresses a major concern articulated in 2011 by a British independent panel chaired by Sir Patrick Bateson (“the Bateson report”), which is that while much non-human primate work is of high quality, its impact on our understanding of human disease and its treatment has been limited (Bateson et al., 2011, http://www.wellcome.ac.uk/stellent/groups/corporatesite/@policy_communications/documents/web_document/wtvm052279.pdf). Arguably this limitation arises in part because the lack of genetic tools for cell-type specific targeting of protein expression has limited our understanding of neural circuits in the primate brain. Without these tools, primate models of genetically based diseases cannot be created and studied. Equally important, the lack of tools...
to cause cell-type-specific expression of proteins such as opsins and genetically encoded neuronal activity indicators severely limits basic scientific understanding of the primate brain.

Concern over these critical limitations led to a recent symposium at the Salk Institute for Biological Studies, in which world leaders in multiple disciplines met to consider how to bring modern genetic tools to bear directly on understanding the primate brain. The purpose of this Perspective is to describe the findings of this symposium and to motivate its conclusion that the goal of developing genetically modified primates for use in studying the primate brain is both necessary and within reach. Advances in methods of gene editing and stem cell technology, coupled with successes in germline transmission of transgenes in the common marmoset (*Callithrix jacchus*), position researchers to make critical advances in our fundamental scientific understanding of the primate brain. At the same time, we acknowledge and discuss the ethical considerations of engaging in work with transgenic non-human primates.

This new line of research promises to significantly accelerate progress in understanding the fundamental organizing principles of the primate brain and the etiology of human neurological and psychiatric disorders, progress on which so many victims and their families have pinned their hopes.

1. **The need for non-human primates as a model for studying the human brain**

Rodents serve as important animal models in many domains of biomedical research. Within neuroscience, powerful genetic tools are being used to probe the functions of different components of the murine brain. This work is highly relevant to understanding the workings of the human brain because mouse and human brains share many of the same circuit components and there are important similarities in the ways these components are wired together. Further, the social, cognitive, and perceptual abilities of rodents are more impressive than at first assumed, which has enabled researchers to study neural mechanisms underlying some of these functions in the behaving mouse. As we come to understand these mechanisms in mice, it is likely that this will enhance our understanding of the human brain, shedding light on its disorders.

These advantages notwithstanding, rodents do differ in important ways from humans. Brain circuitry, cognitive capacities and behavioral repertoires have evolved over the 83 million years that have passed since the rodent and primate lineages separated (Meredith et al., 2011). Over this time, natural selection has endowed primates with specialized brain structures that give rise to our particular motor, perceptual and cognitive capacities (Kaas, 2013). These specializations include prominent expansion of the frontal cortex, parts of which are implicated in psychiatric disorders and have no homolog in other mammals (Wise, 2008).

To take a simple concrete example, humans and non-human primates differ from rodents in how they explore the visual environment. The primate oculomotor system serves to move the eyes to align the high-resolution fovea with objects of interest in a scene. The fovea has a huge impact on the way visual information is processed, not simply because it yields...
higher acuity, but because it changes in a fundamental way how primates use their eyes to acquire information about their world. Evolution has endowed primates with efficient strategies for moving their eyes so the fovea is rapidly positioned over targets of interest. Rapid eye movements (saccades), are made 2 to 3 times every second as the brain samples the visual scene, and in a remarkable computational feat, these signals are smoothly integrated across time so that it looks to the observer as though a wide visual field is seen crisply during a period of viewing. Primates also have stereoscopic vision across the majority of the visual field, and the computational capacity to construct a three-dimensional representation of the visual world. They possess the ability to smoothly track objects moving through that world, a capacity that is associated with special cortical circuits for motion analysis (MT and MST) and oculomotor control (FPA) that appear to be unique to primates. Although rodents can and do move their eyes, so far as is known, they do not track objects or integrate information across eye movements in the way primates do. Rather, they seem mostly to use eye movements as part of the optokinetic (OKN) and vestibulo-ocular reflexes (Faulstich et al., 2004) and to maximize the overhead binocular visual field (Wallace et al., 2013).

Moving toward more cognitive domains, consider attention, the cognitive process by which we concentrate on one aspect of the environment while ignoring others. This process is severely impaired in multiple brain disorders including autism, schizophrenia and Alzheimer’s’ Disease. Many animals, including chickens (Sridharan et al., 2014; Ben-Tov et al., 2014) exhibit forms of attentional selection, and some of the mechanisms that play a role in attention in primates are shared with rodents. For example, neurophysiological studies in non-human primates have found that when attention is directed toward a visual stimulus, this increases the gain of neurons responsive to the attended stimulus (McAdams and Maunsell, 1999) while suppressing the activity of neurons selective for nearby unattended stimuli (Desimone and Duncan, 1995), via activation of inhibitory interneurons (Mitchell et al., 2007; Sundberg et al., 2009). Mouse studies have contributed to our understanding of the mechanisms underlying these forms of attentional modulation. Mouse neocortical neurons exhibit increases in gain when mice are actively engaged in locomotion (Niell and Stryker, 2010), and studies have begun to elucidate the cellular mechanisms underlying gain control in mouse visual cortex (Polack et al., 2013), including the roles of different classes of interneurons in gain modulation and sensory discrimination (Otte et al., 2010; Atallah et al., 2011; Fu et al., 2014; Lee et al., 2012). Thus, many of the neural substrates of attention may be shared between rodents and primates.

Critical differences, however, do exist. In humans and non-human primates the allocation of attention is determined by a fronto-parietal control network (Kastner and Ungerleider, 2000). This network includes parts of the oculomotor system, which not only aligns the fovea with objects of interest, but also provides spatially-selective feedback signals to extrastriate visual cortex that cause attention-dependent changes in gain (Moore et al., 2003; Moore and Fallah, 2004). In this respect, rodents are strikingly different. Although rodents can and do move their eyes, they lack a fovea. Consequently, they do not have the oculomotor infrastructure that serves to deploy spatial attention in primates.
Another example of primate-specific brain specializations is drawn from the domain of social cognition. Primates form intricate social systems involving hierarchies, kin attachments, friendships and other social relations (Chang et al., 2013; Brent et al., 2014). Many monkey species have rich vocal repertoires for communication, which depend on specialized higher-order cortical auditory processing regions (Eliades and Wang, 2013; Romanski and Averbeck, 2009). Non-human primates also have a highly refined capacity to recognize faces and to interpret facial gestures, mediated by a specialized network of brain areas devoted to face processing (Bruce et al., 1981; Tsao et al., 2006). At the core of primate social cognition is a conceptual understanding of our social and familial relationships, and the ability to use that information to form alliances, to strategically manipulate conspecifics, and to conform to a system of social norms (Cheney and Seyfarth, 2007; Rosati et al., 2010; Seyfarth and Cheney, 2014). Primates have demonstrated a sense of fairness in social behavior (Lakshminarayanan and Santo, 2008; Hare et al., 2007, 2010). For example, only those chimpanzees helpful in hunting monkeys, will receive a share of the spoils (Boesch, 1994). While other species, such as vampire bats also exhibit a sense of fairness (Wilkinson, 1984) primate social cognition reflects a degree of sophistication not known to occur in other taxonomic groups. Primates also appear able to attribute mental states such as goals, perceptions, and feelings, to others. This capacity for mental state attribution, also referred to as ‘Theory of Mind’, is a pervasive feature in human social cognition. Our closest living relative, the chimpanzee, also appears to possess this ability (Hare et al., 2001, 2006), as do some other primate species (Flombaum and Santos, 2005). Rodents, so far as anyone can tell, do not demonstrate any capacity for attributing mental states, limiting their use as model organisms for understanding the failure of social cognition in neural disorders such as autism spectrum disorder.

Monkeys, like humans, also have enhanced tactile specializations that enable recognition and discrimination of objects based on shape and texture (Johnson and Hsaio, 1992). Monkeys have multiple representations of the body in the somatosensory cortex (Kaas, 1993). Cortical area 3b of the primary somatosensory cortex (S1) displays a disproportionately large representation of the hand and the face Jain et al., 2001). In the hand representation, multiple sub-regions encode the fingers, and discrete areas interspaced by septal regions respond to stimulation of individual digits (Krubitzer and Kaas, 1990). Monkeys also have a secondary somatosensory cortex (S2), organized in parallel to S1 (Zhang et al., 2001). These somatosensory areas interact with the visual system to enhance object recognition (Macaluso and Maravita, 2010).

Primates use their hands extensively to manipulate objects in their environments (Gaziano, 2006). To guide these more controlled movements, they have extensive direct connections from motor cortex to spinal motor neurons that can augment more primitive motor programs mediated by spinal interneurons and spinal reflex pathways. Indeed, the cortical neurons with direct input to motor neurons (cortico-motoneuronal (CM) cells) are located in a spatially separate part of the primary motor cortex that is not found in rodents or cats (Rathelot and Strick, 2006, 2009). This cortico-motor circuitry is used for dexterous manipulation, such as allowing relatively independent control of the digits. A simple example is precision grip, a unique primate behavior that has been used extensively to study...
the functional role of cortical-motorneuronal circuitry (Davare et al., 2011). Rodents have only a basic grasp, nothing like a precision grip using the thumb and index finger.

Finally, there is tool use. Though primates are not unique in using tools (Hunt, 1996), they are by far the most adept. In addition to the numerous examples of tool use for procuring food (Whiten et al., 1999), examples of tools used as weapons and for hunting have been reported (Pruetz and Bertolani, 2007). Even primate species that do not use tools in the wild readily use tools in captivity with little to no training (Yamazaki et al., 2011). This domain of physical cognition does not occur in isolation: it is affected by related cognitive processes, such as social learning (Hobaiter et al., 2014). Differences in tool use across populations of chimpanzees throughout Africa illustrate cultural traditions (Gruber et al., 2009). One key mechanism for social learning is imitation. Imitation in the use of objects has only been described in primates, ranging from humans and chimpanzees (Whiten, 1998) to common marmosets (Yamazaki et al., 2011). This complex form of social learning is a critical feature of human culture, but its underlying mechanisms may have existed in some form in the last common ancestor with extant primates. Its absence amongst other taxonomic groups suggests an important difference to primates that is likely the result of critical differences in brain architecture.

In each of these cases, key parts of our perceptual, cognitive, and behavioral repertoires depend on primate-specific brain specializations. We do not know where the key discoveries that will transform our understanding of the human brain will occur. Some may come from greater understanding of mechanisms we share with mice. Others may derive from insights into the primate brain itself. The non-human primate thus has a unique role to play as a model for studying the human brain. Thus, even as we continue to extend our understanding of the mouse brain, it is essential to proceed, in parallel, to develop the means to apply the best available tools to studying the non-human primate brain, as well.

2. Primate gene editing is now within reach

The ability to manipulate the mouse genome has transformed modern biology. Gene editing allows reliable spatial and cell type specific inactivation of endogenous genes and expression of exogenous genes, including fluorophores, calcium indicators and opsins. As a result, it is possible to trace connections, manipulate and monitor neural activity, or modulate gene expression, with cell-type specificity. These techniques are only now becoming available in primates. Localized gene editing has been routinely performed in primates via local injection of viral vectors. For example, promoter-based strategies, coupled with viral tropism, have enabled selective expression of opsins in pyramidal neurons (Han et al., 2009), and viral approaches have also been used to achieve pathway selective blocking of neural transmission (Kinoshita et al., 2012). Notwithstanding these successes, these procedures have not provided a generally applicable means of achieving cell-type-specific transgene expression (Luo et al., 2008).

However, several key advances have occurred, including the development of new genome editing tools (ZFNs, TALENs, the CRISPR/Cas9 system), demonstration of germline transmission of a transgene in the common marmoset (Sasaki et al., 2009), and the complete sequencing of the marmoset genome (Marmoset Genome Sequencing and Analysis...
As a result, the goal of adapting mouse transgenic techniques to non-human primates, though long an unreachable aspiration, has now become feasible. Here we review the current status of technologies for producing genetically modified non-human primate models. We begin with approaches that have already been proven to work, including direct genome editing of early pre-implantation embryos, which has successfully been used to yield both germline transmission of transgenes and the creation of several gene knockout lines. We next describe techniques that are on the near horizon, such as the development of primate embryonic stem cell approaches, which hold the promise of cell-type specific expression of transgenes. Finally, we describe techniques that, while further off, hold the potential to accelerate the pace of development of lines in future (See Figure 2).

Direct genome editing in pre-implantation embryos

In the mouse, several transgenic technologies can be directly applied to early embryos, with the aim of creating lines of mice in which an endogenous gene is knocked out or a transgene is expressed. These include direct delivery of linear DNA (Palmiter et al., 1982), DNA transposon vectors such as Sleeping Beauty and PiggyBac (Ding et al., 2005; Ivics et al., 1997) or viral based vectors into the cytoplasm of unfertilized oocytes and zygotes or targeted to the pronuclei of zygotes (Niu et al., 2010). As virus-mediated gene transfer in rodent germlines has long been possible, it is natural that the first efforts toward primate transgenesis used this technology. The first transgenic macaques were produced more than a decade ago, with the founder animals showing the expression of transgenes that had been inserted into the embryo (Chan et al., 2001; Wolfgang et al., 2001; Yang et al., 2008).

However, germline transmission of these transgenes – a necessary step in the creation of a transgenic line – was not demonstrated in a primate until 2009, when Sasaki and colleagues injected lentiviruses expressing EGFP into early stage pre-implantation marmoset embryos produced either by in vitro fertilization (IVF) or natural mating (Sasaki et al., 2009). Demonstration of germline transmission was an essential step forward in the aim of achieving genetic non-human primate models of human neurological disorders such as schizophrenia, Alzheimer’s disease, and Parkinson’s disease (Okano et al., 2012). Some inherent limitations to virally mediated gene transfer need to be overcome. Most notably, the integration of transgenes is random, so there is no control over the site of integration in the genome. As well, the size of the gene insert is limited to the size of the native HIV genome (< 9 kb), with a large penalty in virus titer and efficiency of infection of the embryonic cells and integration of the transgene for larger gene inserts.

In recent years, gene editing has become much more precise through use of programmable nucleases (Doudna and Charpentier, 2014). These include zinc finger nucleases (ZFNs), transcription activator-like effector nucleases (TALENs), and the clustered regularly interspaced short palindromic repeats (CRISPR) with RNA-guided nucleases, such as Cas9. Each of these systems uses principles of site-specific DNA-protein or DNA-RNA recognition to target nucleases to specific genomic loci for generating double strand breaks in the DNA. Based on sequences of unique base pairs associated with specific genes or control regions, these systems exploit the cell’s natural capacity to repair double strand breaks (DSBs) and are able to achieve genome modification through non-homologous end joining (NHEJ) and homology-directed repair (HDR) (Critchlow and Jackson, 1998). Error-
prone NHEJ has been used to successfully produce gene knockouts in the mouse, rat, pig, macaques and marmosets (Geurts et al., 2009; Hai et al., 2014; Hauschild et al., 2011; Sung et al., 2013; Wang et al., 2013; Ferguson et al., 2013; Niu et al., 2014; Liu et al., 2014; Kishi et al., 2014). While HDR offers an attractive way to introduce targeted gene mutations or whole gene insertions the efficiency of which is low, since HDR is dependent on exogenous repair templates with sequence homology to a specific site. Thus, while the CRISPR/Cas9 system is able to create knockins and conditional mutant rodents, its efficacy varies depending on the constructs (Yang et al., 2013).

There are two significant challenges associated with using programmable nucleases for creating transgenic lines. The first is with regard to fidelity: while programmable nucleases generally cleave target sites reliably, they can also cause off-target mutations and unwanted chromosomal translocations resulting from off-target DNA cleavage. This has been found to be the case with the CRISPR/Cas9 system (Cradick et al., 2013; Fu et al., 2013; Hsu et al., 2013). Off-target effects are less common with TALENs, though their on-target efficiency is generally lower. Several strategies have been developed to restrict editing to the target site (Hsu et al., 2013). Another issue associated with nuclease-based gene editing in early embryos is mosaicism, in which two or more populations of cells with different genomes are present in an individual animal. This can be caused by delayed and/or multiple DNA cleavage by injected nucleases during embryogenesis (Sung et al., 2013; Niu et al., 2014; Li et al., 2013; Tesson et al., 2011; Yen et al., 2014).

Creation of germline competent non-human primate embryonic stem (ES) cells—Primate embryonic stem cell technologies hold the promise of overcoming limitations of direct genome editing in pre-implantation embryos, because one can use low efficiency gene insertion techniques, followed by selection of genetically modified ES cells via co-insertion of an antibiotic resistance gene, to isolate ES cells that have been appropriately modified. In mouse, sustainable ES lines provide researchers with the capacity to systematically investigate and characterize genomic loci following recombination. For example, it is possible to examine the number of off-target genome integrations and the trade-offs associated with inserting larger gene cassettes. In addition, it is possible to directly investigate the effects of gene editing on cellular physiology and behavior, both before and after differentiation of the cells into the desired cell type. Furthermore, mouse ES cells can be maintained in their naïve state, capable of fully integrating into mouse embryos that develop into chimeric transgenic offspring. Gene targeting in mouse ES cells has thus become a mainstay to establish genetically modified mouse strains.

In primates, ES cells have been derived from several non-human primate species, including rhesus macaques (Mitalipov et al., 2006; Thomson et al., 1995), cynomolagus macaque (Suemori et al., 2001), baboons (Simerly et al., 2009) and the common marmoset (Thomson et al., 1996; Sasaki et al., 2005). Some of these ES cell lines have been modified using conventional gene targeting methods (Shiozawa et al., 2011) and more recent genome editing technologies such as ZFNs and CRISPR/Cas9 (Okano et al, unpublished results). However, for reasons that are yet fully understood, non-human primate ES cells appear incapable of incorporating into developing embryos to generate chimeric offspring (Tachibana et al., 2013). This difference may be rooted, in part, in molecular signals: the
growth factors and other molecules used to sustain primate ES cells are distinct from those required for mouse ES cells (Kim et al., 2013; Tesar et al., 2007). In fact, the primate ES lines more closely resemble the mouse epiblast stem cells (EpiSCs) than the mouse ES cells. Despite many years of research, the derivation of true naïve ES cells from non-human primate species has not yet been successful, though naïve induced pluripotent stem cells (iPSCs) have recently been generated from apes (Marchetto et al., 2013), rhesus monkey (Fung et al., 2014) and common marmoset (Okano et al, unpublished results).

Several recent studies give reason to expect advances in this direction. These studies have reported culture conditions with the capacity to revert human ES cells into a more naïve state, and thus more similar to mouse ES lines (Chan et al., 2013; Gafni et al., 2013; Ware et al., 2014; Theunissen et al., 2014; Takashima et al., 2014; Wang et al., 2014). In coming years, it will be of great interest to apply species optimized culture conditions, either for converting existing “primed” non-human primate ES cells to a chimeric-competent naïve state or for direct derivation of naïve ES cells from pre-implantation non-human primate embryos. These naïve ES cells can then be tested for generating chimeric non-human primates. If chimeric-competent non-human primate ES cells with germline competency can be derived using these novel culture conditions, this will represent a significant step forward in the development of genetically modified non-human primate models for neuroscience. Importantly, it will for the first time allow for targeted gene insertion followed by selection of desired cells prior to implantation, greatly increasing the efficiency of producing transgenic animal lines.

A potential limitation of using non-human primate ES cells as means of generating transgenic animals is longer gestational and sexual maturity lengths as compared to rodents. Macaques have a gestation period of approximately 165 days and though they are sexually mature at 3–4 years, they typically do not become sexually active until they reach adult size at age 8 (Bercovitch et al., 2003; Dixon and Nevison, 1997). It will thus likely take a decade before germline chimeras are identified and sufficient numbers of transgenic founder animals are produced by natural breeding. Fortunately, in the common marmoset, the challenges are reduced, due to their shorter gestational period (145–148 days), an early onset of puberty (sexual maturity at 15–18 months), and relatively large litter sizes (2 to 3).

Another potential limitation for gene editing in primates, based on experience in the mouse, is that factors affecting germline transmission of ES cells are complex. Examples include clone-to-clone variation, number of passages, genetic backgrounds, culture conditions and genomic instability. Efforts need to be invested to minimize these factors’ negative impact on germline competency. One approach is to directly differentiate ES cells into functional gametes. In mice, primordial germ cells (PGCs) can be induced directly from ES cells and it has been found that they can mature into functional oocytes and sperm after ovary and testis transplantation (Hayashi and Saitou, 2013; Hayashi et al., 2011). To do so, Hayashi and colleagues induced a transient epiblast-like cell population (EpiLCs) from naïve ES cells that bear high efficiency for PGC induction. Similar strategies could be developed for non-human primates if naïve non-human primate ES cells can be stabilized in culture, as has recently been demonstrated in humans (Irie et al., 2014). Also an in vivo maturation platform similar to what has been developed in the mice is possible in the rhesus macaque (Hermann et al., 2014).
et al., 2012). Alternatively, strategies of culturing germline progenitors in vitro (discussed below) offer a more direct means of editing the germline for the production of transgenic non-human primates. The limitation that may prove to be the most difficult to overcome is the diverse genetic backgrounds found in outbred non-human primates. Unlike inbred colonies of mice with a common genetic background, the insertion of a gene into non-human primates with different genetic backgrounds will have more diverse effects. Ultimately inbred strains may be needed.

**Cloning by somatic cell nuclear transfer**—Somatic cell nuclear transfer (SCNT) relies on the capacity of an enucleated oocyte to reprogram a somatic nucleus into a state equivalent to that of a fertilized oocyte. To date, this remains the sole technique to reinstate totipotency in the somatic genome (Ogura et al., 2013). SCNT promises to be a preferred method for generating knockin and/or knockout animals using donor nuclei derived from gene-edited cells. Cloned rhesus monkeys have been generated through nuclear transfer using blastomere nuclei from early cleaving embryos (Meng et al., 1997). However, reproductive cloning of non-human primates using somatic or ES cell nuclei has not yet been achieved. Both rhesus monkey ES cells (Byrne et al., 2007) and human ES cells (Tachibana et al., 2013) have been successfully generated from embryos produced by SCNT. However, rhesus SCNT embryos failed to produce viable pregnancies, suggesting that reprogramming to totipotency is not as complete in primates as compared to other species.

**Creation of germline progenitors**—The ability to generate stem cells of germ lineages is especially attractive for the production of transgenic animals because the gene editing can be transmitted to the germline with high efficiency. This is particularly germane to the derivation of genetically modified non-human primates, which have considerably longer reproductive cycles than mice. Primordial germ cells (PGC) are precursors of both oocytes and spermatozoa. In principle, manipulation of the genome in PGCs, accompanied by successful induction of gametogenesis, holds the potential to yield both genome-edited oocytes and sperm. This would substantially shorten the time required for developing homozygous knockout and knockin animal models by eliminating the time required for breeding and screening of germline transmission in chimera. However, it is not currently possible to maintain cultures of PGC lines. The only way, at present, to culture PGCs in vitro is to reprogram them back to pluripotent embryonic germ cells (EGCs) (Matsui et al., 1992; Resnick et al., 1992). EGCs, however, are pluripotent and share many features of ESCs and have lost the ability to exclusively commit to germline development. Recent progress (Juan Carlos Izpisua Belmonte, Personal communication) suggests that murine PGCs can be stabilized in culture and are amenable in that form to genetic manipulation. If this method proves successful, a similar approach in non-human primates will provide a means of compensating for their relatively long reproductive cycles.

In addition to PGCs, there are other stem cells in the germ lineage. Spermatogonial stem cells (SSCs) are a small population in the testis that have the unique ability to self-renew as well as undergo meiosis and produce daughter spermatids throughout adult life (Kanatsu-Shinozaki and Shinozaki, 2013). SSCs arise from gonocytes in the postnatal testis, which
originate from PGCs. Rodent SSCs have been successfully derived and could be cultured long term in vitro while still retaining their capability of differentiation into functional sperm after testis transplantation (Hamra et al., 2005; Kanatsu-Shinohara et al., 2003; Ryu et al., 2005). Genetically modified animals have been generated via gene-targeting in rodent SSCs (Hamra et al., 2005; Kanatsu-Shinohara et al., 2003, 2006). Although non-human primate SSC culture conditions have not been established, freshly isolated macaque SSCs could generate functional sperm after autologous and allogeneic testis transplantation into recipient macaques that had previously been rendered infertile with alkylating chemotherapy (Hermann et al., 2012). This opens the possibility that once long-term culture systems are established, non-human primate SSCs could offer an attractive solution for shortening the generation period of transgenic non-human primates.

Analogous to the SSCs, oogonial stem cells (OSCs) are present in small numbers in the postnatal mammalian ovary. They have been shown by several groups to be capable of expansion in vitro. They could potentially be genetically manipulated for the production of transgenic offspring (Johnson et al., 2004; Zou et al., 2009). OSCs have also recently been reported in the human (White et al., 2012). However, the existence of such cells is still under debate (Lei and Spradling, 2013; Zhang et al., 2012). At present, the issue of whether female mammals possess such a population of renewable OSCs remains unresolved.

**Cloning of Haploid ES cells**—Most animals are diploid and natural haploid cells are typically limited to mature germ cells. Generation of homozygous transgenic animals has been complicated by the diploid genome. Recently both androgenetic (male) and parthenogenetic (female) haploid ES cells (haESCs) have been derived in mice and rats (Leeb and Wutz, 2011; Li et al., 2014, 2012; yang et al., 2012). HaESCs contain only one copy of allelic genes of diploid cells and thus provide an effective platform for studying gene function. HaESCs are amenable to genetic modification with traditional gene targeting approaches, and with new nuclease-based gene editing strategies (Li et al., 2014, 2012). More interestingly, androgenetic haESCs can produce viable and fertile offspring after intracytoplasmic injection into mature oocytes (Li et al., 2014, 2012). Most recently, haploid parthenogenetic mouse haESCs were also shown to be able to produce fertile mice when injected into oocytes in place of the maternal genome (Wan et al., 2013). Both strategies provide advantages for introduction of genetic modifications to progeny.

Parthenogenetic haESCs have also been established in *Macaca fascicularis* and are readily genetically-manipulatable (Yang et al., 2013). Androgenetic haploid monkey ES cells have not been reported. There are several limitations for applying haESCs strategies to generate transgenic non-human primates. First, the haploid phenotype has been found to be unstable in culture. haESCs undergo spontaneous auto-diploidization and need several rounds of haploid purification by flow activated cell sorting (FACS) before becoming stable in culture. Also, there is a lack of androgenic haESCs containing the Y chromosome (Li et al., 2012). This is due to the poor developmental potential of androgenetic embryos of YY chromosomes (Latham et al., 2000; Tarkowski et al., 1977). Therefore only female animals can currently be created. With further breeding, males can then be obtained. Another major drawback is that the efficiency for androgenic haESCs to fertilize an egg is very low (less than 5% in mice and less than 2% in rat). This poses a challenge for the derivation of...
transgenic primates, as large numbers of eggs would be needed. Despite these limitations, this is a promising direction and warrants further investigation.

3. Factors to consider in selecting among potential primate models for genetic editing

Given the possibility of creating targeted gene knock-in primates, the scientific community faces a question of which primate model or models are the most likely to be useful. Factors include phylogenetic proximity and genetic similarity to humans, similarity of cognitive and behavioral functions, similarity neuroanatomical organization, applicability as a model of human brain disorders, existing knowledge of brain organization, generation time and reproductive rate, as well as cost and availability.

In past decades, many species of non-human primates have been used for neuroscience research, including prosimian primates (e.g. lemurs), New World monkeys (e.g. squirrel monkeys, marmosets) and Old World monkeys (e.g. rhesus and cynomolgus macaques). The primate of choice for studying mechanisms in the human brain has traditionally been the macaque, due to several factors, including phylogenetic proximity of the Old World monkeys to humans, their intelligence and capacity to be trained to perform complex tasks, close similarities between the brains of Old World monkeys and humans, and in part, due to their availability. As a result, a large amount of information has been accumulated regarding their brain structure, circuit assembly, neurophysiology and behavioral repertoire. As a routine genetic model, an important factor to consider is the long generation time and slow reproductive cycle of the macaques. Rhesus and cynomolgus macaques live up to 30 and 40 years in captivity, respectively. They reach sexual maturity at the age of 3–4 years and give birth once a year to a single offspring. If techniques can be developed to enable genome modifications to be accomplished in a single generation without cross breeding, it may become feasible to develop knock-in macaques. However, until such major technical advances occur, the creation of transgenic macaque lines is likely to be time consuming.

Two smaller primate species, the common marmoset (Callithrix jacchus) and the mouse lemur (Microcebus murinus), have several advantages as candidates for creating transgenic lines. The marmoset is a small (300–400g) New World primate that reaches sexual maturity around 15–18 months of age and thus establishes germline transmission with each generation is 2–3 times faster than in macaques (Sasaki et al., 2009). Mature females give birth twice a year, usually to non-identical twins. Compared to macaques, they are born developmentally immature, thus they are good models to study primate brain development (Bourne and Rosa, 2006; Hikishima et al., 2013; Sawada et al., 2014). They are also the shortest-lived of the anthropoid primates (New World monkeys, Old World Monkeys, apes and humans). They exhibit age-related changes that are similar in many respects to those of humans, including declines in lean muscle mass, circulating albumin, hemoglobin, and hematocrit, as well as increasing prevalence of cancer, amyloidosis, diabetes, and chronic renal disease as they age. These factors strongly suggest that marmosets could be a revealing model of neuro-degeneration, since they display reduced neurogenesis, beta amyloid deposition in cerebral cortex, loss of calbindin binding, and age-related hearing loss (Tardif et al., 2011). In addition, marmosets are highly social with a tight family structure and they are highly communicative (Takahashi et al., 2013). They may therefore be particularly
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suitable for studying brain disorders with social communication defects, such as autism spectrum disorders.

Mouse lemurs, native only to the island of Madagascar, have also been proposed as a possible transgenic model system (Bons et al., 2006; Languille et al., 2012). Mouse lemurs are even smaller than marmosets (80–100g), with a somewhat longer life span (8–18 years in captivity, 5 years in the wild), are nearly as fecund (2–3 offspring per year), and reach sexual maturity even more rapidly, at the age of 10 months. Mouse lemurs are particularly suitable for aging and Alzheimer’s disease research because in aged mouse lemurs (5–6 years of age), about 5–15% develop behavior indicative of “pathologic aging” (such as aggressiveness, loss of social contact, loss of biorhythm and cognitive deficits). Aging mouse lemur brains also show pathological alterations similar to those associated with Alzheimer’s disease. Unlike marmosets, mouse lemurs are prosimians and occupy a relatively specialized, nocturnal niche, suggesting that their brain is evolutionarily adapted in ways that differ from the human brain. The availability of mouse lemurs for neuroscience research is more restrictive and somewhat more uncertain compared to marmosets.

4. Bioethical considerations in genetic modification of non-human primates

The use of animals in research must be justified in terms of the value of the research to understanding fundamental biological processes and ameliorating devastating human diseases. Where experimental alternatives exist, those alternatives are preferred and used. Where no alternatives exist, established regulations allow for the use of animals in biomedical research while demanding that scientists justify the species appropriate to the specific problem to be solved, and to use only as many animals as is necessary (http://grants.nih.gov/grants/olaw/Guide-for-the-care-and-use-of-laboratory-animals.pdf). Other practical considerations such as availability, cost, husbandry arrangements and collaboration opportunities are also relevant constraints. High quality care stands out as paramount, certainly because the animals are in our care, but also because healthy animals are experimentally favored. In following these principles the scientists, veterinarians, animal technicians, institutional officials, medical charities and others involved and supportive of the research aim to position themselves at the intersection of animal welfare, science quality, and public confidence (Blakemore et al., 2012; Hyman, 2014).

The detailed case for augmenting mouse models of nervous system diseases with non-human primate models was presented in Section 1 above. It hinges on the fact that important features of the primate central nervous system are distinct from that of other mammals. Where these differences exist, the genetic and mechanistic determination of certain human neurological and psychiatric diseases may be better approximated by primate models. These diseases include but are not limited to autism spectrum disorder, Alzheimer’s disease, Parkinson’s disease, and psychiatric disorders such as schizophrenia, depression, and anxiety disorders. In recent decades, primate models have figured centrally into the investigation of the brain circuits affected in these diseases, particularly in the realm of basic science investigation. In fact, much of our understanding of the human brain can be traced to a range of experiments in primates, and in particular the macaque monkey. With the
development of Cre lines, it will become possible to understand these circuits at the level of cell types, as is now routine in the mouse.

The genetic component of these diseases, which is critical for understanding their etiology and progression, has not been studied intensively in primates because of a lag in the availability of the genetic methods, including those described in Section 3. The creation of genetic models for complex disorders with incomplete penetrance, such as autism and schizophrenia, is a current challenge in any animal model (Silverman et al., 2010; Nestler and Hyman, 2010). Mouse models will continue to be important in this regard, as multiple lines can be cheaply derived to study the effects of different genetic variants. However, it is important to work in parallel to understand the genetic basis of these disorders in the primate brain. The natural genetically heterogeneous background in non-human primates may be useful in revealing the risk impact of individual genetic variants to multi-genetic diseases. Moreover, the development of Cre lines will enable basic research directed at understanding the neural circuits of the primate brain, including circuits and cell types that are misexpressed in these disorders. Basic research on primate cortical circuits thus promises to provide insight, even as challenges remain in our understanding of the many genetic factors that contribute to circuit dysfunctions characteristic of these brain disorders.

Now that non-human primates are candidates for genetic modification, they are likely to become an essential factor for making progress in understanding, diagnosing, and treating human diseases that were previously out of reach. One non-human primate research success story that is likely to become even more successful with transgenic models is research that has led to successful treatment of Parkinson’s disease (PD). This research that was recently recognized with a Lasker-DeBakey award to Mahlon DeLong and Alim Louis Benabid. In the US alone there are between 500,000 and 1 million people living with PD, with about 50 to 60 thousand new diagnoses every year. The National Institutes of Neurological Disorders and Stroke (NINDS) estimates the cost to our society is at least $5.6 billion, including both direct medical expenses and indirect costs from lost income and disability payments. Currently successful therapies developed for PD stem from a long history of investigation into a mechanistic understanding of the disease and the normal functioning of the relevant circuits in nonhuman primates. In one milestone, Parkinson’s symptoms were replicated pharmacologically in monkeys, and could then be readily relieved by the administration of L-dopa. With this animal model, it was possible to test a number of hypotheses related to the development and modification of pharmacological treatments for human patients. In another milestone, the electrical stimulation of certain structures within the human brain, so called deep brain stimulation (DBS) (Bronstein et al., 2011), has provided another effective treatment. This therapy benefited from both from the slow and meticulous charting out of the primate basal ganglia over decades, as well as targeted experiments in non-human primates that tested specific hypotheses related to the potential relief of PD symptoms (Emborg, 2007). The result of this research is that millions of patients have benefited from pharmacological management of PD symptoms. More recently over 80,000 patients have benefited from deep brain stimulation to alleviate their suffering. Given these important achievements in ameliorating suffering, even noted animal rights philosopher Peter Singer has considered such research as being morally justifiable [http://www.bbc.co.uk/blogs/legacy/ni/2006/11/peter_singer_defends_animal_ex.html]. This ongoing story is an
important one because it shows that complementary work in human and nonhuman primates, initially through anatomical, pharmacological, and electrophysiological investigation, and now through genetic perturbation, can lead steadily to medical breakthroughs that improve the quality of life for millions of people.

It is also worth emphasizing that the most efficient attack on these diseases may not be a head-on, direct search for treatments. Clearly, a basic understanding of brain function would put us in a better position to develop treatments for mental disorders. In this regard, understanding basic functions of the brain, such as how we allocate attention, how we store and retrieve memories, how we produce speech, how we recognize faces, and so on, are important scientific questions about brain function that are relevant to many neurological disorders. In other words, outcomes of science pursued merely for its own sake, usually with only the faintest inkling of possible practical implications, has taught us that basic, fundamental science sometimes yields the most monumental of unexpected dividends. One need only reflect on the discovery of the structure of DNA to see the lesson writ clear. Francis Crick said on numerous occasions that in the first several decades of molecular biology he did not have even the faintest idea that understanding this molecule would one day yield the stunning array of practical applications now in daily use in medical research. Nor, as is well known, was medical benefit a motivation for Watson and Crick in seeking the structure of DNA. They just passionately wanted to know how information passed from parent to offspring. A related point concerns the Human Genome Project. At its inception, a widely held view among molecular geneticists was that such a project was utterly misguided and probably useless. What the opposition could not foresee was the transformative impact of genomics on every aspect of biology and medicine once that the cost of sequencing reached nominal levels.

Any decision to bring transgenic nonhuman primates, such as marmosets, into the laboratory must be weighed in the context of relevant ethical considerations (Bateson and Ragan, 2014). Desperate human need must be balanced against the welfare and life quality of animal subjects. Regulations at the federal, state and local levels provide a matrix within which current animal research, including transgenic animal research, is conducted, and these regulations will continue to provide institutional protection for the animals. Research using transgenic models is already thoroughly regulated, and these regulations are readily extended to research in transgenic nonhuman primates.

As with many new developments in biology, a project proposing to apply gene-editing technology to nonhuman primates for disease research deserves careful examination from many angles. Moral problems in real life typically involve balancing many competing interests and taking the wisdom of diverse points of view into account. We are obligated to weigh the consequences to lives -- both if the proposal moves forward and if it does not. Assessing alternatives, not fancifully but realistically, is also part of our moral duty. Those who are fortunate enough to be spared an agonizing confrontation with nervous system diseases will benefit from acquainting themselves with the stark reality of what such diseases mean for those who suffer them. Bearing these considerations in mind, we see the weight of the argument in favor of moving forward on transgenic nonhuman primate disease models with due care, responsibility and transparency.
A Way Forward

The development of transgenic nonhuman primate models holds great promise for improving human health worldwide and for increased scientific understanding of the human nervous system. To succeed, this effort will require a thoughtful and coordinated approach. The development of gene targeted lines for studying genes associated with brain disorders, and Cre lines to enable the study of neuronal and non-neuronal cell types will require concerted research efforts at universities and research institutions. The field will need the support of governments, private foundations, and research institutions, as well as the development of critical infrastructure.

Given the regulatory hurdles and the high cost to import and export primates, it is essential that we consider appropriate strategies tailored for different countries. Japan has taken a significant step forward with the Brain Mapping by Integrated Neurotechnologies for Disease Studies (Brain/MINDS) initiative (Okano et al., 2012) (http://brainminds.jp/en/). This is a large-scale national program that will support three groups, one of which will focus on structural and functional mapping of the marmoset brain. The initiative will also support development of innovative neurotechnologies for brain mapping and relating these findings to human brain disorders. While there is no project announced at the national level in China, a flurry of recent publications indicates that several active research programs have been devoted to developing genetically modified primates in that country.

For the United States, the NIH should take a leading role in assessing the importance of this endeavor and in establishing a suitable strategy that would include any private or charitable input and support. The UK and the EU have comparable research funding bodies that could convene and lead similar initiatives. Within the United States, research will depend critically on one or more national primate breeding centers with the expertise needed to apply the technologies, described above, that are now being used to develop genetically modified lines. They should also have the capacity to incorporate new technologies for targeted gene insertion, as these technologies mature. Existing National Primate Research Centers would be well suited to fulfill this function. A system of peer review should be established to prioritize the development of those lines most likely to lead to the discovery of new principles of primate brain organization and those most likely to lead to breakthroughs in understanding human brain disorders. Infrastructure will be needed to disseminate primate lines to individual research institutions. Funding, both public and private, can play a significant role in providing support for the infrastructure to enable individual laboratories to incorporate transgenic primates into their research efforts. These include veterinary support, space to house transgenic primates and, in some cases, local breeding facilities. As we embark on an era of multi-collaborative brain initiatives, we feel strongly that collaboration, both scientifically and fiscally, will ensure that this effort will add significant value to our efforts to improve human health and reduce suffering, as well as to invaluable scientific understanding of the human brain.
Conclusion

In summary, while mouse models will continue to be of great value to neuroscience, the complementary use of non-human primates in basic neuroscience research and in the study of brain disorders, continues to be of great value because non-human primates and humans share many anatomical, perceptual, cognitive and behavioral specializations. Recent advances in gene-editing techniques have made it possible to create genetically modified primates, opening up new and exciting ways to gain insight into neuronal types and neural circuits in the primate brain, as well as to study the genetic underpinnings of brain function and brain pathology, in ways that are highly likely to build on the information already being obtained in rodents. There is a pressing need for establishing a thoughtful and coordinated effort to efficiently and ethically develop genetically engineered primate lines, including lines with cell-type-specific expression of Cre, both to deepen our understanding of the fundamental principles of brain function in healthy brains and to empower the study of neural circuits in neuropsychiatric disorders. This effort will require the coordinated support of both governmental and private funding institutions, as well as the development of the needed technological and housing infrastructure.
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Figure 1.
Cladogram illustrating the phylogenetic relationships for the major subclasses of mammals and some of the orders within each subclass, with illustrations indicating some cortical fields that are shared across different mammals. Primary visual cortex, dark blue; Secondary visual cortex, light blue; Posterior parietal cortex, green; presumptive posterior parietal cortex, light green; Auditory cortex, yellow; Primary somatosensory cortex, red; Second somatosensory area, pink. Adapted from (Cooke et al., 2014), with permission.
Figure 2.
Approaches to primate transgenesis. Different methods now in use or having the potential to be used in the creation of genetically modified non-human primates, indicated in bold, with each method placed within the reproductive cycle. See text for details.