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SPECTRAL THEORY FOR THE $q$-BOSON PARTICLE SYSTEM

ALEXEI BORODIN, IVAN CORWIN, LEONID PETROV, AND TOMOHIRO SASAMOTO

Abstract. We develop spectral theory for the generator of the $q$-Boson (stochastic) particle system. Our central result is a Plancherel type isomorphism theorem for this system. This theorem has various implications. It proves the completeness of the Bethe ansatz for the $q$-Boson generator and consequently enables us to solve the Kolmogorov forward and backward equations for general initial data. Owing to a Markov duality with $q$-TASEP, this leads to moment formulas which characterize the fixed time distribution of $q$-TASEP started from general initial conditions. The theorem also implies the biorthogonality of the left and right eigenfunctions.

We consider limits of our $q$-Boson results to a discrete delta Bose gas considered previously by van Diejen, as well as to another discrete delta Bose gas that describes the evolution of moments of the semi-discrete stochastic heat equation (or equivalently, the O’Connell-Yor semi-discrete directed polymer partition function). A further limit takes us to the delta Bose gas which arises in studying moments of the stochastic heat equation / Kardar-Parisi-Zhang equation.
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1. INTRODUCTION

In this work we develop spectral theory for the q-Boson (stochastic) particle system. This is an interacting particle system whose generator is a stochastic representation of the generalization of the q-Boson Hamiltonian introduced by Sasamoto-Wadati in 1998 [77] (see Section 1.2.4 for more details). The system (in fact, a totally asymmetric zero range process) consists of $k \geq 1$ particles on $\mathbb{Z}$ with locations labeled by $\vec{n} = (n_1 \geq \cdots \geq n_k) \in \mathbb{Z}^k$. In continuous time, each cluster of particles with the same location transfers one particle to the left by one at rate $(1 - q^c)$, where $c$ is the size of the cluster and $q$ is a parameter fixed between 0 and 1. In order to preserve the ordering of $\vec{n}$, the highest index particle in a cluster is always the one which moves left.

This particle system can be understood as being a discrete space, q-deformation of the continuum delta Bose gas on $\mathbb{R}$ with attractive coupling constant (see Section 7.1). This delta Bose gas has a rich history, going back to the foundational work of Lieb-Liniger in 1963 [57], and it has recently played an important role in the physics literature [62, 50, 31, 22, 24, 73, 74, 29, 75, 46, 47, 23, 48, 32, 33, 34, 35, 49] surrounding the Kardar-Parisi-Zhang (KPZ) equation and universality class (which includes random growth models, interacting particle systems and directed polymers – see the review [25]). More exactly the moments (for a fixed time $t$ but possibly different spatial locations $x_1, \ldots, x_k \in \mathbb{R}$) of the solution to the stochastic heat equation (whose logarithm is the KPZ equation that models a randomly growing interface) satisfy the delta Bose gas with initial data corresponding to the initial data of the stochastic heat equation. For more details see Section 7.1.

The moment problem for the solution to the stochastic heat equation is not well-posed since its moments, though all finite, grow too fast to characterize the distribution of the solution. Despite this mathematical limitation, there has been a significant amount of non-rigorous work using these...
moment formulas to extract distributional information about the solutions to KPZ equation – this sometimes goes by the name of the polymer replica method. In the instances for which rigorous results were available via other means \cite{2,28,12,13} it has been checked that these computations have yielded the correct answer. There are now many non-rigorous KPZ distribution computations – such as those involving different types of initial data (flat / half-flat \cite{24,25}, stationary \cite{40,177,43}, or more general \cite{29}) or different times \cite{34} – which are based on this technique and which do not yet have rigorous counterparts. Such computations involve some level of guessing (as to how to sum certain divergent series) which varies problem to problem, hence it is hard to be confident (let alone prove) whether the outcome of each additional computation will yield the correct answer.

One way to put this line of work on a firm, even rigorous footing is to find discrete regularizations of the KPZ equation which are integrable and well-posed in the sense that formulas for moments characterize the distribution. One such system is the $q$-deformed totally asymmetric simple exclusion process ($q$-TASEP) which was introduced by Borodin-Corwin \cite{10} in 2011 via the framework of Macdonald processes. It was later observed by Borodin-Corwin-Sasamoto \cite{17} that moments of $q$-TASEP solve the $q$-Boson particle system with initial data corresponding to the initial condition of $q$-TASEP. Drawing on \cite{10}, in \cite{17} this system was explicitly solved for one family of initial data (corresponding to $q$-TASEP started from half-stationary initial condition). Until now, it was not clear how to analyze this system for general initial data, as would be necessary to rigorously approach the many problems studied via the polymer replica method in the past few years.

The reason why the delta Bose gas can be solved for general initial data is that it is known how to diagonalize the Hamiltonian. Though the eigenfunctions for this Hamiltonian have been known via coordinate Bethe ansatz \cite{4} since the work of Lieb-Liniger \cite{57}, alone they do not suffice to solve the time evolution equation. Ultimately this requires a Plancherel formula which shows how to decompose general initial data onto a subset of the algebraic eigenfunctions (and hence shows completeness of the Bethe ansatz as well). Various forms of such a result have been proved in \cite{69,43,75} for the delta Bose gas.

In this present work we prove a Plancherel formula for the $q$-Boson particle system. This allows us to explicitly compute the moments of $q$-TASEP for general initial data which will hopefully serve as the basis for further rigorous asymptotic work confirming the results of the previously made non-rigorous calculations about the KPZ equation. Our proof of the Plancherel formula is fairly simple, relying in part on the contour shift argument used in Heckman-Opdam’s proof of the delta Bose gas Plancherel formula \cite{43} (see Section \ref{plancherel} for more history on this argument). In that previous work, the Hermiticity of the Hamiltonian played an important role. In our work we consider a non-Hermitian Hamiltonian, however we find that a symmetry (known sometimes as PT-invariance or joint space-reflection and time-reversal symmetry) between our Hamiltonian and its adjoint is a suitable replacement for Hermiticity, see Remark \ref{ptsymmetry}.

A large part of the paper is devoted to modifications, implications and degenerations of this core result. For example, the Plancherel formula immediately implies a (spatial) orthogonality of the left and right eigenfunctions and suggests a second (spectral) orthogonality which we prove separately by ultimately appealing to the Cauchy-Littlewood formula for Hall-Littlewood (multivariate symmetric) polynomials (though we should emphasize that our eigenfunctions are not Hall-Littlewood polynomials and only degenerate to them in a certain limit). With minor modifications all results (though not necessarily the probabilistic interpretations) apply for more general parameter $q \in \mathbb{C}$. Such $q$ (especially on the complex unit circle) arise naturally from a quantum physics perspective (see Section \ref{quantum}).

It is possible to take a limit of the $q$-Boson particle system so as to recover the continuum delta Bose gas and its Plancherel formula. There are also two discrete space limits we study – one leads to a delta Bose gas and Plancherel formula previously studied by van Diejen \cite{86} and another leads
to the delta Bose gas and Plancherel formula related to the semi-discrete stochastic heat equation (or equivalently the O’Connell-Yor semi-discrete directed polymer partition function).

There exist other integrable discrete regularizations of the KPZ equation (and delta Bose gas) such as the asymmetric simple exclusion process (ASEP) or $q$-PushASEP [20][27]. In a companion paper [15] we prove (in a similar manner as here) a Plancherel formula for ASEP and the Heisenberg XXZ quantum spin chain on $\mathbb{Z}$ (thus recovering the XXZ results of [3][4][22] in a different manner).

1.1. **Main results.** Let $\mathcal{V}^k = \{ \vec{n} = (n_1, \ldots, n_k) \in \mathbb{Z}^k | n_1 \geq \cdots \geq n_k \}$. The backward generator for the $q$-Boson particle system is written $\mathcal{H}^{bwd}$ and defined via its action on functions $f : \mathcal{V}^k \to \mathbb{C}$ as

$$(\mathcal{H}^{bwd} f)(\vec{n}) = \sum_{i=1}^{M} (1 - q^{c_i}) (f(\vec{n}_{c_i+\cdots+c_i}) - f(\vec{n})).$$

Here $M$ denotes the number of clusters of $\vec{n} \in \mathcal{V}^k$ and $(c_1, \ldots, c_M)$ denote the sizes of these clusters (so that $n_1 = \cdots = n_{c_1} > n_{c_1+1} = \cdots = n_{c_1+c_2} > \cdots > n_{c_1+\cdots+c_{M-1}+1} = \cdots = n_{c_1+\cdots+c_M}$) and $\vec{n}_{i} = (n_1, \ldots, n_i - 1, \ldots, n_k)$. The forward generator of the $q$-Boson particle system is written $\mathcal{H}^{fwd}$ and given by the matrix transpose of $\mathcal{H}^{bwd}$ (see Definition 2.1 for its explicit action).

We will be concerned with eigenfunctions of $\mathcal{H}^{bwd}$ and $\mathcal{H}^{fwd}$. Define the function $C_q : \mathcal{V}^k \to \mathbb{R}$ by

$$C_q(\vec{n}) = (-1)^k q^{-\frac{k(k-1)}{2}} \prod_{i=1}^{M} (c_i)!_q,$$

where $(c_1, \ldots, c_M)$ are as above, and $(c)!_q = \prod_{j=1}^{c} \frac{1 - q^j}{1 - q}$ is the $q$-factorial. This is an invariant measure for the $q$-Boson particle system and the backward and forward generators are related by

$$\mathcal{H}^{bwd} = (RC_q) \mathcal{H}^{fwd} (RC_q)^{-1}$$

(1.1.1)

where $(Rf)(n_1, \ldots, n_k) = f(-n_k, \ldots, -n_1)$ and $C_q$ is the multiplication operator $(C_q f)(\vec{n}) = C_q(\vec{n}) f(\vec{n})$. This relationship is sometimes called PT-invariance, see Remark 2.3.

For all $z_1, \ldots, z_k \in \mathbb{C} \setminus \{1\}$, set

$$\Psi_{z}^{bwd}(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} \left(1 - z_{\sigma(j)}\right)^{-n_j},$$

$$\Psi_{z}^{fwd}(\vec{n}) = C_q^{-1}(\vec{n}) \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1} z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} \left(1 - z_{\sigma(j)}\right)^{n_j}.$$

Our first result is that these are the right eigenfunctions of $\mathcal{H}^{bwd}$ and $\mathcal{H}^{fwd}$ (respectively).

**Proposition 1.1** (Proposition 2.10 below). For all $z_1, \ldots, z_k \in \mathbb{C} \setminus \{1\}$, we have

$$\left(\mathcal{H}^{bwd} \Psi_{z}^{bwd}(\vec{n})\right)(\vec{n}) = (q - 1)(z_1 + \cdots + z_k) \Psi_{z}^{bwd}(\vec{n}), \quad \left(\mathcal{H}^{fwd} \Psi_{z}^{fwd}(\vec{n})\right)(\vec{n}) = (q - 1)(z_1 + \cdots + z_k) \Psi_{z}^{fwd}(\vec{n}).$$

The proof of this result is based on the fact that the backward and $(C_q$-conjugated) forward generators can be rewritten as free generators subject to $(k - 1)$ two-body boundary conditions. The coordinate Bethe ansatz then readily implies the result. Since we are working on $\mathbb{Z}$ (as opposed to a finite or periodic interval) there are no Bethe equations to be solved.

Since $\Psi_{z}^{fwd}(\vec{n})$ is a right eigenfunction for the forward generator $\mathcal{H}^{fwd}$, and $\mathcal{H}^{fwd}$ is the matrix transpose of $\mathcal{H}^{bwd}$, it follows that $\Psi_{z}^{bwd}(\vec{n})$ is also a left eigenfunction for $\mathcal{H}^{fwd}$. Thus, we use the alternative notation

$$\Psi^{f}(\vec{n}) = \Psi_{z}^{bwd}(\vec{n}), \quad \Psi^{l}(\vec{n}) = \Psi_{z}^{fwd}(\vec{n}).$$
We now proceed to our main result – a Plancherel type isomorphism theorem.

**Definition 1.2.** Let \( \mathcal{W}^k \) be the space of functions \( f : \mathcal{W}^k \to \mathbb{C} \) of compact support, and let \( \mathcal{C}^k \) be the space of symmetric Laurent polynomials \( G : \mathbb{C}^k \to \mathbb{C} \) in the variables \( 1 - z_1, \ldots, 1 - z_k \). Let \( \gamma_1, \ldots, \gamma_k \) be positively oriented, closed contours chosen so that they all contain \( 1 \), so that the \( \gamma_A \) contour contains the image of \( q \) times the \( \gamma_B \) contour for all \( B > A \), and so that \( \gamma_k \) is a small enough circle around \( 1 \) that does not contain \( q \) (see Figure \( 2 \) in Section \( 3 \) below).

Define the (symmetric) bilinear pairing \( \langle \cdot, \cdot \rangle_\mathcal{C} \) on functions \( f, g \in \mathcal{W}^k \) via

\[
\langle f, g \rangle_\mathcal{C} = \sum_{n \in \mathcal{W}^k} f(n)g(n),
\]

and the (symmetric) bilinear pairing \( \langle \cdot, \cdot \rangle_\mathcal{C} \) on functions \( F, G \in \mathcal{C}^k \) via

\[
\langle F, G \rangle_\mathcal{C} = \sum_{\lambda \vdash k} \oint_{\gamma_1} \cdots \oint_{\gamma_k} d\mu_\lambda(\bar{w}) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_\lambda} F(\bar{w} \circ \lambda) G(\bar{w} \circ \lambda).
\]

Here \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq 0) \vdash k \) is a partition of size \( k \) (i.e., \( \sum \lambda_i = k \)) and

\[
d\mu_\lambda(\bar{w}) = \frac{(1 - q)^k(-1)^kq^{-\frac{k^2}{2}}}{m_1!m_2!\cdots} \det \left[ \frac{1}{w_iq^{\lambda_i} - w_j} \right]_{i,j=1}^{\ell(\lambda)} \prod_{j=1}^{\ell(\lambda)} w_j^{\lambda_j} \left( \frac{q}{2\pi i} \right)^{k+1},
\]

where \( m_i = |\{ j : \lambda_j = i \}| \), the \( q \)-Pochhammer symbol is \( (a; q)_n = (1 - a)(1 - qa) \cdots (1 - q^{n-1}a) \) and we use the notation

\[
\bar{w} \circ \lambda = (w_1, qw_1, \ldots, q^{\lambda_1-1}w_1, w_2, qw_2, \ldots, q^{\lambda_2-1}w_2, \ldots, w_\lambda, qw_\lambda, \ldots, q^{\lambda_k-1}w_\lambda).
\]

**Remark 1.3.** The pairing \( \langle \cdot, \cdot \rangle_\mathcal{C} \) on \( \mathcal{C}^k \) has a simpler alternative definition:

\[
\langle F, G \rangle_\mathcal{C} = \oint_{\gamma_1} \cdots \oint_{\gamma_k} d\mu_{(1)^k}(\bar{w}) \prod_{j=1}^{k} \frac{1}{1 - w_j} F(\bar{w}) G(\bar{w}),
\]

where \( \gamma \) can be chosen to be a circle containing both \( 1 \) and \( 0 \) and \( (1)^k \) is the partition with \( k \) ones. However, it turns out that the more involved definition above is more useful for our present purposes (in particular when taking various limits).

The \textit{q-Boson transform} \( \mathcal{F}^q_{\text{Boson}} \) takes functions \( f \in \mathcal{W}^k \) into functions \( \mathcal{F}^q_{\text{Boson}} f \in \mathcal{C}^k \) via

\[
(\mathcal{F}^q_{\text{Boson}} f)(\bar{z}) = \langle f, \Psi^q_{\bar{z}} \rangle_\mathcal{W}.
\]

The (candidate) \textit{q-Boson inverse transform} \( \mathcal{F}^q_{\text{Boson}}^{-1} \) takes functions \( G \in \mathcal{C}^k \) into functions \( \mathcal{F}^q_{\text{Boson}}^{-1} G \in \mathcal{W}^k \) via

\[
(\mathcal{F}^q_{\text{Boson}}^{-1} G)(\bar{n}) = \oint_{\gamma_1} \cdots \oint_{\gamma_k} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^{k} \left( 1 - z_j \right)^{-n_j - 1} G(\bar{z}).
\]

By shrinking the nested contours so that they all lie upon \( \gamma_k \) (cf. Lemma \( 3.4 \)) this can also be written as

\[
(\mathcal{F}^q_{\text{Boson}}^{-1} G)(\bar{n}) = \langle \Psi^q(\bar{n}), G \rangle_\mathcal{C},
\]

where \( \Psi^q(\bar{n}) \) is the function which maps \( \bar{z} \mapsto \Psi^q(\bar{n}) \).
Theorem 1.4 (Theorem 3.11 below). The $q$-Boson transform $\mathcal{F}_{q\text{-Boson}}$ induces an isomorphism between $\mathcal{W}^k$ and $\mathcal{C}^k$ with inverse given by $\mathcal{F}_{q\text{-Boson}}^{-1}$. Moreover, for any $f,g \in \mathcal{W}^k$

$$\langle f,g \rangle_\mathcal{W} = \langle \mathcal{F}_{q\text{-Boson}}(\mathcal{P}f), \mathcal{F}_{q\text{-Boson}}g \rangle_\mathcal{C},$$

and for any $F,G \in \mathcal{C}^k$

$$\langle \mathcal{P}^{-1}(\mathcal{F}_{q\text{-Boson}}F), \mathcal{F}_{q\text{-Boson}}G \rangle_\mathcal{W} = \langle F,G \rangle_\mathcal{C}.$$  

Here $\mathcal{P} : \mathcal{W}^k \to \mathcal{W}^k$ is defined via its action $(\mathcal{P}g)(\vec{n}) = (-1)^k C_q(\vec{n})(Rg)(\vec{n})$ and is the operator which maps right eigenfunctions to left eigenfunctions.

One immediate corollary of this Plancherel isomorphism theorem is the completeness of the coordinate Bethe ansatz.

Corollary 1.5 (Corollary 3.12 below). For all $f \in \mathcal{W}^k$,

$$f(\vec{n}) = (\mathcal{F}_{q\text{-Boson}} \mathcal{F}_{q\text{-Boson}} f)(\vec{n}) = \sum_{\lambda \vdash k} \oint_{\gamma_\lambda} \cdots \oint_{\gamma_k} d\mu_\lambda(\vec{w}) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j;q)_\lambda} \Psi_{\vec{w} \circ \lambda}^f(\vec{n}) \langle f, \Psi_{\vec{w} \circ \lambda}^r \rangle_\mathcal{W}.$$  

This shows that the space $\mathcal{W}^k$ is decomposed onto left (and right) eigenfunctions with spectral variables $\vec{w} \circ \lambda$ over all $\lambda \vdash k$ and $\vec{w}$ of length $\ell(\lambda)$, with respect to the (complex-valued) Plancherel measure given above in (1.1.2). The lack of positivity of this measure should be compared to the case of Hermitian Hamiltonians such as the Heisenberg XXZ quantum spin chain on $\mathbb{Z}$ or delta Bose gas on $\mathbb{R}$. Thus our Plancherel isomorphism theorem is not an isomorphism between $L^2$ spaces. There are some degenerations of this system which admit $L^2$ space isomorphisms, namely the system considered in Sections 6.2 and 7.1. The system considered in Section 6.3 involves a complex-valued Plancherel measure, and likewise does not admit an $L^2$ isomorphism.

In applying a contour shift argument (used, for instance, in Heckman-Opdam's proof of the delta Bose gas Plancherel formula [13]) in this proof of the Plancherel formula, the non-Hermitian nature of our Hamiltonian introduces some additional non-triviality. However, the symmetry given earlier in (1.1.1) between $\mathcal{H}^{\text{bwd}}$ and $\mathcal{H}^{\text{fwd}}$ (see also Remark 2.3) is a suitable replacement for Hermiticity.

The Plancherel isomorphism theorem also contains within it the biorthogonality (with respect to the spatial variable $\vec{n}$ and spectral variable $\vec{w}$) of the left and right eigenfunctions (see Corollary 3.13 and Proposition 3.14 below).

The completeness result above along with the fact that $\Psi_{\vec{w} \circ \lambda}^f(\vec{n})$ is a right eigenfunction for $\mathcal{H}^{\text{bwd}}$, enables us to explicitly solve the Kolmogorov backward equation for the $q$-Boson particle system with general initial data in $\mathcal{W}^k$.

The $q$-Boson particle system plays an analogous role to $q$-TASEP, as the continuum delta Bose gas plays to the Kardar-Parisi-Zhang equation (cf. Section 7.1). More precisely, due to a Markov duality (see Section 4.3 or [17]), if we write the trajectory of $q$-TASEP as $\vec{x}(t)$, then

$$h(t; \vec{n}) := \mathbb{E}\left[ \prod_{i=1}^{k} q^{x_{n_i}(t)+n_i} \right]$$

solves the $q$-Boson particle system Kolmogorov backward equation

$$\frac{d}{dt} h(t; \vec{n}) = (\mathcal{H}^{\text{bwd}} h)(t; \vec{n})$$

with initial data depending on the initial condition $\vec{x}(0)$ for $q$-TASEP.

Since we know how to solve the backward equation (via the spectral decomposition above), this gives us access to exact formulas for moments of $q$-TASEP started from any initial data. However, such an exact formula does involve evaluating $(\mathcal{F}_{q\text{-Boson}} h_0)(\vec{z})$, where $h_0(\vec{n}) = h(0; \vec{n})$. For certain
types of initial data this summation can be explicitly calculated (see for instance Corollary 4.6 and Lemma 4.7). This is due to the fact that if $h_0(\vec{n}) = (\mathcal{F}^q\text{-Boson} G)(\vec{n})$ for some function $G(z)$, then the Plancherel isomorphism theorem implies that $\mathcal{F}^q\text{-Boson} h_0(z) = G(z)$. This provides a systematic way to discover and proof many new combinatorial formulas.

In particular, for $q$-TASEP with step initial condition (i.e., $x_i(0) = -i$ for $i \geq 1$), this approach leads to (see Proposition 4.9 below)

$$
\mathbb{E}
\left[
\prod_{i=1}^{k} q^{x_{n_i}(t)+n_i}
\right]
= (-1)^{k} q^{\frac{k(k-1)}{2}} \int \frac{dz_1}{2\pi i} \cdots \int \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^{k} (1 - z_j)^{-n_j} e^{(q-1)t z_j} \frac{1}{z_j},
$$

where $\gamma_1, \ldots, \gamma_k$ are as above, with the additional condition that they do not include 0. Proving this formula requires us to go beyond the functional spaces $C^k$ and $W^k$, which in this case is readily doable.

This moment formulas for step initial data has appeared previously (though not via this spectral approach). With all $n_j \equiv n$ it was first proved in [10, Section 3.3] using the theory of Macdonald processes. The general $\vec{n}$ result was then proved in [17, Theorem 2.11] by simply guessing the above formula and checking that it satisfied the backward equation and initial data. The Macdonald process approach was then extended in [14] to also cover general $\vec{n}$. Extending from step to general initial data was unclear until the present work.

Since $q \in (0, 1)$, the above moment formulas completely characterize the distribution of $q$-TASEP at time $t$. So far, this has been used to write a Fredholm determinant formula for the location of a particle $x_{n}(t)$ (cf. [10, Theorem 3.2.11] or [17, Theorem 3.12]). In turn, this formula have served as effective starting point for asymptotic analysis of a variety of models related to $q$-TASEP (cf. [10, 17, 12, 13, and related work [16]). The direct asymptotics (for instance to the Tracy-Widom GUE distribution and KPZ universality class) of $q$-TASEP has not yet been performed, though it would seem that the above mentioned Fredholm determinant formula is well suited for that.

Thus, as pointed out earlier, $q$-TASEP and the $q$-Boson particle process serve as discrete regularizations of the Kardar-Parisi-Zhang equation and the continuum delta Bose gas, for which the physics replica method can be put on firm mathematical ground.

1.2. Motivations. There are three related motivations which led to the present work: The polymer replica method from physics, Tracy-Widom’s ASEP transition probability formulas, and measures on partitions and Gelfand-Tsetlin patterns (sequences of interlacing partitions) such as Schur, Whittaker and Macdonald processes.

1.2.1. Polymer replica method. We have already discussed much of our motivation coming from the polymer replica method. Let us just add that the connection between the moments of the stochastic heat equation and the delta Bose gas does not seem to be firmly established in the mathematical literature and some of the types of initial data one wishes to study for the KPZ equation (such as narrow wedge) fall outside of the realm of the presently proved Plancherel formulas. Thus, by working with a discrete regularization, one may hope to avoid such issues as well.

1.2.2. Tracy-Widom’s ASEP transition probability formulas. In 2008, Tracy-Widom [81] computed an exact formula for the transition probability of the $k$-particle ASEP. Though the coordinate Bethe ansatz was central to their work, they did not diagonalize the $k$-particle ASEP Hamiltonian. We address this diagonalization in the companion paper [15] as well as the relationship between Tracy-Widom’s work and the ASEP Plancherel formula. Tracy-Widom have recorded further progress in computing transition probabilities for variants of ASEP on $\mathbb{Z}$ (such as on $\mathbb{Z}_{\geq 0}$ [83]). Lee [50] has further developed Tracy-Widom’s methods. Indeed, soon after the first posting of the present
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work, Korhonen-Lee \[54\] demonstrated how the Tracy-Widom approach can be employed to find transition probabilities for the $q$-Boson particle system (see also Section 1.2 below). It would be reasonable to try to develop analogous results to ours in all of these other settings.

1.2.3. Measures on partitions and Gelfand-Tsetlin patterns. Measures on partitions and Gelfand-Tsetlin patterns have played an important role in a wide variety of probabilistic systems including random matrix theory, random growth processes, interacting particle systems, directed polymer models, and random tilings (see, for example, the recent review \[19\] and references therein). During the last 15 years there was significant activity in the analysis of determinantal measures – in particular the so-called Schur processes \[67\] \[68\] which are written in terms of Schur symmetric functions. It is possible to define generalizations of the Schur processes by replacing Schur symmetric functions with Macdonald symmetric functions (their two-parameter $(q,t)$-generalizations). Until recently, little was done with respect to these generalizations, owing largely to the fact that they no longer are determinantal.

In 2009, O’Connell \[64\] introduced the Whittaker process and related it to the O’Connell-Yor semi-discrete directed polymer partition function. Furthermore, he utilized a Whittaker function integral identity to compute an exact formula for the Laplace transform of the partition function. As Whittaker functions are limits (for $t = 0$ and $q \to 1$) of Macdonald symmetric functions \[11\], this development was a source of motivation for Borodin-Corwin’s \[10\] subsequent 2011 work on Macdonald processes.

The work of Borodin-Corwin \[10\] gives answers to two basic questions about Macdonald processes (and their various degenerations): what is their probabilistic content and how can one compute meaningful information and asymptotics. In order to endow the Macdonald processes with probabilistic content, \[10\] showed how to construct Markov dynamics which map Macdonald processes to other Macdonald processes (with evolved sets of parameters). The construction in \[10\] is an adaption of one from the Schur process context due to Borodin-Ferrari \[18\] \[9\] (and based on an idea of Diaconis-Fill \[30\]). There are other Markov dynamics (at various levels of degeneration of Macdonald processes) besides those considered in \[10\] – see \[20\] \[65\] \[64\] \[26\]. The $q$-TASEP was discovered as a one-dimensional marginal of the Markov dynamics corresponding to setting the Macdonald parameters $t = 0$, and $q \in (0, 1)$. When $q \to 0$, $q$-TASEP becomes the usual TASEP, and the above Macdonald process turns into a Schur process.

The second challenge in studying Macdonald processes was to compute meaningful information and asymptotics. In \[10\] this was accomplished by directly appealing to the integrable structure of the Macdonald symmetric polynomials – in particular their explicit eigenfunction relationships with the Macdonald difference operators. This structure naturally led to nested contour integral formulas for expectations of various observables of the Macdonald processes. With regards to $q$-TASEP, this provided formulas for the expectation $h(t; \vec{n}) = \mathbb{E}[\prod_{j=1}^{k} q^{x_{n_j}(t)+n_j}]$ like (1.1.4) above.

As a stochastic process, $q$-TASEP has a scaling limit to the logarithm of the semi-discrete stochastic heat equation (or free energy of the O’Connell-Yor semi-discrete directed polymer) and further to the KPZ equation (logarithm of continuum stochastic heat equation). The limits of the observables studied for $q$-TASEP correspond to products of values of the solution to these stochastic heat equations at fixed time and varying spatial location, and thus \[10\] found similar nested contour integral formulas for these limits. As explained earlier, for the stochastic heat equation, these observables satisfy the delta Bose gas and have a significant literature surround them. The nested contour integral formulas for the delta Bose gas seem to have first appeared in 1985 physics work of Yudson \[93\] and reemerged independently in 1997 work of Heckman-Opdam \[43\] proving the Plancherel formula for the delta Bose gas.
A limitation of the Macdonald process approach to studying \(q\)-TASEP is that it only works for initial conditions of \(q\)-TASEP which arise as marginals of Macdonald processes. There are certainly many examples of such initial conditions (an infinite-dimensional family that, in particular, includes the step initial condition). Generic initial conditions, and certain important “examples” of initial conditions (such as flat or half-flat) do not arise in this manner and hence cannot be treated via this method.

Inspired by the connection between the nested contour integral formulas and the delta Bose gas, Borodin-Corwin-Sasamoto \cite{17} discovered that it was possible to implement the ideas of the polymer replica method at the level of \(B\)orodin-Corwin-Sasamoto \cite{17} discovered that it was possible to implement the ideas of the polymer replica method at the level of \(q\)-TASEP (and ASEP). In particular, they showed that for any initial conditions, the expectations \(h(t; \vec{n})\) solve a discrete \(q\)-deformed (or regularized) version of the delta Bose gas in which the \(q\)-Boson particle system generator replaces the delta Bose gas Hamiltonian. The initial data for the \(q\)-Boson particle system backward equation directly corresponds with the initial condition for \(q\)-TASEP, and \cite{17} showed that for step and half-stationary \(q\)-TASEP initial conditions the solution \(h(t; \vec{n})\) was given by nested contour integral formulas. The step solution came directly from \cite{10} while the half-stationary did not (though should correspond to a two-sided generalization of Macdonald processes such as developed in the Schur context in \cite{9}).

The question of how to solve the \(q\)-Boson particle system for general initial data (and hence solve for \(h(t; \vec{n})\) for \(q\)-TASEP with general initial conditions) is the central motivation of the present work. The Plancherel formula and its various consequences provide a solution to this question.

1.2.4. Algebraic motivations. A fortiori, this work provides some motivation to better understand the relationship between various algebraic structures. One question which was answered in \cite{11} was how the theory of Macdonald processes implies the fact that \(h(t; \vec{n})\) solves the \(q\)-Boson particle system. This relationship turned out to be a consequence of a commutation relation satisfied by the \(q\)-Boson algebra. The \(q\)-Boson algebra generated by the \(q\)-Boson particle system (and another set \(\{N_j\}_{j=1}^M\) belong to the \(q\)-Boson algebra generated by the relations

\[
[N_j, B_k^\dagger] = B_j^\dagger 1_{j=k}, \quad [N_j, B_k] = -B_j 1_{j=k}, \quad [B_j, B_k^\dagger] = q^{N_j} 1_{j=k}.
\]

One imposes periodic (of length \(M\)) boundary conditions by defining \(B_0^\dagger = B_M\).

A periodic version of the \(q\)-Boson particle system backward generator corresponds to a particular representation of \(- (1 - q) H_{q^\text{Boson}}\) in which the operators act on functions \(f : (\mathbb{Z}_{\geq 0})^M \to \mathbb{C}\) as

\[
(B_j f)(\vec{\nu}) = f(\vec{\nu}_j^+), \quad (B_j f)(\vec{\nu}) = \frac{1 - q^{\nu_j}}{1 - q} f(\vec{\nu}_j^-), \quad (N f)(\vec{\nu}) = \nu_j f(\vec{\nu}).
\]

One checks that these operators satisfy the \(q\)-Boson algebra. The operator \(- (1 - q) H_{q^\text{Boson}}\) acts on functions \(f : (\mathbb{Z}_{\geq 0})^M \to \mathbb{C}\) as

\[
(- (1 - q) H_{q^\text{Boson}} f)(\vec{\nu}) = \sum_{j=1}^M (1 - q^{\nu_j}) (f(\vec{\nu}_j^j - 1) - f(\vec{\nu})).
\]
where $\bar{\nu}^{i,j-1} = (\nu_1, \ldots, \nu_{j-1} + 1, \nu_j - 1, \ldots, \nu_M)$, and where $\bar{\nu}^{1,0} = (\nu_1 - 1, \ldots, \nu_M + 1)$. This is the backward generator of the $q$-Boson particle system (see Section 2.1) on a periodic portion of $\mathbb{Z}$.

This algebraic $q$-Boson Hamiltonian arises from the $L$-matrix given in (5.1) of [77] and its integrability (in the sense of satisfying the Yang-Baxter equations) was shown there as well. The version studied earlier in [7, 8] corresponds to $\gamma = 0$ and is only stochastic in the limit when $q \to 1$. Due to our probabilistic motivations, we primarily consider the general $\gamma$ Hamiltonian (under the identification of $\gamma = -\epsilon$) and show how our results extend. The spectral theory for the periodic $\gamma = 0$ case has received attention recently in [85, 87, 53], and likewise for the infinite lattice (as considered herein) $\gamma = 0$ case in [86, 88, 89]. In these cases, Hall-Littlewood polynomials play the role of left and right eigenfunctions.

Another algebraic mystery has to do with two sets of symmetric functions. The Macdonald process related to $q$-TASEP is defined in terms of Macdonald polynomials at $t = 0$ and $q \in (0, 1)$ (these are sometimes called $q$-Whittaker functions [40]). Via the connection to the $q$-Boson particle system we naturally arrive at another set of symmetric polynomials – the eigenfunctions for the $q$-Boson particle system – which appear to be quite remarkable and (though not the same) are close relatives of Hall-Littlewood symmetric polynomials (and degenerate to them in the limit corresponding to $\gamma = 0$ above). We do not presently have an algebraic explanation for this transition from one type of symmetric polynomials to another. Perhaps a further investigation into the relation of $q$-Bosons to degenerations of the double affine Hecke algebra might shed light on this (see developments in this direction in [3, 89, 53] and references therein).

The work of [10, 17] showed that for the particular step and half-stationary initial conditions, the relationship between $q$-TASEP and the $q$-Boson particle system persists when inhomogeneous particle jumping rate parameters $a_i$ are introduced. These $a$-parameters have an important meaning from the Macdonald perspective as the variables of the Macdonald polynomials. From the perspective of the $q$-Boson particle system, [17] showed that the backward generator (similar holds true for the conjugated forward generator) was equivalent to a free generator with inhomogeneous rates depending on the $a$’s and the same two-body boundary condition as occurs when all $a_i = 1$. Despite this evidence, we do not presently know how to develop a general $a$-parameter version of the eigenfunctions and Plancherel formula. One reason why a general $a$-version of our present result could be quite enlightening is that we do not have an analog of Macdonald processes or $a$-parameters in relation to ASEP and the Heisenberg XXZ quantum spin chain, and this may help guide that investigation.

In [11] two discrete time versions of $q$-TASEP were introduced and studied. Their moments solve discrete variants of the $q$-Boson particle system evolution equations. It would be interesting to develop the parallel of the results of this paper in the discrete-time context. There is another generalization of $q$-TASEP which is called $q$-PushASEP (cf. [20, 27]). It seems likely that the analog of the $q$-Boson particle system for these variants of $q$-TASEP should have the eigenfunctions as above (with different eigenvalues). As explained in [77], this should also hold true for any operator which arises out of specializing the spectral parameter of the $q$-Boson transfer matrix $\tau(u)$ (since transfer matrices commute for different spectral parameters). It is reasonable, then, to hope to show that these discrete systems arise from the transfer matrix.

At the same time as the present work was posted, Povolotsky [71] has posted a work in which he introduces a class of models solvable via coordinate Bethe ansatz which includes the $q$-Boson

\footnote{By a stochastic Hamiltonian, we mean a linear operator in the space of functions on the (discrete) state space that, when viewed as a matrix with rows and columns indexed by the states of the system, has nonnegative off-diagonal matrix elements, and that maps the constant functions to zero. Under certain regularity assumptions (which we do not check here), such a Hamiltonian generates a continuous time Markov jump process on the state space, see e.g. [68].}
particle system (and also those of [311]) as special cases (see also earlier related work [72, 74]). Similar to here, he computes the eigenfunctions via coordinate Bethe ansatz. He also conjectures their completeness and orthogonality. Section [3] below shows exactly how our Plancherel theorem proves completeness and biorthogonality for the q-Boson particle system. We hope our methods will extend to the full class of models discussed above.

1.3. Notation. We collect many of the definitions and notations used throughout the paper (including some already discussed earlier in the introduction).

Define
\[ \mathbb{W}^k = \left\{ \vec{n} = (n_1, \ldots, n_k) \in \mathbb{Z}^k \mid n_1 \geq \cdots \geq n_k \right\}. \]

For \( \vec{n} \in \mathbb{Z}^k \) set
\[ \vec{n}_i^\pm = (n_1, \ldots, n_i \pm 1, \ldots, n_k). \]

The backward difference operator \( \nabla_{\text{bwd}} \) and forward difference operator \( \nabla_{\text{fwd}} \) act on functions \( f : \mathbb{Z} \to \mathbb{C} \) as
\[
(\nabla_{\text{bwd}} f)(n) = f(n - 1) - f(n), \quad (\nabla_{\text{fwd}} f)(n) = f(n + 1) - f(n).
\]

For a function \( f : \mathbb{Z}^k \to \mathbb{C} \), and \( 1 \leq i \leq k \), we write \( \nabla_{i}^{\text{bwd}} \) and \( \nabla_{i}^{\text{fwd}} \) as the application of the respective operator in the variable \( n_i \).

The space-reflection operator \( R \) acts on functions \( f : \mathbb{Z} \to \mathbb{C} \) as
\[
(Rf)(n_1, \ldots, n_k) = f(-n_k, \ldots, -n_1).
\]

Define a symmetric bilinear pairing \( \langle \cdot, \cdot \rangle_{\mathbb{W}} \) on functions \( f, g : \mathbb{W}^k \to \mathbb{C} \) via
\[
\langle f, g \rangle_{\mathbb{W}} = \sum_{\vec{n} \in \mathbb{W}^k} f(\vec{n})\overline{g(\vec{n})}
\]
(assuming the series converges) and note that \( \langle f, g \rangle_{\mathbb{W}} = \langle fh, gh^{-1} \rangle_{\mathbb{W}} \) for any function \( h \neq 0 \), and that
\[
\langle Rf, Rg \rangle_{\mathbb{W}} = \langle f, g \rangle_{\mathbb{W}}. \tag{1.3.1}
\]

To \( \vec{n} \in \mathbb{W}^k \) of the form
\[
n_1 = \cdots = n_{c_1} > n_{c_1+1} = \cdots = n_{c_1+c_2} > \cdots > n_{c_1+\cdots+c_{M-1}+1} = \cdots = n_{c_1+\cdots+c_M}
\]
we associate the list of ordered cluster sizes \( \vec{c} = (c_1, \ldots, c_M) \) (where \( M \) is the number of clusters). We also associate to \( \vec{n} \) the ordered list \( \vec{g} = (g_1, \ldots, g_M) \) of gaps between the clusters of \( \vec{n} \). Thus for \( 2 \leq i \leq M \), \( g_i = n_{c_{i-1}} - n_{c_i} \) and by convention \( g_1 = +\infty \). We write these functions of \( \vec{n} \) as \( \vec{c}(\vec{n}) \), \( M(\vec{n}) \) and \( \vec{g}(\vec{n}) \). To illustrate, for \( \vec{n} = (2, 1, -2, -2, -2) \), \( c(\vec{n}) = (1, 1, 3) \), \( M(\vec{n}) = 3 \) and \( g(\vec{n}) = (+\infty, 1, 3) \). The pair \( (\vec{c}, \vec{g}) \) identifies \( \vec{n} \) modulo a global shift.

A partition \( \lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq 0) \) is a weakly decreasing set of non-negative integers with finitely many nonzero entries. The size of \( \lambda \) is \( |\lambda| = \sum \lambda_i \) and the length of \( \lambda \) is \( \ell(\lambda) = |\{i : \lambda_i \neq 0\}| \). If \( |\lambda| = k \) we write \( \lambda \vdash k \). To a partition we associate its multiplicities \( m_i = |\{j : \lambda_j = i\}| \) and sometimes write \( \lambda = 1^{m_1}2^{m_2} \cdots \). For a partition \( \lambda \vdash k \) of length \( \ell \) and a set of variables \( \vec{w} = w_1, \ldots, w_\ell \) we define
\[
\vec{w} \circ \lambda = (w_1, qw_1, \ldots, q^{\lambda_1-1}w_1, w_2, qw_2, \ldots, q^{\lambda_2-1}w_2, \ldots, w_\lambda, qw_\lambda, \ldots, q^{\lambda_\ell-1}w_\lambda). \tag{1.3.2}
\]

We will also use an additive version of \( \vec{w} \circ \lambda \) defined as
\[
\vec{w} \delta \lambda = (w_1, w_1 + 1, \ldots, w_1 + \lambda_1 - 1, w_2, w_2 + 1, \ldots, w_2 + \lambda_2 - 1, \ldots, w_\lambda, w_\lambda + 1, \ldots, w_\lambda + \lambda_\ell - 1). \tag{1.3.3}
\]

In general, an arrow over a variable (such as \( \vec{z} \)) denotes a vector \( \vec{z} = (z_1, \ldots, z_k) \) whose length is generally \( k \) (or else explicitly stated).
We define the space $W^k$ of compactly supported functions $f : W^k \to \mathbb{C}$. We also define the space $C^k$ of symmetric Laurent polynomials in $1 - z_1, \ldots, 1 - z_k$. In particular, any $G \in C^k$ can be written as

$$
\sum_{\vec{n} \in W^k} \sum_{\sigma \in S_k} a_{\vec{n}} \prod_{i=1}^{k} (1 - z_{\sigma(i)})^{n_i}
$$

or as

$$
\frac{1}{\Delta(z)} \sum_{\vec{n} \in W^k} \sum_{\sigma \in S_k} \text{sgn}(\sigma) b_{\vec{n}} \prod_{i=1}^{k} (1 - z_{\sigma(i)})^{n_i}
$$

with all but finitely many coefficients $a_{\vec{n}}, b_{\vec{n}} \in \mathbb{C}$ fixed to be zero, and $\Delta(z) = \prod_{A < B} (z_A - z_B)$ is the Vandermonde determinant.

Throughout we assume that the parameter $q \in (0, 1)$, though in Section 5 we explain how our results (or modifications of them) hold for more general $q \in \mathbb{C}$. The $q$-Pochhammer symbol and $q$-factorial are defined as

$$(a; q)_n = \prod_{i=0}^{n-1} (1 - q^i a), \quad n!_q = \frac{(q; q)_n}{(1 - q)^n}.$$  

The $q \to 1$ limit of $(a; q)_n$ is written $(a)_n = a(a+1) \cdots (a+n-1)$.

The symmetric group on $k$ elements is denoted by $S_k$, the indicator function for an event $E$ by $1_E$, and the identity operator by $\text{Id}$.
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1.5. Outline. In Section 2 we use the coordinate Bethe ansatz to determine algebraic eigenfunctions for the forward and backward generators of the $q$-Boson particle system. The main result of this paper – the Plancherel isomorphism theorem involving these eigenfunctions – is proved in Section 3. That section also contains results about the completeness and biorthogonality of these eigenfunctions. Section 4 applies the Plancherel formula in order to solve the Kolmogorov forward and backward equations, and as an application compute moments of the $q$-TASEP. Section 5 records how the earlier results persist when $q$ is complex. Section 6 describes two limits of the $q$-Boson particle system, one of which relates to earlier work of van Diejen [86] and the other of which relates to the semi-discrete stochastic heat equation. Finally, in Section 7 (Appendix) we briefly touch on the continuum limit of the work of this paper (as relates to the continuum delta Bose gas and stochastic heat equation), prove a proposition related to the expansion of nested contour integrals, and provide a direct combinatorial proof of Lemma 4.7.
2. Coordinate Bethe ansatz

In this section we introduce the $q$-Boson particle system and use the Bethe ansatz to write down algebraic eigenfunctions for its forward and backward generators. The main idea here is that it is possible (and straightforward) to rewrite the generator of the system in terms of a constant coefficient, separable free generator with $(k - 1)$-two-body boundary conditions imposed. The coordinate Bethe ansatz is then readily applied to provide the desired eigenfunctions. It is worth recalling that since we work on $\mathbb{Z}$ (as opposed to a finite or periodic interval) there are no Bethe equations which must be solved in computing the algebraic eigenfunctions. The usefulness of this approach for interacting particle systems goes back to the work of [78, 1].

2.1. The $q$-Boson particle system. The $q$-Boson particle system is a stochastic interacting particle system $\tilde{\nu}(t)$ (in fact, a certain totally asymmetric zero range process) with state space $\tilde{\nu}(t) \in (\mathbb{Z}_{\geq 0})^\mathbb{Z}$ (see [58] for general background). Here $\nu_i(t)$ represents the non-negative number of particles at a given site $i \in \mathbb{Z}$. In continuous time, independently for each $i \in \mathbb{Z}$, one particle may move from site $i$ to site $i - 1$ at rate $1 - q^{\nu_i(t)}$ (i.e., according to an exponential waiting time of that rate). This corresponds to changing $(\nu_{i-1}(t), \nu_i(t))$ to $(\nu_{i-1}(t) + 1, \nu_i(t) - 1)$.

We will focus on the restriction of this process to a finite number $k \geq 1$ of particles. Since the dynamics conserve the number of particles, this restriction is itself a stochastic interacting particle system (see Figure 1 for an illustration of $k = 9$).

To any $\tilde{\nu} \in (\mathbb{Z}_{\geq 0})^\mathbb{Z}$ such that $\sum_{i \in \mathbb{Z}} \nu_i = k$ we may associate a (weakly) ordered list of particle locations $\tilde{n} = (n_1 \geq \cdots \geq n_k) \in \mathbb{W}^k$. We write $\tilde{n}(\tilde{\nu})$ to denote this function. For example, if $k = 5$ and $\nu_i \equiv 0$ except for $\nu_2 = 3$, $\nu_1 = 1$ and $\nu_2 = 1$, then $\tilde{n}(\tilde{\nu}) = (2, 1, -2, -2, -2)$. Thus, we may write $\tilde{n}(t) = \tilde{n}(\nu(t))$ as the $q$-Boson particle system at time $t$ in these coordinates.

We may write, in these $\tilde{n}$-coordinates, the backward and forward generators for the $k$ particle restriction of the $q$-Boson particle system (see also Section 4). In what follows we write $\tilde{c} = \tilde{c}(\tilde{n})$, $M = M(\tilde{n})$, and $\tilde{g} = \tilde{g}(\tilde{n})$ (recall from Section 1.3) thus suppressing the $\tilde{n}$ dependence.

Definition 2.1. The $q$-Boson backward generator acts on functions $f : \mathbb{W}^k \to \mathbb{C}$ as

$$\left(\mathcal{H}^{\text{bwd}} f\right)(\tilde{n}) = \sum_{i=1}^{M} (1 - q^{c_i}) \left( f(\tilde{n}_{c_1 + \cdots + c_i} - f(\tilde{n})) \right)$$

where $\tilde{n}_j^-$ is defined in Section 1.3.

---

**Figure 1.** Three states of the $q$-Boson particle system with 9 particles. In the left-most state, $\nu_3 = 4$, $\nu_2 = 0$, $\nu_1 = 2$, $\nu_0 = 0$, $\nu_{-1} = 1$ and $\nu_{-2} = 2$. The value of $\tilde{n}$ associated to this state is given by reading off the location of the labels $n_1, \ldots, n_9$. In the middle state, the particle corresponding with $n_6$ has decreased location by 1 (as occurs at rate $1 - q^2$), and in the right-most state the particle corresponding with $n_7$ has decreased location by 1 (as occurs at rate $1 - q$).
The q-Boson forward generator (the matrix transpose of $H^{\text{fwd}}$) acts on function $f : \mathbb{W}^k \to \mathbb{C}$ as

$$(H^{\text{fwd}} f)(\vec{n}) = \sum_{i=1}^{M} \left( ((1 - q^c_{i-1+1}) 1_{g_i=1} + (1 - q) 1_{g_i>1}) f(\vec{n}^+_{c_1+\ldots+c_{i-1}+1}) - (1 - q^c_i) f(\vec{n}) \right) \quad (2.1.1)$$

where by convention, for $i = 1$ we set $c_{i-1} + 1 = c_1 + \ldots + c_{i-1} + 1 = 1$.

The function $C_q : \mathbb{W}^k \to \mathbb{R}$ depends only on the list $\vec{c}(\vec{n}) = (c_1, \ldots, c_M)$ of cluster sizes for $\vec{n}$ via

$$C_q(\vec{n}) = (-1)^k q^{-\frac{k(k-1)}{2}} \prod_{i=1}^{M} (c_i)!_q. \quad (2.1.2)$$

Let $C^{-1}_q(\vec{n})$ denote $(C_q(\vec{n}))^{-1}$. We will also write $C_q$ and $C^{-1}_q$ as (diagonal) multiplication operators defined so that $(C_q f)(\vec{n}) = C_q(\vec{n}) f(\vec{n})$ and $(C^{-1}_q f)(\vec{n}) = C^{-1}_q(\vec{n}) f(\vec{n})$. One readily sees that $C_q$ and the space-reflection operator $R$ commute.

The q-Boson conjugated forward generator is defined as

$$H^{\text{cfwd}} = C_q H^{\text{fwd}} C^{-1}_q.$$

Lemma 2.2. We have that

$$(H^{\text{cfwd}} f)(\vec{n}) = \sum_{i=1}^{M} (1 - q^c_i) \left( f(\vec{n}^+_{c_1+\ldots+c_{i-1}+1}) - f(\vec{n}) \right). \quad (2.1.3)$$

Proof. Since $H^{\text{cfwd}}$ is defined via conjugation of $H^{\text{fwd}}$ by the diagonal matrix $C_q$, it suffices to check the coincidence of the off-diagonal matrix elements of $H^{\text{cfwd}}$ with those of the right-hand side of (2.1.3).

Observe that if $g_i = 1$ then $\vec{c}(\vec{n}^+_{c_1+\ldots+c_{i-1}+1}) = (c_1, \ldots, c_{i-2}, c_{i-1} + 1, c_i - 1, c_{i+1}, \ldots)$. From the definition of $C_q$ it then follows that

$$\frac{C_q(\vec{n})}{C_q(\vec{n}^+_{c_1+\ldots+c_{i-1}+1})} = \frac{1 - q^c_i}{1 - q^{c_{i-1}+1}}.$$

Similarly, if $g_i > 2$ then $\vec{c}(\vec{n}^+_{c_1+\ldots+c_{i-1}+1}) = (c_1, \ldots, c_{i-2}, c_{i-1}, 1, c_i - 1, c_{i+1}, \ldots)$. Then

$$\frac{C_q(\vec{n})}{C_q(\vec{n}^+_{c_1+\ldots+c_{i-1}+1})} = \frac{1 - q^c_i}{1 - q}.$$

These are exactly the ratios of the off-diagonal matrix elements of (2.1.1) and (2.1.3). \qed

Let us note that in the above proof the constant $(-1)^k q^{-\frac{k(k-1)}{2}}$ in the definition of $C_q$ played no role. This choice of constant is fixed in the proof of Theorem 3.7 below, by (3.2.3) and the computation following it. Another choice of constant would result in proving that $K^{q-\text{Boson}}$ acts as a constant (not equal to one) times the identity operator.

Remark 2.3. Lemma 2.2 implies that $R^{-1} H^{\text{fwd}} R = H^{\text{cfwd}} = C_q H^{\text{fwd}} C^{-1}_q$ or equivalently

$$H^{\text{fwd}} = (RC_q) H^{\text{fwd}} (RC_q)^{-1}$$

showing that $H^{\text{fwd}}$ and $H^{\text{fwd}}$ are related via a similarity transform. Up to a constant, the function $C_q(\vec{n})$ is the invariant measure for the q-Boson particle process (see [10 Corollary 3.3.12]). In the study of interacting particle systems, the conjugated forward generator $H^{\text{cfwd}}$ is sometimes known as the adjoint or time-reversed generator. The above relationship shows that our present model is PT-invariant, i.e., invariant under joint space-reflection and time-reversal. This type of invariance is of fundamental significance in many areas of physics and features prominently in some papers on
interacting particle systems such as NÉ [79]. It may be possible to extend the present approach to similarly study and develop spectral theory for other PT-invariant Bethe ansatz solvable models. We are grateful to Gunter Schütz for noting that the above relation is equivalent to the PT-invariance of the model.

PT-invariance is a property which holds true for all spatially homogeneous nearest neighbor asymmetric zero range processes, so long as \( C_q \) is replaced by the product invariant measure for the process. The proof of this general fact follows the same lines as Lemma 2.2.

2.2. Free generators with two-body boundary conditions. The key to finding the eigenfunctions for the backward and conjugated forward generators is to reexpress them in terms of constant-coefficient, separable free generators subject to \((k - 1)\) two-body boundary conditions. It is certainly not typical that the generators of an interacting particle system can be reexpressed in this manner (see however SL [17] for ASEP). This is the hallmark of integrable systems of Bethe-ansatz type.

Recall the definitions of \( \nabla_{i}^{\text{bwd}} \) and \( \nabla_{i}^{\text{fwd}} \) from Section 1.3.

**Definition 2.4.** The \( q \)-Boson backward free generator \( \mathcal{L}_{\text{bwd}} \) acts on functions \( u : \mathbb{Z}^k \to \mathbb{C} \) as

\[
(\mathcal{L}_{\text{bwd}} u)(\bar{n}) = (1 - q) \sum_{i=1}^{k} (\nabla_{i}^{\text{bwd}} u)(\bar{n}).
\]  

(2.2.1)

We say that the function \( u : \mathbb{Z}^k \to \mathbb{C} \) satisfies the \((k - 1)\) \( q \)-Boson backward two-body boundary conditions if

\[
\text{for all } 1 \leq i \leq k - 1 \quad (\nabla_{i}^{\text{bwd}} - q \nabla_{i+1}^{\text{bwd}}) u|_{\bar{n}; n_i = n_{i+1}} \equiv 0.
\]  

(2.2.2)

The \( q \)-Boson forward free generator \( \mathcal{L}_{\text{fwd}} \) acts on functions \( u : \mathbb{Z}^k \to \mathbb{C} \) as

\[
(\mathcal{L}_{\text{fwd}} u)(\bar{n}) = (1 - q) \sum_{i=1}^{k} (\nabla_{i}^{\text{fwd}} u)(\bar{n}).
\]  

(2.2.3)

We say that the function \( u : \mathbb{Z}^k \to \mathbb{C} \) satisfies the \((k - 1)\) \( q \)-Boson forward two-body boundary conditions

\[
\text{for all } 1 \leq i \leq k - 1 \quad (q \nabla_{i}^{\text{fwd}} - \nabla_{i+1}^{\text{fwd}}) u|_{\bar{n}; n_i = n_{i+1}} \equiv 0.
\]  

(2.2.4)

**Proposition 2.5.** If \( u : \mathbb{Z}^k \to \mathbb{C} \) satisfies the \((k - 1)\) \( q \)-Boson backward (respectively, forward) two-body boundary conditions, then for \( \bar{n} \in \mathbb{W}^k \),

\[
(\mathcal{L}_{\text{bwd}} u)(\bar{n}) = (\mathcal{H}_{\text{bwd}} u)(\bar{n}) \quad \text{(respectively, } (\mathcal{L}_{\text{fwd}} u)(\bar{n}) = (\mathcal{H}_{\text{fwd}} u)(\bar{n}) \text{)}.
\]

**Proof.** Assume that \( u \) satisfies (2.2.2). If \( \bar{n} \) has \( n_1 = \cdots = n_{c_1} \), then

\[
(1 - q) \sum_{i=1}^{c_1} (\nabla_{i}^{\text{bwd}} u)(\bar{n}) = (1 - q) \sum_{i=1}^{c_1} q^{i-1} (\nabla_{c_1}^{\text{bwd}} u)(\bar{n}) = (1 - q^{c_1}) (\nabla_{c_1}^{\text{bwd}} u)(\bar{n}).
\]

The same reasoning applies to the other clusters of \( \bar{n} \) readily implying that \( (\mathcal{L}_{\text{bwd}} u)(\bar{n}) = (\mathcal{H}_{\text{bwd}} u)(\bar{n}) \).

Likewise assume that \( u \) satisfies (2.2.4). If \( \bar{n} \) has \( n_1 = \cdots = n_{c_1} \), then it follows that

\[
(1 - q) \sum_{i=1}^{c_1} (\nabla_{i}^{\text{fwd}} u)(\bar{n}) = (1 - q) \sum_{i=1}^{c_1} q^{c_1-i} (\nabla_{1}^{\text{fwd}} u)(\bar{n}) = (1 - q^{c_1}) (\nabla_{1}^{\text{fwd}} u)(\bar{n}).
\]

The same reasoning applies to the other clusters of \( \bar{n} \) readily implying (we have also appealed here to Lemma 2.2) that \( (\mathcal{L}_{\text{fwd}} u)(\bar{n}) = (\mathcal{H}_{\text{fwd}} u)(\bar{n}) \). \(\square\)
Definition 2.6. A function $Ψ^{bwd} : \mathbb{Z}^k \to \mathbb{C}$ is called an eigenfunction of the $q$-Boson backward free generator with $(k-1)$ two-body boundary conditions if $Ψ^{bwd}$ is an eigenfunction for the $q$-Boson backward free generator and it satisfies the $(k-1)$ $q$-Boson backward two-body boundary conditions \((2.2.2)\). We likewise define what it means for a function $Ψ^{cfwd} : \mathbb{Z}^k \to \mathbb{C}$ to be an eigenfunction of the $q$-Boson forward free generator with $(k-1)$ two-body boundary conditions \((2.2.4)\).

The following is a corollary of Proposition 2.5.

Corollary 2.7. Any eigenfunction $Ψ^{bwd} : \mathbb{Z}^k \to \mathbb{C}$ for the $q$-Boson backward free generator with $(k-1)$ two-body boundary conditions is, when restricted to $\bar{n} \in \mathbb{W}^k$, an eigenfunction for the $q$-Boson backward generator $H^{bwd}$ with the same eigenvalue.

Similarly any eigenfunction $Ψ^{cfwd} : \mathbb{Z}^k \to \mathbb{C}$ for the $q$-Boson forward free evolution equation with $(k-1)$ two-body boundary conditions is, when restricted to $\bar{n} \in \mathbb{W}^k$, an eigenfunction for the $q$-Boson conjugated forward generator $H^{cfwd}$ with the same eigenvalue. In turn, $C_q^{-1}Ψ^{cfwd}$ is an eigenfunction for the $q$-Boson forward generator $H^{bwd}$ with the same eigenvalue.

2.3. Coordinate Bethe ansatz.

2.3.1. General review. We briefly review the coordinate Bethe ansatz \[6\]. Given an operator $L$ acting on functions from $X \to \mathbb{C}$ (where $X$ is an arbitrary space) we form the $k$-particle operator $L$ which acts on functions $f : X^k \to \mathbb{C}$ as

$$
(\mathcal{L}f)(\bar{x}) = \sum_{i=1}^{k} (L_{i}f)(\bar{x})
$$

(2.3.1)

where $L_{i}$ acts as $L$ on the coordinate $x_{i}$. Write $ψ_{z}$ to denote any eigenfunction with eigenvalue $z \in \mathbb{C}$ such that $Lψ_{z} = zψ_{z}$ (we are not assuming all $z$ correspond to an eigenfunction or that all eigenvalues are simple). Then it follows that

$$
Ψ_{z}(\bar{x}) = \sum_{\sigma \in S_{k}} A_{\sigma}(\bar{z}) \prod_{j=1}^{k} ψ_{z_{\sigma(j)}}(x_{j})
$$

(2.3.2)

is an eigenfunction of $L$ with eigenvalue $(z_{1} + \cdots + z_{k})$. Presently $A_{\sigma}(\bar{z}) \in \mathbb{C}$ can be arbitrary.

Consider an operator $B$ which acts on functions $g : X^{2} \to \mathbb{C}$. We say that $g$ satisfies the two-body boundary condition corresponding to $B$ if for all $x \in X$, $(Bg)(x,x) = 0$. Let $B_{i,i+1}$ act as $B$ in the variables $x_{i}$ and $x_{i+1}$ and as the identity for all other variables. We wish to find $Ψ$ such that

$$
for \ 1 \leq i \leq k-1 \quad B_{i,i+1}Ψ| _{x_i = x_{i+1}} = 0.
$$

(2.3.3)

This can be accomplished by choosing $A_{\sigma}(\bar{z})$ suitably. Define the function

$$
S(z_{1}, z_{2}) = \frac{(B(ψ_{z_{1}} ⊗ ψ_{z_{2}}))(x,x)}{(ψ_{z_{1}} ⊗ ψ_{z_{2}})(x,x)},
$$

where $B(f_{1} ⊗ f_{2})$ is defined as $B$ applied to the function which takes $(x_1, x_2) \mapsto f_{1}(x_{1})f_{2}(x_{2})$.

Lemma 2.8. If

$$
A_{\sigma}(\bar{z}) = sign(\sigma) \prod_{1 \leq B < A \leq k} \frac{S(z_{\sigma(A)}, z_{\sigma(B)})}{S(z_{A}, z_{B})}
$$

then $Ψ_{z}(\bar{x})$ from (2.3.2) is an eigenfunction of the operator $\mathcal{L}$ from (2.3.1) with eigenvalue $(z_{1} + \cdots + z_{k})$, for which the $(k-1)$ two-body boundary conditions in (2.3.3) hold.
Proof. For any \( \sigma \in S_k \) consider the pair of terms in \([2.3.2]\) corresponding to \( \sigma \) and \( \tau_i\sigma \) where \( \tau_i \) represents the transposition of \( i \) and \( i + 1 \). We will show that \( B_{i,i+1} \) applied to this pair

\[
\mathbf{A}_\sigma(z) \prod_{j=1}^{k} \psi_{z_{\sigma(j)}}(x_j) + \mathbf{A}_{\tau_i\sigma}(z) \prod_{j=1}^{k} \psi_{z_{(\tau_i\sigma)(j)}}(x_j)
\]
is identically zero if \( x_i = x_{i+1} \). If this holds for all pairs, this implies the same holds true for \( \Psi_z(x) \). Call the first term above \( T \) and the second \( T_{\tau} \). Then it follows from the definition of the function \( S \) that

\[
(B_{i,i+1}T)(x) = S(z_{\sigma(i)},z_{\sigma(i+1)})T(x), \quad (B_{i,i+1}T_{\tau})(x) = S(z_{\sigma(i+1)},z_{\sigma(i)})T_{\tau}(x).
\]

For \( x \) such that \( x_i = x_{i+1} \)

\[
T_{\tau}(x) = -\frac{S(z_{\sigma(i)},z_{\sigma(i+1)})}{S(z_{\sigma(i+1)},z_{\sigma(i)})}T(x)
\]

and thus

\[
(B_{i,i+1}(T+T_{\tau}))(x) = S(z_{\sigma(i)},z_{\sigma(i+1)})T(x) + S(z_{\sigma(i+1)},z_{\sigma(i)})T_{\tau}(x)
\]

\[
= S(z_{\sigma(i)},z_{\sigma(i+1)})T(x) - S(z_{\sigma(i+1)},z_{\sigma(i)})\frac{S(z_{\sigma(i)},z_{\sigma(i+1)})}{S(z_{\sigma(i+1)},z_{\sigma(i)})}T = 0.
\]

\( \square \)

2.3.2. Application to q-Boson particle system generators. We may apply the coordinate Bethe ansatz of Section 2.3.1 to the q-Boson backward and forward free generators with \((k-1)\) two-body boundary conditions of Section 2.2. One should take care to notice that the eigenfunction associated to \( z \) has eigenvalue \((q-1)(z_1 + \cdots + z_k)\) and not \((z_1 + \cdots + z_k)\) as in the above general construction.

**Definition 2.9.** For all \( z_1, \ldots, z_k \in \mathbb{C} \setminus \{1\} \), set

\[
\psi^{\text{bwd}}_z(n) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - qz_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (1 - z_{\sigma(j)})^{-n_{j}}
\]

\[
\psi^{\text{fwd}}_z(n) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (1 - z_{\sigma(j)})^{n_{j}}
\]

\[
\psi^{\text{fwd}}_z(n) = C_q^{-1}(n)\psi^{\text{fwd}}_z(n).
\]

Observe that for any fixed \( n \in \mathbb{W}^k \) these are symmetric Laurent polynomials in \((1-z_1), \ldots, (1-z_k)\) thus elements of \( C^k \).

**Proposition 2.10.** For all \( z_1, \ldots, z_k \in \mathbb{C} \setminus \{1\} \), \( \psi^{\text{bwd}}_z(n) \) is an eigenfunction for the q-Boson backward free generator with \((k-1)\) two-body boundary conditions (Definition 2.6) with eigenvalue \((q-1)(z_1 + \cdots + z_k)\). The restriction of \( \psi^{\text{bwd}}_z(n) \) to \( n \in \mathbb{W}^k \) is consequently an eigenfunction for the q-Boson backward free generator \( \mathcal{H}^{\text{bwd}} \) with the same eigenvalue.

Similarly, for all \( z_1, \ldots, z_k \in \mathbb{C} \setminus \{1\} \), \( \psi^{\text{fwd}}_z(n) \) is an eigenfunction for the q-Boson forward free generator with \((k-1)\) two-body boundary conditions (Definition 2.6) with eigenvalue \((q-1)(z_1 + \cdots + z_k)\). The restriction of \( \psi^{\text{fwd}}_z(n) \) to \( n \in \mathbb{W}^k \) is consequently an eigenfunction for the q-Boson conjugated forward generator \( \mathcal{H}^{\text{fwd}} \) with the same eigenvalue. The restriction of \( \psi^{\text{fwd}}_z(n) \) to \( n \in \mathbb{W}^k \) is likewise an eigenfunction for the q-Boson forward generator \( \mathcal{H}^{\text{fwd}} \) with the same eigenvalue.
Proof. Let us focus on the backward case first. Observe that \((1 - z)^{-n}\) is an eigenfunction for \((1 - q)\nabla^{\text{bwd}}\) with eigenvalue \((q - 1)z\). We may apply Lemma 2.8 to construct an eigenfunction for the backward free generator which satisfies the two-body boundary conditions of Definition 2.4. In this application of Lemma 2.8 we find that \(S(z_1, z_2) = z_1 - qz_2\). Comparing the outcome of the lemma to the expression above for \(\Psi^{\text{bwd}}\) we see that they differ by an overall multiplicative factor

\[
\prod_{1 \leq B < A \leq k} \frac{z_A - qz_B}{z_A - z_B}.
\]

However, since the \(z\)-variables are fixed, this factor is just a constant, and hence the desired result follows. The implication for the backward generator \(H^{\text{bwd}}\) follows from Corollary 2.7.

Similar reasoning applies in the forward case. Observe that \((1 - z)^n\) is an eigenfunction for \((1 - q)\nabla^{\text{fwd}}\) with eigenvalue \((q - 1)z\). The forward two-body boundary condition can be multiplied by \(q^{-1}\) yielding

\[
(\nabla_i^{\text{fwd}} - q^{-1}\nabla_{i+1}^{\text{fwd}})u = 0.
\]

We may apply Lemma 2.8 to construct an eigenfunction for the forward free generator which satisfies the above two-body boundary conditions. In this application of Lemma 2.8 we find that \(S(z_1, z_2) = z_1 - q^{-1}z_2\). Just as in the backward case, this differs from \(\Psi^{\text{fwd}}\) by an overall multiplicative constant (that depends only on the \(z\)-variables) hence the desired result follows. The implication for the conjugated forward generator \(H^{\text{fwd}}\) and the forward generator \(H^{\text{fwd}}\) follows from Corollary 2.7.

\[
\square
\]

Remark 2.11. We may extend the eigenfunctions of Definition 2.9 so as to be defined for all of \(\mathbb{Z}^k\) (rather than \(\mathbb{W}^k\)) by fixing that the value for a general \(\vec{n} \in \mathbb{Z}^k\) is the same as the value of \(\sigma \vec{n} \in \mathbb{W}^k\) (where \(\sigma \in S_k\) is a permutation of the elements of \(\vec{n}\) taking it into \(\mathbb{W}^k\)). It is possible to write down an operator on all of \(\mathbb{Z}^k\) for which these extensions (which we write with the same notation) are still eigenfunctions. For instance (cf. [17, Proposition 2.7, C]) one readily observes that

\[
(1 - q) \left[ \sum_{i=1}^k \nabla_i^{\text{bwd}} + (1 - q^{-1}) \sum_{1 \leq i < j \leq k} 1_{\vec{n}_i = \vec{n}_j} q^{-i} \nabla_i^{\text{bwd}} \right] \Psi^{\text{bwd}}_z(\vec{n}) = (1 - q)(z_1 + \cdots + z_k) \Psi^{\text{bwd}}_z(\vec{n}).
\]

The extension of \(\Psi^{\text{bwd}}_z(\vec{n})\) to \(\mathbb{Z}^k\) is through symmetric extension and it is not clear how to modify the formula for the eigenfunction so that the \(\vec{n}\) coordinates do not require permuting. For the case of the delta Bose gas (a particular limit of the present system considered later in Section 7.1) such a formula can be seen in [91, Equation (A.12)].

2.4. Left and right eigenfunctions. Proposition 2.10 along with the fact that \(H^{\text{bwd}}\) is the transpose of \(H^{\text{bwd}}\) implies that

\[
(H^{\text{fwd}} \Psi^{\text{fwd}}_z)(\vec{n}) = \left( (1 - q) \sum_{i=1}^k z_i \right) \Psi^{\text{fwd}}_z(\vec{n}), \quad \left( \Psi^{\text{fwd}}_z H^{\text{fwd}} \right)(\vec{n}) = \Psi^{\text{fwd}}_z(\vec{n}) \left( (1 - q) \sum_{i=1}^k z_i \right)
\]

showing the \(\Psi^{\text{fwd}}_z(\vec{n})\) and \(\Psi^{\text{fwd}}_z(\vec{n})\) are (respectively) right and left eigenfunctions for \(H^{\text{fwd}}\) with eigenvalue \((q - 1)(z_1 + \cdots + z_k)\). This motivates the following.

Definition 2.12. For any \(\vec{z} = (z_1, \ldots, z_k) \in (\mathbb{C} \setminus \{1\})^k\) define

\[
\Psi^{\text{fwd}}_z(\vec{n}) = \Psi^{\text{bwd}}_z(\vec{n}) = C_q^{-1}(\vec{n}) \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^k (1 - z_{\sigma(j)})^{n_j}
\]
where $C_q(\vec{n})$ is given in \[21,22\]. Likewise define

$$\Psi^\ell_q(\vec{n}) = \Psi^r_q(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_\sigma(A) - q z_\sigma(B)}{z_\sigma(A) - z_\sigma(B)} \prod_{j=1}^k (1 - z_\sigma(j))^{-n_j}.$$  

We could have just as well defined the right and left eigenfunctions with respect to the operator $\mathcal{H}^\text{bwd}$ (see Remark \[3.8\] for the implications of this). Finally, observe the symmetry of $\Psi^\ell$ and $\Psi^r$ with respect to the space-reflection operator $\mathcal{J}$ expressed via a (different) pairing with left eigenfunctions with respect to a (complex) Plancherel measure. The composition of these transforms is written as $K$:

$$\Psi^\ell_q(\vec{n}) = q^{-\frac{k(k-1)}{2}} C_q(\vec{n}) \Psi^r_q(\vec{n}), \quad (R \Psi^r_q)(\vec{n}) = q^{-\frac{k(k-1)}{2}} C^{-1}_q(\vec{n}) \Psi^\ell_q(\vec{n}).$$  

### 3. Plancherel Formulas

In this section we prove a Plancherel formula (Theorem \[3.7\]) related to the $q$-Boson particle system. We define the transform $\mathcal{F}_q$ in which functions are paired with right eigenfunctions. The (candidate) inverse $\mathcal{F}^{-1}_q$ is defined in terms of nested contour integrals, though can also be expressed via a (different) pairing with left eigenfunctions with respect to a (complex) Plancherel measure. The composition of these transforms is written as $K^q := \mathcal{F}^{-1}_q \mathcal{F}_q$, Theorem \[3.7\] shows that on $\mathcal{W}^k$, $K^q$ acts as the identity operator. The proof of this theorem is quite simple and relies on two steps. In the first step we demonstrate a certain symmetry of $K^q$ and in the second step we use elementary residue considerations and this symmetry to prove that $K^q$ acts as the identity.

A key step in our proof has a history and is sometimes called the **contour shift argument**. In the related continuum delta Bose gas (cf. Section \[7.1\]), Heckman and Opdam \[13\] used a similar approach to prove a Plancherel formula for that system. They, in turn, attribute it to van den Ban and Schlichtkrull \[90\] and ultimately to Helgason, Gangolli and Rozenberg’s argument in the proof of the Plancherel theorem for a Riemannian symmetric space $G/K$ \[15,37\]. It seems, in fact, that the original instance of this argument goes back to Helgason’s 1966 work \[44\].

The other result we prove in this section is a Plancherel formula (Theorem \[3.9\]) which shows that on $\mathcal{C}^k$, $M^q := \mathcal{F}^{-1}_q \mathcal{F}_q$ acts as the identity operator. The proof of this dual Plancherel formula goes through a spectral orthogonality of the eigenfunctions $\Psi^\ell$ and $\Psi^r$ which is given in Proposition \[3.14\].

Combining the Plancherel formula and the dual Plancherel formula leads to the Plancherel isomorphism given in Theorem \[3.11\].

#### 3.1. The $q$-Boson transform and inverse transform

We introduce the $q$-Boson transform and the $q$-Boson inverse transform, as well as the contours $\gamma_1, \ldots, \gamma_k$, and $\gamma, \gamma'$. Recall the definitions of the function spaces $\mathcal{W}^k$ and $\mathcal{C}^k$ from Section \[17.3\].

**Definition 3.1.** The $q$-Boson transform $\mathcal{F}_q$ takes functions $f \in \mathcal{W}^k$ into functions $\mathcal{F}_q f \in \mathcal{C}^k$ via

$$(\mathcal{F}_q f)(\vec{z}) = \langle f, \Psi^\ell_q \rangle_{\mathcal{W}^k}.$$  

Fix any set of positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ chosen so that they all contain 1, so that the $\gamma_A$ contour contains the image of $q$ times the $\gamma_B$ contour for all $B > A$, and so that $\gamma_k$ is a small enough circle around 1 so as not to contain $q$. Let us also fix contours $\gamma$ and $\gamma'$ where $\gamma$ is a positively oriented closed contour which contains 1 and its own image under multiplication by $q$, and $\gamma'$ contains $\gamma$ and is such that for all $z \in \gamma$ and $w \in \gamma'$, $|1 - w| > |1 - z|$. See Figure \[2\] for an illustration of a possible set of such contours.
The (candidate) $q$-Boson inverse transform $J^{q\text{-Boson}}$ takes functions $G \in C^k$ into functions $J^{q\text{-Boson}}G \in W^k$ via

$$
(J^{q\text{-Boson}}G)(\vec{n}) = \oint_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-n_j - 1} G(\vec{z}). \tag{3.1.1}
$$

The composition of the transform and (candidate) inverse transform takes functions $f \in W^k$ into functions $K^{q\text{-Boson}}f \in W^k$ via

$$
(K^{q\text{-Boson}}f)(\vec{n}) = (J^{q\text{-Boson}}F^{q\text{-Boson}}f)(\vec{n}) \tag{3.1.2}
$$

$$
= \oint_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-n_j - 1} \langle f, \Psi^r \rangle_{W^r}.
$$

The composition of the (candidate) inverse transform and the transform takes functions $G \in C^k$ into functions $M^{q\text{-Boson}}G \in C^k$ via

$$
(M^{q\text{-Boson}}G)(\vec{n}) = (F^{q\text{-Boson}}J^{q\text{-Boson}}G)(\vec{z}) \tag{3.1.3}
$$

$$
= \sum_{\vec{n} \in W^k} \Psi^r(\vec{n}) \oint_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-n_j - 1} G(\vec{z}).
$$

Remark 3.2. It is an easy residue calculation to check that $F^{q\text{-Boson}}$ maps $W^k$ into $C^k$ and $J^{q\text{-Boson}}$ maps $C^k$ into $W^k$. It is convenient to work with these function spaces since it avoids certain issues such as showing convergence of the summation defining $F^{q\text{-Boson}}$. We expect (though do not attempt to prove) that the results which we now develop can be shown to hold true with respect to larger function spaces.
The operator $\mathcal{J}^q$-Boson can be written in terms of $\Psi^\ell(\vec{n})$ in two ways.

**Lemma 3.3.** Consider a symmetric function $G : \mathbb{C}^k \rightarrow \mathbb{C}$ and positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ and $\gamma$ such that:

- The contour $\gamma$ is a circle around 1 and 0 which contains the image of $\gamma$ multiplied by $q$;
- For all $1 \leq A < B \leq k$, the interior of $\gamma_A$ contains 1 and the image of $\gamma_B$ multiplied by $q$;
- For all $1 \leq j \leq k$, there exist deformations $D_j$ of $\gamma_j$ to $\gamma$ so that for all $z_1, \ldots, z_j-1, z_{j+1}, \ldots, z_k$ with $z_i \in \gamma$ for $1 \leq i < j$, and $z_i \in \gamma$ for $j < i \leq k$, the function $z_j \mapsto \Delta(\vec{z})G(z_1, \ldots, z_j, \ldots, z_k)$ is analytic in a neighborhood of the area swept out by the deformation $D_j$.

Then,

$$\left(\mathcal{J}^q\text{-Boson} G\right)(\vec{n}) = \oint_\gamma \cdots \oint_\gamma d\mu_{(1)}(\vec{w}) \prod_{j=1}^k \frac{1}{1 - w_j} \Psi^\ell(\vec{n}) G(\vec{w}),$$

where $(1)^k$ is the partition with $k$ ones and $d\mu_\lambda$ is defined in (1.1.2).

**Proof.** Due to the hypothesis on $G$ and the contours, the nested contours in (3.1.1) can be sequentially (starting with $\gamma_1$ to $\gamma_k$) deformed to the single contour $\gamma$ without changing the value of the integral. Since all contours are now the same, we may symmetrize the integrand. Towards this end we rewrite the product

$$\prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} = \prod_{1 \leq A \neq B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{1 \leq B \neq A \leq k} \frac{z_A - qz_B}{z_A - z_B}$$

where the first product on the right-hand side is symmetric. The eigenfunction $\Psi^\ell(\vec{n})$ comes from this symmetrization, and the Cauchy determinant identity yields the term $d\mu_{(1)^k}(\vec{z})$, thus completing the proof. 

It is useful (especially for later asymptotic purposes) to also record how the operator $\mathcal{J}^q$-Boson can be expressed in terms of contour integrals along the single contour $\gamma_k$. The proof of this result is more involved that that above, and given in the appendix.

**Lemma 3.4.** Consider a symmetric function $G : \mathbb{C}^k \rightarrow \mathbb{C}$ and positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ such that:

- The contour $\gamma_k$ is a circle around 1 and small enough so as not to contain $q$;
- For all $1 \leq A < B \leq k$, the interior of $\gamma_A$ contains 1 and the image of $\gamma_B$ multiplied by $q$;
- For all $1 \leq j \leq k$, there exist deformations $D_j$ of $\gamma_j$ to $\gamma_k$ so that for all $z_1, \ldots, z_j-1, z_{j+1}, \ldots, z_k$ with $z_i \in \gamma_i$ for $1 \leq i < j$, and $z_i \in \gamma_k$ for $j < i \leq k$, the function $z_j \mapsto \Delta(\vec{z})G(z_1, \ldots, z_j, \ldots, z_k)$ is analytic in a neighborhood of the area swept out by the deformation $D_j$.

Then,

$$(\mathcal{J}^q\text{-Boson} G)(\vec{n}) = \sum_{\lambda \vdash k} \oint_{\gamma_k} \cdots \oint_{\gamma_k} d\mu_{\lambda}(\vec{w}) \ell(\lambda) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_\lambda} \Psi^\ell(\vec{n}) G(\vec{w} \circ \lambda),$$

where the definition of the notation $\vec{w} \circ \lambda$, and $(w_j; q)_\lambda$ is given in Section 1.3, and where $d\mu_\lambda$ is defined in (1.1.2).

**Proof.** This lemma follows immediately from Proposition 3.4.

It follows from Lemma 3.3 that for $f \in W^k$

$$(\mathcal{K}^q\text{-Boson} f)(\vec{n}) = \oint_{\gamma} \cdots \oint_{\gamma} d\mu_{(1)^k}(\vec{w}) \prod_{j=1}^k \frac{1}{1 - w_j} \Psi^\ell(\vec{n}) \langle f, \Psi^\ell(\vec{w}) \rangle_{W^k}, \quad (3.1.4)$$
and likewise it follows from Lemma 3.4 that
\[(K_{q\text{-Boson}} f)(\vec{\nu}) = \sum_{\lambda \vdash \nu} \int_{\gamma_k} \cdots \int_{\gamma_k} d\mu(\vec{w}) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_{\lambda_j}} \langle \Psi^{\nu}_{\lambda_0}(\vec{w}), \langle f, \Psi^{\nu}_{\lambda_0} \rangle_{\mathcal{W}} \rangle.
\]

**Definition 3.5.** Define the (symmetric) bilinear pairing \(\langle \cdot, \cdot \rangle_{\mathcal{C}}\) on functions \(F, G \in \mathcal{C}^k\) via
\[
\langle F, G \rangle_{\mathcal{C}} = \int_{\gamma_k} \cdots \int_{\gamma_k} d\mu(\vec{w}) \prod_{j=1}^{k} \frac{1}{1-w_j} F(\vec{w}) G(\vec{w})
\]

\[
= \sum_{\lambda \vdash \nu} \int_{\gamma_k} \cdots \int_{\gamma_k} d\mu(\vec{w}) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_{\lambda_j}} F(\vec{w} \circ \lambda) G(\vec{w} \circ \lambda).
\]

The equivalence of the two expressions on the right-hand sides above is due to Lemmas 3.3 and 3.4. Furthermore they imply that we can write
\[(J_{q\text{-Boson}} G)(\vec{\nu}) = \langle \Psi^{\nu}, G \rangle_{\mathcal{C}},
\]
where \(\Psi^{\nu}\) is the function which maps \(\vec{z} \mapsto \Psi^{\nu}(\vec{z})\).

**Remark 3.6.** The operator \(J_{q\text{-Boson}}\) applied to \(G\) amounts to integrating \(\Psi^{\nu}_z(\vec{z}) G(\vec{z})\) against a measure which is supported on a disjoint sum of subspaces (or contours and strings of specializations) indexed by \(\lambda \vdash \nu\). This measure may be called the Plancherel measure, though it is most certainly complex valued. This should be compared to the case of the Heisenberg XXZ quantum spin chain on \(\mathbb{Z}\) [3, 4, 42], or the continuum delta Bose gas [69, 43] in which the underlying Hamiltonian is Hermitian and the Plancherel measure is positive, and where one can hope to prove \(L^2\) isometries with respect to this measure.

### 3.2. Main results

We may now state and prove the main results of this work.

**Theorem 3.7.** The \(q\)-Boson transform \(F_{q\text{-Boson}}\) induces an isomorphism between the space \(\mathcal{W}^k\) and its image with inverse given by \(J_{q\text{-Boson}}\). Equivalently, \(K_{q\text{-Boson}}\) acts as the identity operator on \(\mathcal{W}^k\).

**Proof.** In order to prove this theorem we must show that on functions in \(\mathcal{W}^k\) the operator \(K_{q\text{-Boson}} = \text{Id}\). Before proving that we show the following property (which follows from the PT-invariance of the eigenfunctions, cf. Remark 2.3) of \(K_{q\text{-Boson}}\): For any functions \(f, g \in \mathcal{W}^k\),
\[\langle K_{q\text{-Boson}} f, g \rangle_{\mathcal{W}} = \langle f, (C_q R)^{-1} K_{q\text{-Boson}} (C_q R g) \rangle_{\mathcal{W}}.\]

In order to prove this claim we utilize the formula (3.1.4) for \(K_{q\text{-Boson}} f(\vec{z})\) (we could just as well use (3.1.5) instead with immediately modifications to the next set of equations). From this as well as (1.3.1) and (2.4.4) it follows that
\[
\langle K_{q\text{-Boson}} f, g \rangle_{\mathcal{W}} = \int_{\gamma_k} \cdots \int_{\gamma_k} d\mu(\vec{w}) \prod_{j=1}^{k} \frac{1}{1-w_j} \langle \Psi^{\nu}_{\lambda_0}(\vec{w}), \langle f, \Psi^{\nu}_{\lambda_0} \rangle_{\mathcal{W}} \rangle.
\]

\[
= \int_{\gamma_k} \cdots \int_{\gamma_k} d\mu(\vec{w}) \prod_{j=1}^{k} \frac{1}{1-w_j} \langle q^{(k-1)/2} C_q \Psi^{\nu}_{\lambda_0}, R g \rangle_{\mathcal{W}} \langle f, q^{-k/2} C_q^{-1} \Psi^{\nu}_{\lambda_0} \rangle_{\mathcal{W}}
\]

\[
= \int_{\gamma_k} \cdots \int_{\gamma_k} d\mu(\vec{w}) \prod_{j=1}^{k} \frac{1}{1-w_j} \langle \Psi^{\nu}_{\lambda_0}, C_q^{-1} R f \rangle_{\mathcal{W}} \langle C_q R g, \Psi^{\nu}_{\lambda_0} \rangle_{\mathcal{W}}
\]

\[
= \langle C_q^{-1} R f, K_{q\text{-Boson}} (C_q R g) \rangle_{\mathcal{W}}.
\]
Moving the $C_q^{-1} R$ operator to the right-hand side and using the fact that $R = R^{-1}$, yields (3.2.1). We now show that for any $\vec{x} \in \mathbb{W}^k$, if $f(\vec{n}) = 1_{\vec{n} = \vec{x}}$ then for $\vec{y} \in \mathbb{W}^k$

$$(K_{q\text{-Boson}} f)(\vec{y}) = 1_{\vec{y} = \vec{x}}.$$

This claim (which by linearity of $K_{q\text{-Boson}}$ completes the proof of the theorem) is shown in two parts: First we show that $(K_{q\text{-Boson}} f)(\vec{y})$ is zero unless $\vec{y} = \vec{x}$, and then we compute the value of $(K_{q\text{-Boson}} f)(\vec{x})$.

Let $g(\vec{n}) = 1_{\vec{n} = \vec{y}}$. Then showing the first part is equivalent to showing that $\langle K_{q\text{-Boson}} f, g \rangle_{\mathcal{W}}$ may only be non-zero if $\vec{y} = \vec{x}$. With these choices for $f$ and $g$ we have that

$$\langle K_{q\text{-Boson}} f, g \rangle_{\mathcal{W}} = \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-y_j - 1} \Psi_{\vec{x}}^r(\vec{x}).$$

Since we may (without crossing poles) expand the $\gamma_1$ contour to infinity, the integral in $z_1$ can be evaluated by taking the residue at $z_1 = \infty$. From this and the definition of $\Psi^r$ we find that this integral may be non-zero only if $y_1 \leq x_1$. On the other hand, by (3.2.1),

$$\langle K_{q\text{-Boson}} f, g \rangle_{\mathcal{W}} = \langle f, (C_q R)^{-1} K_{q\text{-Boson}} (C_q R g) \rangle_{\mathcal{W}}$$

$$= C_q(\vec{y}) \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{x_k - j + 1 - 1} \Psi_{\vec{x}}^r(-y_k, \ldots, -y_1).$$

Since we may (without crossing poles) shrink the $\gamma_1$ contour to 1, the integral in $z_k$ can be evaluated by taking the residue at $z_k = 1$. From this and the definition of $\Psi^r$ we find that this integral may be non-zero only if $x_1 \leq y_1$.

Combining the above two observations, we find that for $\langle K_{q\text{-Boson}} f, g \rangle_{\mathcal{W}}$ to be non-zero, we must have $x_1 = y_1$. Now assuming that $x_1 = y_1$, we may evaluate the residue at $z_1 = \infty$ in (3.2.2) and proceed to expand (without crossing poles) the $\gamma_2$ contour to infinity. From this we find that this integral may be non-zero only if $y_2 \leq x_2$. Likewise, we may evaluate the residue at $z_k = 1$ in (3.2.3) and proceed to shrink the $\gamma_{k-1}$ contour to 1. From this we find that this integral may be non-zero only if $x_2 \leq y_2$. Thus $x_2 = y_2$. Proceeding in this manner we arrive at the first part of the claim, that $(K_{q\text{-Boson}} f)(\vec{y})$ is zero unless $\vec{y} = \vec{x}$.

Now we evaluate $(K_{q\text{-Boson}} f)(\vec{x})$. Observe that by sequentially deforming the contours $\gamma_1$ through $\gamma_k$ to infinity, we find that

$$(K_{q\text{-Boson}} f)(\vec{x}) = C_q^{-1}(\vec{x})(-1)^k \times \prod_{z_k = \infty} \prod_{z_1 = \infty} \cdots \sum_{\sigma \in S_k} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-x_j + x_{\sigma^{-1}(j)} - 1}.$$
Owing to this decomposition (and the fact that for such \( \sigma, x_j = x_{\sigma^{-1}(j)} \)) we may rewrite

\[
\sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (1 - z_j)^{-x_j + x_{\sigma^{-1}(j)} - 1} = \prod_{j=1}^{k} \frac{1}{1 - z_j} \left( \prod_{i=1}^{M} \sum_{\sigma_1 \in S(\ell, i)} \prod_{1 \leq A, B \leq k} \frac{z_{\sigma_1(A)} - q^{-1}z_{\sigma_1(B)}}{z_{\sigma_1(A)} - z_{\sigma_1(B)}} \right) \left( \prod_{1 \leq j < i \leq M} \frac{z_A - q^{-1}z_B}{z_A - z_B} \right).
\]

Note the identity [59, III.1(1.4)] that for any \( m \geq 1, \)

\[
\sum_{\sigma \in S_m} \prod_{1 \leq B \leq A \leq m} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} = m!_q.
\]

(3.2.4)

It follows from the above identity that

\[
(K_q^{q-\text{Boson}} f)(\vec{x}) = C_q^{-1}(\vec{x})(-1)^k \times \prod_{i=1}^{M} (c_i)_q^{-1} \text{Res}_{z_k = \infty} \cdots \text{Res}_{z_1 = \infty} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^{k} \frac{1}{1 - z_j} \prod_{1 \leq j < i \leq M} \frac{z_A - q^{-1}z_B}{z_A - z_B}.
\]

(3.2.5)

The residue is now easily computed since the expression has simple poles at \( \infty \) coming from the \((1 - z_j)^{-1}\) terms: It equals

\[
(-1)^k \lim_{z_k \to \infty} \cdots \lim_{z_1 \to \infty} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{1 \leq j < i \leq M} \frac{z_A - q^{-1}z_B}{z_A - z_B}.
\]

(3.2.6)

The limit of the first product is 1 due to the order in which the limits are taken. For the second multiplicative term, since \( j < i \) it implies that \( B < A \), each factor of \( \frac{z_A - q^{-1}z_B}{z_A - z_B} \) limits to \( q^{-1} \). For each \( j < i \) there are a total of \( c_i c_j \) such factors. Thus (3.2.6) is equal to

\[
(-1)^k \prod_{i=1}^{M} (c_i)_q^{-1} \prod_{1 \leq j < i \leq M} q^{-c_i c_j}.
\]

Note that \( (c)_q^{-1} = q^{-\frac{(q^{-1}-1)}{2}} (c)_q \) and, since \( k = \sum_{i=1}^{M} c_i \), that

\[
\prod_{i=1}^{M} q^{-\frac{c_i(c_i-1)}{2}} \prod_{1 \leq j < i \leq M} q^{-c_i c_j} = q^{-k(k-1)}.
\]

Combining these observations with (3.2.5) shows that \( (K_q^{q-\text{Boson}} f)(\vec{x}) = 1 \), and thus completes the proof of the theorem.

\[\square\]

Remark 3.8. The fact that \( K_q^{q-\text{Boson}} = \text{Id} \) obviously implies that

\[
(C_q R)^{-1} K_q^{q-\text{Boson}} C_q R = \text{Id}\]

(3.2.7)

as well. This alternative form of the Plancherel formula effectively switches the roles of \( \Psi^\ell \) and \( \Psi^r \).

We turn now to a dual Plancherel formula.
**Theorem 3.9.** The inverse q-Boson transform $\mathcal{J}_{q-Boson}$ induces an isomorphism between the space $\mathcal{C}^k$ and its image with inverse given by $\mathcal{F}_{q-Boson}$. Equivalently, $\mathcal{M}^{q-Boson}$ acts as the identity operator on $\mathcal{C}^k$.

**Proof.** Observe that for any $G \in \mathcal{C}^k$, $(\mathcal{M}^{q-Boson}G)(\vec{z})$ can be written (due to Lemma 3.3) as

$$
(\mathcal{M}^{q-Boson}G)(\vec{z}) = \sum_{\vec{n} \in \mathbb{W}^k} \Psi^r_{\vec{z}, \vec{n}}(\vec{n}) \prod_{j=1}^{k} \frac{1}{1-w_j} \Psi^l_{\vec{w}^j}(\vec{n}) G(\vec{w}).
$$

Thus it suffices to prove that the right-hand side above is equal to $G(\vec{z})$.

Towards this aim, consider any complex valued Laurent polynomial $F(\vec{z})$ in the variables $1-z_1, \ldots, 1-z_k$. In order to finish the proof of the lemma it suffices to show the following integrated version holds for all such $F$:

$$
\oint_{\gamma} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma} \frac{dz_k}{2\pi i} \frac{\Delta(\vec{w})^2}{\prod_{A \neq B} (w_A - qw_B)} \prod_{j=1}^{k} \frac{1}{1-w_j} \Psi^r_{\vec{w}^j}(\vec{n}) G(\vec{w}).
$$

From the Cauchy determinant identity

$$
d\mu_{(1)^k}(\vec{w}) = (-1)^{\frac{k(k-1)}{2}} \prod_{j=1}^{k} \frac{\Delta(\vec{w})^2}{\prod_{A \neq B} (w_A - qw_B)} \prod_{j=1}^{k} \frac{1}{1-w_j} \Psi^r_{\vec{w}^j}(\vec{n}) G(\vec{w}).
$$

Interchanging the $\vec{z}$ integration and $\vec{n}$ summation the right-hand side of (3.2.9) can be brought to

$$
(-1)^{\frac{k(k-1)}{2}} \sum_{\vec{n} \in \mathbb{W}^k} \oint_{\gamma} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma} \frac{dz_k}{2\pi i} \oint_{\gamma} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma} \frac{dw_k}{2\pi i} \frac{\Delta(\vec{w}) \Delta(\vec{\bar{w}})}{\prod_{A \neq B} (w_A - qw_B)} \prod_{j=1}^{k} \frac{1}{1-w_j} \Psi^r_{\vec{z}, \vec{n}}(\vec{n}) \Psi^l_{\vec{w}^j}(\vec{n}) F(\vec{w}) G(\vec{\bar{w}})
$$

$$
= \oint_{\gamma} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma} \frac{dw_k}{2\pi i} F(\vec{w}) \frac{1}{k!} \sum_{\sigma \in S_k} G(\sigma \vec{w}) = \oint_{\gamma} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma} \frac{dw_k}{2\pi i} F(\vec{w}) G(\vec{\bar{w}}).
$$

The equality between the first and second lines is an application of Proposition 3.14 (given below and proved independently in Section 6). This matches the left-hand side of (3.2.9) and completes the proof of this theorem. \(\Box\)

**Remark 3.10.** It should be possible to extend the dual Plancherel formula to more degenerate classes of functions such as those of the form $G(\vec{z} \circ \lambda)$ where $\lambda \vdash k$ and $\vec{z}$ has $\ell(\lambda)$ variables. In this direction we conjecture that the following holds when the contour $\gamma$ and class of functions is chosen suitably:

$$
G(\vec{z} \circ \lambda) = \sum_{\vec{n} \in \mathbb{W}^k} \Psi^r_{\vec{z} \circ \lambda}(\vec{n}) \oint_{\gamma} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma} \frac{dw_k}{2\pi i} d\mu_{\lambda}(\vec{w}) \prod_{j=1}^{\ell} \frac{1}{(w_j, q)_{\lambda_j}} \Psi^l_{\vec{w}^j \circ \lambda}(\vec{n}) G(\vec{w} \circ \lambda).
$$

This result is related to the conjectured spectral orthogonality given in Remark 3.15.

We may combine Theorems 3.7 and 3.9 we arrive to the following result.

**Theorem 3.11.** The $q$-Boson transform $\mathcal{F}_{q-Boson}$ induces an isomorphism between $\mathcal{W}^k$ and $\mathcal{C}^k$ with inverse given by $\mathcal{J}_{q-Boson}$. Moreover, for any $f, g \in \mathcal{W}^k$

$$
\langle f, g \rangle_{\mathcal{W}} = \langle \mathcal{F}_{q-Boson}(Pf), \mathcal{F}_{q-Boson}g \rangle_{\mathcal{C}},
$$

(3.2.11)
and for any $F, G \in \mathcal{C}^k$

$$\langle \mathcal{P}^{-1}(\mathcal{J}^q\text{-Boson} F), \mathcal{J}^q\text{-Boson} G \rangle_{W^k} = \langle F, G \rangle_{\mathcal{C}}. \quad (3.2.12)$$

Here $\mathcal{P} : W^k \rightarrow W^k$ is defined via its action $(\mathcal{P}g)(\vec{n}) = (-1)^k C_q(\vec{n})(Rg)(\vec{n})$ and is the operator which maps right eigenfunctions to left eigenfunctions.

**Proof.** The isomorphism follows immediately by combining Theorems 3.7 and 3.9. To show $(3.2.11)$ and $(3.2.12)$ consider an arbitrary $g \in W^k$, and let $1_{\vec{m}} \in W^k$ (for $\vec{m} \in \mathbb{N}^k$) be the function $1_{\vec{m}}(\vec{n}) = 1_{\vec{m} = \vec{n}}$. Also, let $\Psi^\ell(\vec{n}) \in \mathcal{C}^k$ be the function $\Psi^\ell(\vec{n})(\vec{z}) = \Psi^\ell_\vec{z}(\vec{n})$. Then,

$$\langle \Psi^\ell(\vec{m}), (\mathcal{J}^q\text{-Boson} g) \rangle_{\mathcal{C}} = \langle \mathcal{J}^q\text{-Boson} \mathcal{J}^q\text{-Boson} g(\vec{m}) \rangle = g(\vec{m}) = \langle 1_{\vec{m}}, g \rangle_{W^k}.$$ 

The first equality follows from Definition 3.5 as well as Lemma 3.4. The second equality follows from Theorem 3.7 and the final equality follows immediately from the definition of the bilinear pairing. Any function $f \in W^k$ is a (finite) linear combination of the functions $1_{\vec{m}}$ (over $\vec{m} \in \mathbb{N}^k$), hence the desired result $(3.2.11)$ follows by linearity of the bilinear pairings and the fact that $\mathcal{P}\Psi^\ell(\vec{m}) = \Psi^\ell(\vec{m})$.

The result $(3.2.12)$ follows due to an application of Theorem 3.9 $\Box$.

Theorem 3.7 has two immediate corollaries. The first (Corollary 3.12) is the completeness of the coordinate Bethe ansatz for the $q$-Boson particle system (with respect to a certain complex Plancherel measure), and the second (Corollary 3.13) is the orthogonality of $\Psi^\ell_\vec{z}(\vec{n})$ and $\Psi^\ell_{\vec{z}'}(\vec{m})$ when integrated against the Plancherel measure. We call this a spatial orthogonality since it corresponds to an orthogonality in the variables $\vec{n}$.

There is a second orthogonality which we call spectral as it is in the variables $\vec{z}$. The spectral orthogonality (given as Proposition 3.14 below) is not a consequence of Theorem 3.7 and, as we have just seen, is the main input in the proof of the dual Plancherel formula of Theorem 3.9. It follows by taking $\epsilon = 1$ in Proposition 3.2 which, in turn, is proved by ultimately appealing to the Cauchy-Littlewood identity for Hall-Littlewood symmetric polynomials.

For what follows, recall the contours $\gamma_1, \ldots, \gamma_k, \gamma'$ from Definition 3.1.

### 3.3. Completeness

**Corollary 3.12.** Any function $f \in W^k$ can be expanded as

$$f(\vec{n}) = \sum_{\lambda \vdash k} \int_{\gamma_1} \cdots \int_{\gamma_k} \mu_\lambda(\vec{w}) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_{\lambda_j}} \Psi^\ell_{\vec{w}_\lambda}(\vec{n}) \langle f, \Psi^\ell_{\vec{w}_\lambda} \rangle_{W^k}, \quad (3.3.1)$$

and also as

$$f(\vec{n}) = \sum_{\lambda \vdash k} \int_{\gamma_1} \cdots \int_{\gamma_k} \mu_\lambda(\vec{w}) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_{\lambda_j}} \Psi^r_{\vec{w}_\lambda}(\vec{n}) \langle f, \Psi^r_{\vec{w}_\lambda} \rangle_{W^k}. \quad (3.3.2)$$

**Proof.** The expansion in $(3.3.1)$ follows from applying $\mathcal{J}^q\text{-Boson}$ to the function $f$. On the one hand, Theorem 3.7 shows that this returns $f$, while $3.1.5$ provides the above expansion.

The expression in $(3.3.2)$ comes from the previous expansion as well as the relations $(2.4.2)$. Equivalently, it is related to the expansion of the nested contour integral corresponding to the left-hand side of $(3.2.11)$.

Due to Lemma 3.9 we also have the expansion

$$f(\vec{n}) = \int_{\gamma} \cdots \int_{\gamma} d\mu_1(\vec{w}) \prod_{j=1}^{k} \frac{1}{1 - w_j} \Psi^\ell_{\vec{w}}(\vec{n}) \langle f, \Psi^r_{\vec{w}} \rangle_{W^k},$$

and similarly when $r$ and $\ell$ are switched.
3.4. Biorthogonality. The following spatial orthogonality is also an immediate consequence of the Plancherel formula.

Corollary 3.13. For \( \tilde{n}, \tilde{m} \in \mathbb{W}^k \), regarding \( \Psi^{\ell}(\tilde{n}) \) and \( \Psi^{\ell}(\tilde{m}) \) as functions \((\Psi^{\ell}(\tilde{n})) (\tilde{z}) = \Psi^{\ell}_{\tilde{z}}(\tilde{n})\) and \((\Psi^{\ell}(\tilde{m})) (\tilde{z}) = \Psi^{\ell}_{\tilde{z}}(\tilde{m})\) we have that

\[
(\Psi^{\ell}(\tilde{n}), \Psi^{\ell}(\tilde{m}))_{\mathcal{C}} = 1_{\tilde{n} = \tilde{m}}.
\]

Proof. This follows by applying (3.3.1) to the function \( f(\tilde{n}) = 1_{\tilde{n} = \tilde{m}} \).

The following spectral orthogonality does not seem to follow from the Plancherel formula (Theorem 3.7). It is, in fact, the key input in proving the dual Plancherel formula (Theorem 3.9), so we provide an independent proof of it. The spaces of functions with which we deal are more general than necessary for the dual Plancherel formula.

Proposition 3.14. Consider a function \( F(\tilde{z}) \) such that for \( M \) large enough, \( \prod_{i=1}^{k} (1 - z_i)^{-\frac{M}{2}} \Delta(\tilde{z}) F(\tilde{z}) \) is analytic in the closed exterior of \( \gamma \), and consider another function \( G(\tilde{w}) \) such that \( \Delta(\tilde{w}) G(\tilde{w}) \) is analytic in the closed region between \( \gamma \) and \( \gamma' \). Then we have that

\[
\begin{align*}
\sum_{\tilde{n} \in \mathbb{W}^k} & \left( \oint_{\gamma} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma} \frac{dz_k}{2\pi i} \Psi^{\ell}_{\tilde{z}}(\tilde{n}) \Delta(\tilde{z}) F(\tilde{z}) \left( \oint_{\gamma} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma} \frac{dw_k}{2\pi i} \Psi^{\ell}_{\tilde{w}}(\tilde{n}) \Delta(\tilde{w}) G(\tilde{w}) \right) \right) \\
= & \oint_{\gamma} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma} \frac{dw_k}{2\pi i} (-1)^{\frac{k}{2}} \prod_{j=1}^{k} (1 - w_j) \prod_{A \neq B} \left( z_A - q z_B \right) \sum_{\sigma \in S_k} \text{sgn}(\sigma) F(\sigma \tilde{w}) G(\tilde{w}).
\end{align*}
\]

Proof. This is the \( \epsilon = 1 \) case of Proposition 3.2.

Remark 3.15. The above identity may be formally rewritten as

\[
\begin{align*}
(\Psi^{\ell}_{\tilde{w}}, \Psi^{\ell}_{\tilde{z}})_{\mathcal{W}} \Delta(\tilde{z}) \Delta(\tilde{w}) = (-1)^{\frac{k}{2}} \prod_{j=1}^{k} (1 - z_j) \prod_{A \neq B} \left( z_A - q z_B \right) \det \left[ \delta_{z_i, w_j} \right]_{i,j=1}^{k} (3.4.1)
\end{align*}
\]

where \( \delta_{z, w} \) is the Dirac delta function for \( z = w \). Owing to (3.2.10), this can be further (even more formally) rewritten as

\[
(\Psi^{\ell}_{\tilde{w}}, \Psi^{\ell}_{\tilde{z}})_{\mathcal{W}} = \det \left[ \delta_{z_i, w_j} \right]_{i,j=1}^{k} \prod_{i=1}^{k} \frac{1}{1 - z_i} \frac{dz_i}{d \mu(1z_i)}.
\]

It is natural to try to extend the above spectral orthogonality to all eigenfunctions which arise in the completeness results of Corollary 3.12. This prompts the conjecture that for any two partitions \( \lambda, \mu \vdash k \), if \( \tilde{z} = \tilde{z} \circ \lambda \) and \( \tilde{w} = \tilde{w} \circ \mu \) (for \( \tilde{z} \) of length \( \ell(\lambda) \) and \( \tilde{w} \) of length \( \ell(\mu) \)) then

\[
(\Psi^{\ell}_{\tilde{w}}, \Psi^{\ell}_{\tilde{z}})_{\mathcal{W}} \Delta(\tilde{z}) \Delta(\tilde{w}) = 1_{\lambda, \mu} (-1)^{\frac{k}{2}} \prod_{j=1}^{k} (1 - z_j) \prod_{A \neq B} \left( z_A - q z_B \right) \det \left[ \delta_{z_i, w_j} \right]_{i,j=1}^{k} (3.4.2)
\]

where the product \( \prod_{A \neq B} \left( z_A - q z_B \right) \) means that we omit factors that are zero (by virtue of the definitions of \( \tilde{z} \) and \( \tilde{w} \)). Presumably, the above formal identity should be understood in a similar manner as Proposition 3.14. Note that the above may be expressed via \( d \mu(\tilde{w}) \) owing to the fact that

\[
d \mu(\tilde{w}) = (-1)^{\frac{k}{2}} \prod_{A \neq B} \frac{1}{z_A - q z_B} = \frac{\Delta(\tilde{w}) \circ \lambda}{\Delta(\tilde{w}) \circ \lambda}_{A \neq B} \prod_{j=1}^{\ell(\lambda)} \frac{dw_j}{2\pi i}.
\]
In particular, for \( k = 2 \), we expect that
\[
\sum_{n_1 \geq n_2} \Psi_{z',qz'}^r(n_1,n_2)\Psi_{w',qw'}^r(n_1,n_2)(z' - qz')(w' - qw') = -(1 - z')(1 - qz')(z' - q^2z')\delta_{z',w'}.
\]

Note that in the determinant \( \det[\delta_{z_i,w_j}]_{i,j=1}^2 \), only one summand survives, namely, \( \delta_{z',w'}\delta_{qz',qw'} = \delta_{z',w'} \). We have checked the above \( k = 2 \) version of the conjecture for test functions of the form \( F(z_1,z_2) = \prod_{i=1}^2(1 - z_i)^{m_i} \) and \( G(w_1,w_2) = \prod_{i=1}^2(1 - w_i)^{r_i} \). For such functions, any integration contours which enclose 1 suffice (since there is only a pole at 1 to consider).

### 4. Applications of Plancherel Formulas

In this section we show how the Plancherel formula (in particular the completeness result of Corollary 3.12) provides means to solve the Kolmogorov backward and forward equations for the \( q \)-Boson particle system. In the case of the backward equation in Section 4.3, we explain how, through a duality with another particle system called Boson particle system. In the case of the backward equation in Section 4.3 we explain how, through a duality with another particle system called \( q \)-TASEP, this enables us to calculate exact formulas for expectations of certain observables of \( q \)-TASEP with general initial data (thus extending special cases of initial data studied earlier in [10, 17]). This should be thought as parallel to the work of Dotsenko [31] and Calabrese, Le Doussal and Rosso [22] in which they use the eigenfunction decomposition of the delta Bose gas to calculate exact formulas for joint moments of the solution of the stochastic heat equation (cf. Section 7.1).

#### 4.1. Solving the backward and forward equations

The Kolmogorov backward and forward equations can be readily solved when the initial data is expressed as a sum over eigenfunctions. The Plancherel formula (specifically the completeness result of Corollary 3.12) provides such a decomposition. For the forward generator \( \Psi_z^r(\bar{n}) \) is the right eigenfunction, whereas for the backward generator \( \Psi_z^f(\bar{n}) \) is the right eigenfunction. The following solutions of the backward and forward equations for general (compactly supported) initial data are consequences of Corollary 3.12.

**Corollary 4.1.** For any \( f_0 \in \mathcal{W}^k \) the backward equation
\[
\frac{d}{dt} f(t;\bar{n}) = (\mathcal{H}_{\text{bwd}} f)(t;\bar{n})
\]
with \( f(0;\bar{n}) = f_0(\bar{n}) \) is uniquely solved by
\[
f(t;\bar{n}) = \left( e^{t\mathcal{H}_{\text{bwd}}} f_0 \right)(\bar{n}) = \sum_{\lambda \vdash k} \int_{\gamma_k} \cdots \int_{\gamma_k} \prod_{j=1}^k \mu(\bar{w}) d\mu(\bar{w}) e^{tE(\bar{w} \circ \lambda)} \Psi_{\bar{w} \circ \lambda}^f(\bar{n}) \langle f_0, \Psi_{\bar{w} \circ \lambda}^r \rangle_{\mathcal{W}}
\]
\[
= \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-n_j-1} e^{tE(\bar{z})} \langle f_0, \Psi_{\bar{z}}^r \rangle_{\mathcal{W}} \tag{4.1.1}
\]
where \( E(\bar{z}) = (q - 1)(z_1 + \cdots + z_k) \) and where the contours \( \gamma_1, \ldots, \gamma_k \) are as in Definition 3.7.

**Proof.** The uniqueness of solutions to the backward equation with initial data in \( \mathcal{W}^k \) is evident because of the triangular nature of the generator \( \mathcal{H}_{\text{bwd}} \). From Definition 2.12 and Proposition 2.10 \( \Psi_{\bar{w} \circ \lambda}^f \) is a right eigenfunction for \( \mathcal{H}_{\text{bwd}} \) with eigenvalue \( E(\bar{w} \circ \lambda) \). This implies that the right-hand side of the first line of (4.1.1) solves the desired backward equation. The fact that it satisfies the initial data follows from Corollary 3.12 equation (3.3.1). The equivalence of the first and second lines of (4.1.1) is a consequence of Proposition 7.3 (see also Lemma 3.4).
Corollary 4.2. For any \( f_0 \in \mathcal{W}^k \) the forward equation

\[
\frac{d}{dt} f(t; \vec{n}) = (\mathcal{H}^\text{fwd}) f(t; \vec{n})
\]

with \( f(0; \vec{n}) = f_0(\vec{n}) \) is uniquely solved by

\[
f(t; \vec{n}) = (e^{t\mathcal{H}^\text{fwd}} f_0)(\vec{n}) = \sum_{\lambda=0}^{\infty} \sum_{k} \int_{\gamma_k} \cdots \int_{\gamma_k} \mathcal{F}_\lambda(\tilde{\omega}) \prod_{j} \frac{1}{(\tilde{\omega}_j; q)_{\lambda_j}} e^{tE(\tilde{\omega}; \lambda)} \Psi^r_{\tilde{\omega}; \lambda}(\vec{n}) \langle \Psi^l_{\tilde{\omega}; \lambda}, f_0 \rangle_{\mathcal{W}} \tag{4.1.2}
\]

where \( E(\tilde{\omega}) = (q-1)(z_1 + \cdots + z_k) \) and the contours \( \gamma_1, \ldots, \gamma_k \) are as in Definition 3.1.

Proof. This is proved in the same manner as Corollary 4.1 with the replacements of \( \mathcal{H}^\text{bwd} \) with \( \mathcal{H}^\text{fwd} \) and \( \Psi^r_{\tilde{\omega}; \lambda} \) with \( \Psi^l_{\tilde{\omega}; \lambda} \). The initial data is satisfied by virtue of Corollary 3.12, equation (3.3.2). \( \square \)

4.2. Transition probabilities. The Kolmogorov forward equation governs the evolution of the transition probabilities of a Markov process. In particular, for the \( q \)-Boson particle system \( \vec{n}(t) \) (recall from Section 2.1) define

\[
P_{\vec{y}}(t; \vec{x}) = \mathbb{P}(\vec{n}(t) = \vec{x} | \vec{n}(0) = \vec{y}),
\]

for \( \vec{x}, \vec{y} \in \mathbb{W}^k \) and \( t \geq 0 \). Then \( P_{\vec{y}}(t; \vec{x}) \) solves the Kolmogorov forward equation

\[
\frac{d}{dt} P_{\vec{y}}(t; \vec{x}) = (\mathcal{H}^\text{fwd} P_{\vec{y}})(t; \vec{x}), \quad P_{\vec{y}}(0; \vec{x}) = 1_{\vec{x} = \vec{y}},
\]

where \( \mathcal{H}^\text{fwd} \) (Definition 2.1) acts in the \( \vec{x} \) variables.

We may directly utilize Corollary 4.2 to show:

Corollary 4.3. The \( q \)-Boson particle system transition probability \( P_{\vec{y}}(t; \vec{x}) \) from initial state \( \vec{y} \in \mathbb{W}^k \) to terminal state \( \vec{x} \in \mathbb{W}^k \) in time \( t \geq 0 \) is given by both the right-hand side of the first and second line of (4.1.2) with \( f_0(\vec{n}) = 1_{\vec{n} = \vec{y}} \).

This result may be compared to Tracy-Widom’s ASEP transition probability formulas [31]. Those formulas involve \( k! \), \( k \)-fold contour integrals. With some additional work, the above result (which is a single \( k \)-fold nested contour integral) can be brought closer to this form. In fact, in work of Korhonen-Lee [54] posted soon after the present work was first post, the authors utilize the Tracy-Widom approach to arrive directly at such a formulas as indicated above. In a companion paper [16] we develop parallel results for ASEP and the Heisenberg XXZ quantum spin chain and remark on the relationship to Tracy-Widom’s work on ASEP.

4.3. Nested contour integral formulas for \( q \)-TASEP. The Kolmogorov backward equation governs the evolution of the expectation of functions of a Markov process. In particular, for the \( q \)-Boson particle system \( \vec{n}(t) \) and a function \( f_0 : \mathbb{W}^k \rightarrow \mathbb{R} \), we define

\[
h(t; \vec{n}) = \mathbb{E} [f_0(\vec{n}(t)) | \vec{n}(0) = \vec{n}],
\]

which always stays well-defined (at least for bounded functions \( f_0 \)). Then \( h(t; \vec{n}) \) solves the Kolmogorov backward equation

\[
\frac{d}{dt} h(t; \vec{n}) = \mathcal{H}^\text{bwd} h(t; \vec{n}), \quad h(0; \vec{n}) = f_0(\vec{n}),
\]

where \( \mathcal{H}^\text{bwd} \) (Definition 2.1) acts in the \( \vec{n} \) variables.

We may directly utilize Corollary 4.1 to show:
Corollary 4.4. For $f_0 \in \mathcal{W}^k$, the expectation $h(t; \vec{n})$ is given by the right-hand side of the first and the second line of (4.1.1).

In [17] Section 2 it is shown that there exists a Markov duality between the $q$-Boson particle system and $q$-TASEP. As a result, expectations of certain observables of $q$-TASEP can be computed by solving the above backward equation.

The $q$-deformed totally asymmetric simple exclusion process ($q$-TASEP) is a continuous time, discrete space interacting particle system $\vec{x}(t)$. It was first introduced and studied by Borodin-Corwin [10] (see also [17, 11, 65, 20, 27] for subsequent developments). Particles occupy sites of $\mathbb{Z}$ with at most one particle at any site at a given time. The location of particle $i$ at time $t$ is written as $x_i(t)$. Particles are ordered so that $x_i(t) > x_j(t)$ for $i < j$. The rate at which the value of $x_i(t)$ increases by one (i.e. the particle jumps right by one) is $1 - q^{x_{i-1}(t) - x_i(t) - 1}$ (here $x_{i-1}(t) - x_i(t) - 1$ is the size of the gap between particle $x_i$ and $x_{i-1}$ at time $t$). All jumps occur independently of each other according to exponential clocks.

We will focus on $q$-TASEP with only $N \geq 1$ particles, though since particles only depend on those to their right (i.e., smaller index) this restriction can be weakened to include systems with a right-most particle (though possible infinite particles in total). Define $\mathcal{W}^k,N$ as the set of all $\vec{n} \in \mathcal{W}^k$ such that $N \geq n_1 \geq \cdots \geq n_k \geq 1$. For some possibly random initial data $\vec{x}(0)$ for $N$ particle $q$-TASEP define $h_0 : \mathcal{W}^k \to \mathbb{R}$ as 0 outside of the compact set $\mathcal{W}^k,N$ and otherwise

$$h_0(\vec{n}) := \mathbb{E} \left[ \prod_{i=1}^{k} q^{x_{n_i}(0)+n_i} \right] ,$$

where the expectation is over the possibly random initial data $x(0)$. Then it follows from Proposition 2.7 (and Definition 2.6) of [17] that,

$$h(t; \vec{n}) := \mathbb{E} \left[ \prod_{i=1}^{k} q^{x_{n_i}(t)+n_i} \right]$$

solves the $q$-Boson particle system backward equation with initial data $h_0$. Here the expectation is over both the possibly random initial data and the random evolution of $q$-TASEP. In particular, this, along with Corollary 4.1 implies the following.

Corollary 4.5. For $q$-TASEP with $N$ particles and initial data $\vec{x}(0)$, $h(t; \vec{n})$ is given by the right-hand side of the first and the second lines of (4.1.1) with $f_0(\vec{n}) = h_0(\vec{n})$.

In order to apply Corollary 4.5 it is necessary to compute $(\mathcal{J}^{q\text{-Boson}} h_0)(\vec{z}) = \langle h_0, \Psi_r^{\vec{z}} \rangle_{\mathcal{W}}$. For purposes of asymptotics it is desirable to concisely sum the series given by this bilinear pairing. The dual Plancherel formula given in Theorem 3.9 shows how this can be achieved for a certain class of functions.

Corollary 4.6. Consider any function $G \in \mathcal{C}^k$, if $f(\vec{n}) = (\mathcal{J}^{q\text{-Boson}} G)(\vec{n})$, then $(\mathcal{J}^{q\text{-Boson}} f)(\vec{z}) = G(\vec{z})$.

Proof. The follows immediately from the application of Theorem 3.9.

To illustrate, let us apply this corollary to the two types of $q$-TASEP initial data studied previously in [10] and [17]. Step initial data for $q$-TASEP is when $\vec{x}_0(0) = -i$ for $1 \leq i \leq N$. Half stationary initial data with parameter $\alpha \in (0, 1)$ is when $x_1(0) = -1 - X_1$ and, for $i > 1$, $x_i = x_{i-1} - 1 - X_1$. Here the $X_i$’s are independent random variables with common distribution

$$\mathbb{P}(X = k) = \binom{\alpha}{k} q^k \frac{\alpha^k}{(q; q)_k}.$$
See [10] Section 3.3 for a justification of why this is half-stationary initial data. When \( \alpha = 0 \), half-stationary reduces to step initial data.

For step initial data it is immediate to see that the corresponding initial data \( h_0 \) is given by \( \prod_{i=1}^{k} \mathbf{1}_{0 < n_i \leq N} \). Due to the fact that the operator \( \mathcal{H}^{\text{bwd}} \) is triangular, the solution \( h(t; \vec{n}) \) for \( \vec{n} \in \mathcal{W}^{k,N} \) does not depend on the initial data \( h_0(\vec{n}) \) for \( \vec{n} \) such that \( n_k > N \). Therefore in order to solve for \( h(t; \vec{n}) \) we may just as well work with initial data

\[
h^{\text{step}}_0(\vec{n}) := \prod_{i=1}^{k} \mathbf{1}_{n_i > 0},
\]

although observe that this function is no longer compactly supported.

For half-stationary initial data, finding \( h_0 \) requires a calculation involving the above common distribution of the \( X_i \). This is done in equation (12) of [17] and gives (after similar considerations involving the indicator functions) the (non-compactly supported) initial data

\[
h^{\text{half}}_0(\vec{n}) := \prod_{i=1}^{k} \mathbf{1}_{n_i > 0} \prod_{j=1}^{i} \left( \frac{1}{1 - \alpha/q^j} \right)^{n_i - n_{i+1}} = \prod_{j=1}^{k} \mathbf{1}_{n_i > 0} \left( 1 - \frac{\alpha}{q^j} \right)^{-n_j},
\]

(4.3.3)

with the convention above that \( n_{k+1} = 0 \).

A particular instance of Corollary 4.6 (in fact, an immediate extension in the function space to allow for non-compact support) implies the following.

**Lemma 4.7.** Consider any \( 0 \leq \alpha < q^k \). Assume that there exist positively oriented closed contours \( \gamma_1, \ldots, \gamma_k \) and \( \tilde{\gamma}_1, \ldots, \tilde{\gamma}_k \) which both satisfy the conditions of Definition 2.1 but also do not include \( \alpha/q \) and are such that for all \( z \in \gamma_i \) and \( w \in \tilde{\gamma}_i \), \( |1-z| < |1-w| \). Then, for \( \vec{z} \) with \( z_i \in \gamma_i \) for \( 1 \leq i \leq k \),

\[
(F_{q\text{-Boson}} h^{\text{half}}_0)(\vec{z}) = (-1)^k q^{k(k+1)/2} \prod_{j=1}^{k} \frac{1 - z_j}{z_j - \alpha/q}.
\]

(4.3.4)

**Proof.** Define \( G(\vec{z}) = \prod_{i=1}^{k} (z_i - \alpha/q)^{-1} \). We claim that \( h^{\text{half}}_0(\vec{n}) = (F_{q\text{-Boson}} G)(\vec{n}) \), where the definition of \( F_{q\text{-Boson}} \) is extended to this function \( G \) (which is not in \( C^k \)) by assuming that the contours \( \gamma_1, \ldots, \gamma_k \) have the additional condition that they do not include \( \alpha/q \). Checking this is easily achieved through residue considerations. Indeed, when \( n_k \leq 0 \), the \( z_k \) integral in \( (F_{q\text{-Boson}} G)(\vec{n}) \) has no residue at 1 and hence evaluates to 0, enforcing the condition \( n_i > 0 \), for \( 1 \leq i \leq k \). Otherwise, we find the desired equality by sequentially deforming the \( \gamma_1 \) through \( \gamma_k \) contours to infinity and evaluating the integral \( (F_{q\text{-Boson}} G)(\vec{n}) \) via its residue at infinity.

If Corollary 4.6 were valid for \( G \) as above, then the proof of the lemma would be complete. Though we have not proved that this is the case, we may still complete the proof via an approximation argument. It is possible to find a sequence of functions \( G_m \in C^k \) so that as \( m \to \infty \), \( G_m(\vec{z}) \) converges uniformly over \( \vec{z} \) with \( z_i \in \gamma_i \) for \( 1 \leq i \leq k \), to \( G(\vec{z}) \).

In order to extend the result of Corollary 4.6, we must show that \( (F_{q\text{-Boson}} F_{q\text{-Boson}} G)(\vec{z}) = G(\vec{z}) \) for all \( \vec{z} \) with \( z_i \in \gamma_i \) for \( 1 \leq i \leq k \). Theorem 3.5 implies that this holds for all \( G_m \). Consider the \( \vec{n} \) term arising in the summation when \( F_{q\text{-Boson}} \) is applied to \( (F_{q\text{-Boson}} G_m)(\vec{n}) \). Call \( \vec{w} \) the integration variables involved in the formula for \( (F_{q\text{-Boson}} G_m)(\vec{n}) \). We can choose the integration contours for \( F_{q\text{-Boson}} \) to be \( \tilde{\gamma}_1, \ldots, \tilde{\gamma}_k \). In that case, the \( \vec{n} \) term we are considering can be uniformly (in \( m \)) bounded by a constant times \( \delta^{n_1 + \ldots + n_k} \) for some \( \delta < 1 \) (which is the maximal ratio of \( |1-z_i|/|1-w_i| \) over \( z_i \in \gamma_i, w_i \in \tilde{\gamma}_i \) and \( 1 \leq i \leq k \)). Since \( G \) does not have a pole at 1, \( (F_{q\text{-Boson}} G_m)(\vec{n}) \) is supported on the non-negative \( \vec{n} \). The above bound along with uniformity in
the convergence of $G_m$ to $G$ implies that we can take the $m \to \infty$ limit inside the dual Plancherel formula relation and conclude that $(\mathcal{F}_{q-Boson} \mathcal{J}_{q-Boson} G)(\vec{z}) = G(\vec{z})$ as desired. \qed

The method of the above proof shows one way to try to extend the Plancherel and dual Plancherel formulas to apply to larger classes of functions.

**Remark 4.8.** Corollary [4.6](in fact Theorem [3.9]) immediately yields many combinatorial formulas like the one in Lemma [4.7] above. We provide, in addition to the above proof, a direct inductive proof of Lemma [4.7] in Section [7.3]. The particular identity of Lemma [4.7] is akin to one which arises as [14, Lemma 5] in considering the half-Brownian KPZ equation, as well as bares similarity to the identity in [3.1, Section III].

In applying Corollary [4.6] it is not a priori so clear if given $f$, how to find $G$ such that $f(\vec{n}) = (\mathcal{F}_{q-Boson} G)(\vec{n})$. On strategy is to try to explicitly compute $(\mathcal{F}_{q-Boson} f)(\vec{z})$ for $k = 1, 2$ and then guess $G$ for general $k$. In order to check such a guess, one need only compute the integrals in applying $\mathcal{F}_{q-Boson}$ to $G$ (a opposed to implementing an inductive proof).

There is a class of initial data for $q$-TASEP which arises as marginal distributions of Macdonald processes for which $G$ is clear (the notation and concepts below are explained in detail in [10], see also [11] [3.1]). Consider $q$-TASEP initialized according to $x_i(0) = \lambda^{(j)} - i$ where $\lambda$ is a Gelfand-Tseltin pattern distributed according to an ascending (Macdonald parameter $t = 0$ and $q$ the same in the $q$-TASEP) Macdonald process with parameters $a_i \equiv 1$, and $\rho$ a Macdonald non-negative specialization characterized by (non-negative) parameters $\{\alpha_i\}, \{\beta_i\}$ and $\gamma$. Then

$$h_0(\vec{n}) = \frac{D_{n_k} \cdots D_{n_1} \Pi(a_1, \ldots, a_N; \rho)}{\Pi(a_1, \ldots, a_N; \rho)} \bigg|_{a_i=1}$$

where the $D_j$ are Macdonald first difference operators and $\Pi$ is the normalizing constant for the Macdonald process. These difference operators are naturally encoded via nested contour integrals, from which one readily identifies $h_0(\vec{n}) = (\mathcal{F}_{q-Boson} G)(\vec{n})$ where

$$G(\vec{z}) = (-1)^k q^{\frac{k(k-1)}{2}} \prod_{i=1}^k \frac{\Pi(qz_i; \rho)}{\Pi(z_i; \rho)} \frac{1 - z_i}{z_i}.$$

This implies that $(\mathcal{F}_{q-Boson} h_0)(\vec{z}) = G(\vec{z})$.

Step initial data for $q$-TASEP is a special case of a marginal of a Macdonald process (in which all $\alpha_i = \beta_i = \gamma = 0$). Half stationary should arise from a “two-sided” generalization of Macdonald processes (cf. [9] for the Schur version) which has yet to be fully developed. Flat or half-flat initial data for $q$-TASEP do not seem likely to arise from Macdonald processes. However, as they have been (non-rigorously) treated at the KPZ equation level, one might hope to explicitly sum the associated series $(\mathcal{F}_{q-Boson} h_0)(\vec{z})$ and proceed to asymptotics for corresponding $q$-TASEP initial data.

**Proposition 4.9.** For step initial data,

$$\mathbb{E} \left[ \prod_{i=1}^k q^{n_i(t)+n_i} \right] = (-1)^k q^{\frac{k(k-1)}{2}} \int_{\gamma_1} dz_1 \cdots \int_{\gamma_k} dz_k \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^k (1 - z_j)^{-n_j} e^{(q-1)tz_j}$$

where $\gamma_1, \ldots, \gamma_k$ are as in Definition [3.1] with the additional condition that they do not include 0.
For half-stationary initial data with parameter $\alpha \geq 0$ such that $\alpha < q^k$,
\[
\mathbb{E}\left[ \prod_{i=1}^{k} q^{\gamma_{n_i} (t)+n_i} \right] = (-1)^k q^{k(k-1)/2} \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} \prod_{j=1}^{k} (1 - z_j)^{-n_j} e^{(q-1)(z_j)} \frac{z_j - \alpha/q}{\gamma_A - B > A}.
\]

(4.3.6)

where $\gamma_1, \ldots, \gamma_k$ are as in Definition 3.1 with the additional condition that they do not include $\alpha/q$ (this is possible due to the restriction on the value of $\alpha$).

**Proof.** It suffices to prove the half-stationary result. Assume that $\gamma_1, \ldots, \gamma_k$ are such that there exist $\tilde{\gamma}_1, \ldots, \tilde{\gamma}_k$ so that the hypotheses of Lemma 4.7 are satisfied. Then, applying Lemma 4.7 and Corollary 4.5 we arrive at the desired result. Observe that the contours in (4.3.6) can be freely deformed now to any choice of $\gamma_1, \ldots, \gamma_k$ as in the statement of the proposition. ∎

The step initial data version of this result with all $n_i \equiv n$ was proved in [10, Section 3.3] using the theory of Macdonald processes. General $\bar{n}$ step and half-stationary result was proved in [17, Theorem 2.11]. The Macdonald process approach was then extended in [14] to also cover general $\bar{n}$.

5. Complex $q$

Though we have assumed $q \in (0, 1)$ in this paper, many of the results can either be immediately extended (as well as their proofs) or easily modified to accommodate general $q \in \mathbb{C}_k$ where we define
\[
\mathbb{C}_k' = \{ z \in \mathbb{C} \setminus \{0\} : \forall 1 \leq j < k, z^j \neq 1 \}.
\]

From the perspective of stochastic processes (like the $q$-Boson particle system or $q$-TASEP), having $q$ outside $(-1, 1)$ does not seem to be meaningful. However, from the perspective of quantum mechanics such an extension is natural. In fact, a version of the $q$-Boson Hamiltonian (corresponding with the $\epsilon = 0$ limit discussed in Section 6.2) with $q$ on the complex unit circle has been used as an integrable regularization of the real time delta Bose gas in the study of quantum quenches (cf. [55] and references therein). Taking $q$ on the complex unit circle is akin to taking the ratio $\tau = p/q$ in ASEP to be on the complex unit circle or taking the coupling constant $\Delta$ in the Heisenberg XXZ quantum spin chain (on $\mathbb{Z}$) to be real with $|\Delta| < 1$. The Plancherel formulas and completeness / biorthogonality for ASEP and XXZ will be the subject of future work [15] (see also [3, 14, 42]).

In Section 2 though the probabilistic interpretation for the backward and forward generators is not valid when $q$ is general, the equivalence of the generators to free generators with $(k-1)$ boundary conditions, and the Bethe ansatz eigenfunctions all stay valid. In short, all results, definitions and formulas hold for general $q \in \mathbb{C}_k'$.

In Section 3 the definitions of $\mathcal{F}^{q\text{-Boson}}, \mathcal{J}^{q\text{-Boson}}$ and $\mathcal{K}^{q\text{-Boson}}$ remain valid for general $q$. Recall the conditions on the contours $\gamma_1, \ldots, \gamma_k$ that they be positively oriented, closed contours chosen so that they all contain 1, so that the $\gamma_A$ contour contains the image of $q$ times the $\gamma_B$ contour for all $B > A$, and so that $\gamma_k$ is a small enough circle around 1 that does not contain $q$. For general $q \in \mathbb{C}_k'$, these conditions lead to a rather different picture for the contours than that of Figure 2. For instance, for $q$ on the complex unit circle (but not a $j^{th}$ root of unity for $1 \leq j < k$), Figure 3 shows contours which satisfy the conditions.

For what follows, fix $\gamma_k$ as a circle around 1, small enough so as not to contain $q$. For general $q \in \mathbb{C}_k'$, it is possible that the image of $\gamma_k$ when multiplied by a power of $q$ will intersect itself. This will affect the way that a nested contour integral (such as in $\mathcal{J}^{q\text{-Boson}}$) expands when contours are deformed to $\gamma_k$. Indeed, certain residues previously encountered may not contribute.

With this in mind, define the contour (see Figure 4)
\[
\Gamma_n(q) = \left\{ z \in \gamma_k : \forall 1 \leq j < n, q^j z \text{ is outside } \gamma_k \right\}.
\]
These contours are similar in nature (and origin, see [15]) to the so-called Chebyshev circles considered in [4, 42] in the context of the XXZ model’s Plancherel formula for $|\Delta| < 1$.

We may now state the general $q$ version of Lemma 3.4.

**Lemma 5.1.** Fix $q \in \mathbb{C}'_k$ and consider a symmetric function $G : \mathbb{C}^k \to \mathbb{C}$ and positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ such that:

- The contour $\gamma_k$ is a circle around 1, small enough so as not to contain $q$;
- For all $1 \leq A < B \leq k$, the interior of $\gamma_A$ contains 1 and the image of $\gamma_B$ multiplied by $q$;
- For all $1 \leq j \leq k$, there exist deformations $D_j$ of $\gamma_j$ to $\gamma_k$ so that for all $z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_k$ with $z_i \in \gamma_i$ for $1 \leq i < j$, and $z_i \in \gamma_k$ for $j < i \leq k$, the function $z_j \mapsto \Delta(z)G(z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_k)$ is analytic in a neighborhood of the area swept out by the deformation $D_j$.

Then,

$$
(\mathcal{J}^{q-\text{Boson}} G)(\vec{n}) = \sum_{\lambda \vdash k} \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_{\lambda_j}} \int_{\Gamma_{\lambda_j}(q)} \cdots \int_{\Gamma_{\lambda_\ell}(\lambda)(q)} d\mu_\lambda(\vec{w}) \Psi_{w_0\lambda}(\vec{n}) G(\vec{w} \circ \lambda).
$$
Figure 4. For \( k = 4 \), \( q \approx e^{\frac{2\pi i}{3}} \) and a fixed circle \( \gamma_4 \) around 1, the contours \( \Gamma_{(1)}(q), \Gamma_{(2)}(q) \) and \( \Gamma_{(3)}(q) \) are all equal to \( \gamma_4 \). However, \( \Gamma_{(4)}(q) \) is only the portion of \( \gamma_4 \) which is the complement of the dark black arc. This arc is the set of \( z \) such that \( q^3 z \) lies inside of \( \gamma_4 \) (grey arc in the figure).

Proof. This follows immediately from a general \( q \) version of Proposition 7.4 using the symmetry of \( G \) to remove it from the expression for \( E^q \). The general \( q \) version of Proposition 7.4 has essentially the same proof. Let us illustrate the only modification which is required. As we deformed \( \gamma_{k-1} \) through \( \gamma_1 \) to \( \gamma_k \), we picked strings of residues of the form \( z_{i_1} = q z_{i_2}, z_{i_2} = q z_{i_3}, \ldots, z_{i_{\lambda_1-1}} = q z_{i_{\lambda_1}} \) where \( i_1 < i_2 < \cdots < i_{\lambda_1} \). However, if \( q^j z_{i_{\lambda_1}} \) is contained inside of \( \gamma_k \) for some \( 1 \leq j \leq \lambda_1 - 1 \), then the deformation will not cross one of the poles which corresponds with this residue string. Thus, the string will be excluded from the residue expansion. This is the source of the restriction to the \( \Gamma_{(n)}(q) \) contours in the above result. \( \square \)

When \( q \) is a root of unity more care must be taken due to the fact that \( q^j z \) and \( z \) may lie upon the same contour. In the course of proving the above result we encounter denominators which contain terms like \( z - q^j z \). Thus, some additional regularization is needed to deal with this case. We do not pursue this here.

Just as with (3.1.5), we may use the above lemma to record the analogous general \( q \) formula for \( K^q \)-Boson:

\[
(K^q \text{-Boson } f)(\bar{\omega}) = \sum_{\lambda \vdash k} \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j; q)_{\lambda_j}} \Psi_{\bar{\omega} \lambda}(\bar{\omega}) \langle f, \Psi_{\bar{\omega} \lambda} \rangle_{W}.
\] (5.0.7)

Theorem 3.7 holds exactly as stated with \( F^q \)-Boson and \( J^q \)-Boson as above, and \( q \in \mathbb{C}_k \).
This in turn shows that for general $q \in C_k'$, Corollaries 3.12 and 3.14 hold under the one replacement:

$$\int_{\gamma_k} \cdots \int_{\gamma_k} \rightarrow \int_{(\lambda_1)(q)} \cdots \int_{(\lambda_{\ell}(\lambda))}(q).$$

While we expect that suitable modifications are needed for the spectral orthogonality (Proposition 3.14), and consequently the dual Plancherel formula (Theorem 3.9) and the Plancherel isomorphism (Theorem 3.11), we do not pursue this here.

6. TWO SEMI-DISCRETE DEGENERATIONS

This section deals with two different limits of the results contained in Sections 2, 3, and 4. For a parameter $\epsilon > 0$ define the operator $M_\epsilon$ that acts on functions $f : \mathbb{W}^k \rightarrow \mathbb{C}$ as

$$(M_\epsilon f)(\vec{n}) = \epsilon^{n_1 + \cdots + n_k} f(\vec{n}).$$

(6.0.8)

The first limit (Sections 6.1 and 6.2) involves keeping $q$ fixed but conjugating $H_{\text{bwd}}$ by the operator $M_\epsilon$, and then taking $\epsilon \rightarrow 0$. The limiting system is equivalent to the delta Bose gas considered by van Diejen [86] (for root systems of type $A$). It is also related to the $\gamma = 0$ version of the $q$-Boson Hamiltonian discussed earlier in Section 1.2.4. This for this limiting system we show how the spectral orthogonality of the left and right eigenfunctions follows from the Cauchy-Littlewood identity for Hall-Littlewood symmetric polynomials. This $\epsilon = 0$ orthogonality is, in fact, the basis for a general $\epsilon \geq 0$ orthogonality which is proved in Proposition 6.2 and implies Proposition 3.14 when $\epsilon = 1$.

The second limit (Section 6.3) involves taking $q = e^{-\epsilon} \rightarrow 1$ and also performing an $\epsilon$-dependent conjugation of $H_{\text{bwd}}$ (involving $M_\epsilon$ as well). The limiting system here is equivalent to the discrete delta Bose gas considered in [10, Section 6] and [17, Section 6]. This system arises naturally from studying moments of a probabilistic system called the semi-discrete stochastic heat equation or equivalently the O’Connell-Yor semi-discrete directed polymer partition function (see Section 6.3.4). There is yet a third limit to the continuum delta Bose gas. This is briefly discussed in Section 7.1.

All other results of this section – with the exception of Propositions 6.2, 6.10 and the lemmas involved in their proofs – can either be proved via suitable limits of our earlier $q$-Boson particle system results, or can be proved directly for the limiting system (via the same methods as our earlier results). As such, we do no include these proofs.

In what follows we recall notation from Section 1.3 and write $\vec{c} = \vec{c}(\vec{n})$, $M = M(\vec{n})$, and $\vec{g} = \vec{g}(\vec{n})$ (thus suppressing the $\vec{n}$ dependence).

6.1. An $\epsilon$-deformed $q$-Boson particle system. We now develop an $\epsilon$-deformation of the work of Sections 2, 3, and 4 (which at $\epsilon = 1$ corresponds to these earlier results). The main purpose of doing this is to provide a proof of the spectral orthogonality result of Proposition 3.14. In Section 6.1.3 we prove that if the spectral orthogonality holds true for some $\epsilon$, then it holds for all $\epsilon$ (by essentially showing the derivative of the relation in $\epsilon$ is zero). It turns out (cf. Section 6.2.1) that the $\epsilon \rightarrow 0$ limit of this $\epsilon$-deformation is implied by the Cauchy-Littlewood identity for Hall-Littlewood symmetric polynomials. This limit also makes contact with earlier work of van Diejen [86]. The general $\epsilon$ deformation corresponds (via setting $\gamma = -\epsilon$) to the $q$-Boson Hamiltonian discussed in Section 1.2.4.

6.1.1. Coordinate Bethe ansatz. Fix $q \in (0,1)$ and recall the operator $M_\epsilon$ from (6.0.8). For $\epsilon > 0$ define the operator $H_{\text{bwd, } \epsilon}$ by

$$H_{\text{bwd, } \epsilon} := \epsilon M_\epsilon^{-1} H_{\text{bwd}} M_\epsilon.$$

Define $H_{\text{fwd, } \epsilon}$ (the matrix transpose of $H_{\text{bwd, } \epsilon}$) as $H_{\text{fwd, } \epsilon} = \epsilon M_\epsilon H_{\text{fwd}} M_\epsilon^{-1}$ and $H_{\text{c, } \epsilon} = C_q H_{\text{fwd, } \epsilon} C_q^{-1}$. 

$$H_{\text{bwd, } \epsilon} := \epsilon M_\epsilon^{-1} H_{\text{bwd}} M_\epsilon.$$

$$H_{\text{fwd, } \epsilon} = \epsilon M_\epsilon H_{\text{fwd}} M_\epsilon^{-1}.$$

$$H_{\text{c, } \epsilon} = C_q H_{\text{fwd, } \epsilon} C_q^{-1}.$$
It is straightforward to see that
\[
(\mathcal{H}^{\text{bwd},\epsilon} f)(\vec{n}) = \sum_{i=1}^{M} (1 - q^{c_i})(f(\vec{n}_{c_1-\cdots+c_i}) - \epsilon f(\vec{n})),
\]
(6.1.1)
\[
(\mathcal{H}^{\text{fwd},\epsilon} f)(\vec{n}) = \sum_{i=1}^{M} (1 - q^{c_i})(f(\vec{n}_{c_1-\cdots+c_i-1+1}) - \epsilon f(\vec{n})).
\]
(6.1.2)

Define an \(\epsilon\)-deformed backward difference operator \(\nabla^{\text{bwd},\epsilon}\) and forward difference operator \(\nabla^{\text{fwd},\epsilon}\) which act on functions \(f : \mathbb{Z} \to \mathbb{C}\) as
\[
(\nabla^{\text{bwd},\epsilon} f)(n) = f(n - 1) - \epsilon f(n), \quad (\nabla^{\text{fwd},\epsilon} f)(n) = f(n + 1) - \epsilon f(n).
\]

Define the \(\epsilon\)-deformed \(q\)-Boson backward free generator \(\mathcal{L}^{\text{bwd},\epsilon}\) in the same way as in (2.2.1), with \(\nabla^{\text{bwd}}\) replaced by \(\nabla^{\text{bwd},\epsilon}\). Likewise define the \((k - 1)\) \(\epsilon\)-deformed \(q\)-Boson backward two-body boundary conditions in the same way as in (2.2.2), with \(\nabla^{\text{bwd,\epsilon}}\) replaced by \(\nabla^{\text{bwd,\epsilon}}\). Similarly define the \(\epsilon\)-deformed \(q\)-Boson forward free generator \(\mathcal{L}^{\text{fwd,\epsilon}}\) and the \((k - 1)\) \(\epsilon\)-deformed \(q\)-Boson forward two-body boundary conditions.

The result of Proposition 2.5 then holds with all terms replaced by their \(\epsilon\)-deformations. Our notation of an eigenfunction remains as in Definition 2.6 and the result of Corollary 2.7 applies under this \(\epsilon\)-deformation.

Using the coordinate Bethe ansatz (cf. Section 2.3.1) we construct the below eigenfunctions. For all \(z_1, \ldots, z_k \in \mathbb{C} \setminus \{\epsilon\}\), set
\[
\Psi^{\text{bwd,\epsilon}}_{z}(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (\epsilon - z_{\sigma(j)})^{-n_j},
\]
\[
\Psi^{\text{fwd,\epsilon}}_{z}(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1} z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (\epsilon - z_{\sigma(j)})^{n_j},
\]
\[
\Psi^{\text{fwd,\epsilon}}_{z}(\vec{n}) = C^{k}_{q}(\vec{n}) \Psi^{\text{fwd,\epsilon}}_{z}(\vec{n}).
\]

For fixed \(\vec{n} \in \mathbb{N}^{k}\), these are symmetric Laurent polynomials in the variables \(\epsilon - z_1, \ldots, \epsilon - z_k\).

The result of Proposition 2.10 then holds with all terms replaced by their \(\epsilon\)-deformations, and the same eigenvalues \((q - 1)(z_1 + \cdots + z_k)\) as before. We define the right and left eigenfunctions for the forward generator \(\mathcal{H}^{\text{fwd,\epsilon}}\) as
\[
\Psi^{r,\epsilon}_{z}(\vec{n}) = \Psi^{\text{fwd,\epsilon}}_{z}(\vec{n}) \quad \text{and} \quad \Psi^{l,\epsilon}_{z}(\vec{n}) = \Psi^{\text{fwd,\epsilon}}_{z}(\vec{n}).
\]

### 6.1.2. Plancherel formulas

The Plancherel formulas proved in Section 3 are readily adapted to this \(\epsilon\)-deformation. In order to facilitate this, we must suitably modify Definition 3.1.

**Definition 6.1.** Define the space \(\mathcal{C}^{k}_{\epsilon}\) of symmetric Laurent polynomials in \(\epsilon - z_1, \ldots, \epsilon - z_k\).

Fix any set of positively oriented, closed contours \(\gamma_1(\epsilon), \ldots, \gamma_k(\epsilon)\) chosen so that they all contain \(\epsilon\), so that the \(\gamma_A(\epsilon)\) contour contains the image of \(q\) times the \(\gamma_B(\epsilon)\) contour for all \(B > A\), and so that \(\gamma_k(\epsilon)\) is a small enough circle around \(\epsilon\) so as not to contain \(q\epsilon\). For use later, let us also fix contours \(\gamma(\epsilon)\) and \(\gamma'(\epsilon)\) where \(\gamma(\epsilon)\) is a positively oriented closed contour which contains \(\epsilon\) and its own image under multiplication by \(q\), and \(\gamma'(\epsilon)\) contains \(\gamma(\epsilon)\) and is such that for all \(z \in \gamma(\epsilon)\) and \(w \in \gamma'(\epsilon)\), \(|\epsilon - w| > |\epsilon - z|\).

We define \(\mathcal{F}^{q\text{-Boson},\epsilon}\) and \(\mathcal{F}^{q\text{-Boson},\epsilon}\) (as well as their compositions) in the same manner as \(\mathcal{F}^{q\text{-Boson}}\) and \(\mathcal{F}^{q\text{-Boson}}\) (see Definition 3.1) by replacing \(\mathcal{F}^{r}, \mathcal{F}^{f}, \gamma_1, \ldots, \gamma_k\) by their \(\epsilon\)-deformations, and replacing \(1 - z_i\) by \(\epsilon - z_i\) for \(1 \leq i \leq k\).
The Plancherel formula (Theorem 3.4), the dual Plancherel formula (Theorem 3.9) and the Plancherel isomorphism (Theorem 8.11) all hold under the above $\epsilon$-deformation. Defining an $\epsilon$-deformed $q$-Pochhammer symbol $(a; q)^{\epsilon}_{n} := \prod_{i=0}^{n-1} (1 - \epsilon q^{-i})$, we likewise find that Corollary 3.12 holds with $(w_j; q)^{\epsilon}_{\lambda}$ also replaced by $(w_j; q)^{\epsilon}_{\lambda}$. Modifying in the same manner Definition 3.5 it is immediate that Corollary 3.13 continues to hold as well.

6.1.3. Spectral orthogonality. We turn here to the $\epsilon$-deformation of the spectral orthogonality. We will provide a direct proof of this result here.

**Proposition 6.2.** Consider a function $F(\tilde{z})$ such that for $M$ large enough, $\prod_{k=1}^{k} (1 - z_k)^{-M} \Delta(\tilde{z})F(\tilde{z})$ is analytic in the closed exterior of $\gamma(\epsilon)$, and consider another function $G(\tilde{w})$ such that $\Delta(\tilde{w})G(\tilde{w})$ is analytic in the closed region between $\gamma(\epsilon)$ and $\gamma'(\epsilon)$. Then we have that

$$\sum_{\bar{n} \in \mathbb{W}} \left( \oint_{\gamma(\epsilon)} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma(\epsilon)} \frac{dz_k}{2\pi i} \rho_{\tilde{z}}^r(\bar{n}) \Delta(\tilde{z}) F(\tilde{z}) \right) \left( \oint_{\gamma(\epsilon)} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma(\epsilon)} \frac{dw_k}{2\pi i} \rho_{\tilde{w}}^r(\bar{n}) \Delta(\tilde{w}) G(\tilde{w}) \right)$$

$$= \oint_{\gamma(\epsilon)} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma(\epsilon)} \frac{dw_k}{2\pi i} (-1)^{(k-1)/2} \prod_{j=1}^{k} (\epsilon - w_j) \prod_{A \neq B} (w_A - q w_B) \sum_{\sigma \in S_k} \text{sgn}(\sigma) F(\sigma \tilde{w}) G(\tilde{w}).$$

**Remark 6.3.** The above identity may be formally rewritten as

$$\sum_{\bar{n} \in \mathbb{W}} \rho_{\tilde{z}}^r(\bar{n}) \rho_{\tilde{w}}^r(\bar{n}) \Delta(\tilde{z}) \Delta(\tilde{w}) = (-1)^{(k-1)/2} \prod_{j=1}^{k} (\epsilon - z_j) \prod_{A \neq B} (z_A - q z_B) \det [\delta_{z_i, w_j}]_{i,j=1}^{k}. \quad (6.1.3)$$

where $\delta_{z, w}$ is the Dirac delta function for $z = w$.

**Proof.** We start with the simple example of $k = 1$. The general $k$ proof is more involved and is given after this example. When $k = 1$, $\rho_{\tilde{z}}^r(n) = -(\epsilon - z)^{-n}$ and $\rho_{\tilde{w}}^r(n) = (\epsilon - z)^{-n}$. Thus, the above orthogonality identity states that

$$- \sum_{n \in \mathbb{Z}} \left( \oint_{\gamma(\epsilon)} (\epsilon - z)^{-n} F(z) dz \right) \left( \oint_{\gamma(\epsilon)} (\epsilon - w)^{-n} G(w) dw \right) = \oint_{\gamma(\epsilon)} (\epsilon - w) F(w) G(w) dw. \quad (6.1.4)$$

Consider the left-hand side of (6.1.4). Since for $M$ large enough, $(\epsilon - z)^{-M} F(z)$ is analytic outside $\gamma(\epsilon)$ if $n < -M$ then there is no residue at infinity and the integral in $z$ vanishes. Therefore the summation can be restricted to $n \geq -M$. By Cauchy’s theorem we can deform the contour of integration for $w$ so as to lie on the larger contour $\gamma'(\epsilon)$, so that $|\epsilon - z| < |\epsilon - w|$ for all $z \in \gamma(\epsilon)$ and $w \in \gamma'(\epsilon)$. The summation and integration can now be interchanged since $\sum_{n \geq -M} (\epsilon - z)^n (\epsilon - w)^{-n}$ is uniformly absolutely convergent. Evaluating this sum shows that the left-hand side of (6.1.4) equals

$$\oint_{\gamma(\epsilon)} dz \oint_{\gamma'(\epsilon)} dw \frac{(\epsilon - w)^{M+1}}{(\epsilon - z)^{M} (w - z)} F(z) G(w).$$

We can apply the residue theorem to evaluate the $z$ integral. Due to the conditions on $F(z)$, outside $\gamma(\epsilon)$ there is only a residue at $z = w$ (and no singularity at infinity), hence we immediately arrive at the right-hand side of (6.1.4).

This method of proof does not appear so well adapted to $k > 1$. Let us introduce (again for $k = 1$) the method which we will employ for the general $k > 1$ case. In what follows we will work formally, though all manipulations are easily justified by integrating against test functions.
the orthogonality identity (formally) as

\[ H_{z,w}(\epsilon) := - \sum_{n \in \mathbb{Z}} (\epsilon - z)^{n-1}(\epsilon - w)^{-n} = \delta_{z,w}, \]

so that now the left-hand side depends on \( \epsilon \), whereas the right-hand side does not. Here we have called the above left-hand side \( H_{z,w}(\epsilon) \). It suffices then to show that \( H_{z,w}(0) = \delta_{z,w} \) and that \( \frac{d}{d\epsilon} H_{z,w}(\epsilon) = 0 \) for all \( \epsilon \geq 0 \). For \( k = 1 \) the proof that \( H_{z,w}(0) = \delta_{z,w} \) is just as above (see Section 6.2.1 for the \( k > 1 \) version of this result). As far as the derivative, due to telescoping

\[ \frac{d}{d\epsilon} H_{z,w}(\epsilon) = - \sum_{n \in \mathbb{Z}} ((n-1)(\epsilon - z)^{n-2}(\epsilon - w)^{-n} + (-n)(\epsilon - z)^{n-1}(\epsilon - w)^{-n-1}) = 0. \]

The general \( k > 1 \) proof splits into two steps. The identity we wish to prove can be rewritten formally as

\[ H_{z,w}(\epsilon) := \sum_{\vec{n} \in \mathbb{W}^k} C_q^{-1}(\vec{n}) \hat{\Psi}^{r,\epsilon}_{\vec{z}}(\vec{n}) \Psi^{\ell,\epsilon}_{\vec{w}}(\vec{n}) \Delta(\vec{z}) \Delta(\vec{w}) = (-1)^{k(k-1)} \prod_{A \neq B} (z_A - qz_B) \det [\delta_{z_i, w_i}]_{i,j=1}^k, \]

where we define \( \hat{\Psi}^{r,\epsilon}_{\vec{z}}(\vec{n}) := C_q \Psi^{r,\epsilon}_{\vec{z}}(\vec{n}) \) and \( \vec{n} \pm 1 \equiv (n_1 \pm 1, \ldots, n_k \pm 1) \). Here we have called the left-hand side \( H_{z,w}(\epsilon) \). The purpose of rewriting the desired identity as above is that \( \epsilon \) only arises on the left-hand side, and not on the right.

The first step is to prove (6.1.5) for \( \epsilon = 0 \). This is proved as Proposition 6.10 and follows by identifying \( \Psi^{r,0}_{\vec{z}}(\vec{n}) \) and \( \Psi^{\ell,0}_{\vec{w}}(\vec{n}) \) with Hall-Littlewood polynomials (6.2.1) and (6.2.2) and using the Cauchy-Littlewood identity (6.2.4).

The second step is to prove that \( \frac{d}{d\epsilon} H_{z,w}(\epsilon) \equiv 0 \). By the Leibnitz rule the derivative either applies to \( \hat{\Psi}^{r,\epsilon} \) or \( \Psi^{\ell,\epsilon} \). Let us calculate how each of these terms transforms under differentiation. We will show that the derivatives can be written as

\[ \frac{d}{d\epsilon} \hat{\Psi}^{r,\epsilon}_{\vec{z}}(\vec{n}) = \sum_{\vec{m} \in \mathbb{W}^k} C^r(\vec{n}, \vec{m}) \hat{\Psi}^{r,\epsilon}_{\vec{z}}(\vec{m}) \]

\[ \frac{d}{d\epsilon} \Psi^{\ell,\epsilon}_{\vec{w}}(\vec{n}) = \sum_{\vec{m} \in \mathbb{W}^k} C^{\ell}(\vec{n}, \vec{m}) \Psi^{\ell,\epsilon}_{\vec{w}}(\vec{m}) \]

where \( C^r \) and \( C^{\ell} \) are matrices independent of \( \epsilon \) (and \( \vec{z} \) and \( \vec{w} \)) such that for each fixed \( \vec{n} \), there are only finitely many \( \vec{m} \) such that the \( (\vec{n}, \vec{m}) \) entry is non-zero. Assuming the above decomposition, we can rewrite

\[ \frac{d}{d\epsilon} H_{z,w}(\epsilon) = \sum_{\vec{n}, \vec{m} \in \mathbb{W}^k} \hat{\Psi}^{r,\epsilon}_{\vec{z}}(\vec{n}) \Psi^{\ell,\epsilon}_{\vec{w}}(\vec{n}) \left( \frac{C^r(\vec{n} - 1, \vec{m})}{C_q(\vec{n})} + \frac{C^{\ell}(\vec{m} + 1, \vec{n})}{C_q(\vec{m} + 1)} \right). \]

To show that the above is identically zero, it suffices to show that for all \( \vec{m}, \vec{n} \in \mathbb{W}^k \)

\[ \frac{C^r(\vec{n} - 1, \vec{m})}{C_q(\vec{n})} = - \frac{C^{\ell}(\vec{m} + 1, \vec{n})}{C_q(\vec{m} + 1)}. \]
compute the entries of the matrix $C^r$ (and likewise those of $C^l$). Observe that

$$\frac{d}{dc} \tilde{\Psi}_z^{r,c}(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (\epsilon - z_{\sigma(j)})^{n_j-1} \left( \sum_{s=1}^{k} n_s (\epsilon - z_{\sigma(1)}) \cdots (\epsilon - z_{\sigma(s)}) \cdots (\epsilon - z_{\sigma(k)}) \right),$$

(6.1.8)

where the term $(\epsilon - z_{\sigma(s)})$ is excluded from the product.

For $\vec{n}$ such that $n_i > n_{i+1}$ for all $1 \leq i \leq k-1$ (i.e., $\vec{n}$ away from the boundary of $\mathcal{W}_k$) the above expansion can be easily reexpressed through $\tilde{\Psi}_z^{r,c}(\vec{m})$ with coefficients

$$C^r(\vec{n}, \vec{m}) = \begin{cases} n_i, & \vec{m} = \vec{n}_i^- \text{ for some } 1 \leq i \leq k-1, \\ 0, & \text{else}. \end{cases}$$

When there are clusters in $\vec{n}$ of equal values, $\vec{n}_i^-$ will lie outside of $\mathcal{W}_k$ for some $i$. In order to express the derivative in terms of $\tilde{\Psi}_z^{r,c}(\vec{m})$ for $\vec{m}$ inside $\mathcal{W}_k$ we will use the following property.

**Definition 6.4.** For $\vec{n} \in \mathcal{W}_k$ and two functions $f, g : \mathbb{C}^k \to \mathbb{C}$, we write $f \approx g$ if

$$\sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (\epsilon - z_{\sigma(j)})^{n_j} \left( f(z_{\sigma(1)}, \ldots, z_{\sigma(k)}) - g(z_{\sigma(1)}, \ldots, z_{\sigma(k)}) \right) = 0. \quad (6.1.9)$$

**Lemma 6.5.** If $n_i = n_{i+1}$ then for any constants $c, c'$ and any function $f : \mathbb{C}^k \to \mathbb{C}$ symmetric in the $i$ and $i+1$ entries, we have that

$$(c + c'z_{\sigma(i+1)})f(\vec{z}) \approx (c + c'z_{\sigma(i)})f(\vec{z}).$$

**Proof.** Consider the summand (for a given $\sigma \in S_k$) corresponding to the difference in (6.1.9) between the left and right sides of the above identity. All that differs between these two sides of the identity is the terms $(c + c'z_{\sigma(i+1)})$ and $(c + cq'z_{\sigma(i)})$. Taking the difference thus yields the factor $c'q(z_{\sigma(i)} - q^{-1}z_{\sigma(i+1)})$. Combined with the term $(z_{\sigma(i+1)} - q^{-1}z_{\sigma(i)})$ coming from the product over $A > B$, this is symmetric in $z_{\sigma(i)}$ and $z_{\sigma(i+1)}$. Since $n_i = n_{i+1}$, and $F(z_{\sigma(1)}, \ldots, z_{\sigma(k)})$ is symmetric in $z_{\sigma(i)}$ and $z_{\sigma(i+1)}$, it follows that everything except for the denominator of the product over $A > B$ is symmetric in $z_{\sigma(i)}$ and $z_{\sigma(i+1)}$. The denominator is antisymmetric, thus, we conclude that the difference between the left and right sides of the desired identity is equal to the symmetrization (summation in $\sigma$) of a summand which is antisymmetric in two of its variables. This implies the symmetrization is zero, and thus so is the difference. \qed

**Lemma 6.6.** Consider $\vec{n} = (n, \ldots, n)$, then

$$(\epsilon - z_2) \cdots (\epsilon - z_k) \approx \sum_{i=0}^{k-1} c_i(k, i)(\epsilon - z_1) \cdots (\epsilon - z_i)$$

where

$$c_i(k, i) = \frac{\epsilon^{k-i-1}q^i(q;q)_k}{(q;q)_i}. \quad (6.1.10)$$

**Proof.** We will proceed by induction on $k$. For $k = 1$, the decomposition is clearly true with $c_i(1, 0) = 1$. Fix that for all $k$, $c_i(k, -1) = c_i(k, k) = 0$. Assume the inductive hypothesis holds for
\( k - 1 \). Then
\[
(\epsilon - z_2) \cdots (\epsilon - z_k) \approx \sum_{i=0}^{k-2} c_i(k-1,i)(\epsilon - z_1) \cdots (\epsilon - z_i)(\epsilon - z_k) \\
\approx \sum_{i=0}^{k-2} c_i(k-1,i)(\epsilon - z_1) \cdots (\epsilon - z_i)(\epsilon - q^{k-i-1}z_{i+1}) \\
\approx \sum_{i=0}^{k-2} c_i(k-1,i)(\epsilon - z_1) \cdots (\epsilon - z_i)((\epsilon(1 - q^{k-i-1}) + q^{k-i-1}(\epsilon - z_{i+1})) \\
\approx \sum_{i=0}^{k-1} (c_i(k-1,i-1)q^{k-i} + c_i(k-1,i)(1 - q^{k-i-1}))((\epsilon - z_1) \cdots (\epsilon - z_i).
\]

The equality in the first line is from the inductive hypothesis; the equality between the first and second line is from a repeated application of Lemma \(6.5\); the equality between the second and third line is from rewriting \( \epsilon - q^{k-i-1}z_{i+1} = \epsilon(1 - q^{k-i-1}) + q^{k-i-1}(\epsilon - z_{i+1}) \); and the equality between the third and fourth line is from gathering terms with the same factor of \((\epsilon - z_1) \cdots (\epsilon - z_i)\), and using the notational assumption \( c_i(k,-1) = c_i(k,k) = 0 \).

The above reasoning shows that the \( c_i(k,i) \) are the solutions to the following recurrence relation:
\[
c_i(k,i) = c_i(k-1,i-1)q^{k-i} + c_i(k-1,i)(1 - q^{k-i-1})
\]
with \( c_i(k,-1) = c_i(k,k) = 0 \) and \( c_i(1,0) = 1 \). It is immediate to check that the right-hand side of (6.1.10) uniquely satisfies this relation.

These \( c_i(k,i) \) coefficients combine to form the entries of \( C^r \). Define
\[
D_i(k,p) = \sum_{j=0}^{p} c_i(k-p+j,j) = \epsilon^{k-p-1}(1-q)^{k-p-1}(k-p)!q(k-p-1)!q \cdot (k-p)!q(p)!q.
\]

Then it is immediate from Lemma \(6.6\) that for \( \vec{n} = (n, \ldots, n) \)
\[
\sum_{\ell=1}^{k}(\epsilon - z_1) \cdots (\epsilon - z_{\ell}) \cdots (\epsilon - z_k) \approx \sum_{p=0}^{k-1} D_i(k,p)(\epsilon - z_1) \cdots (\epsilon - z_p).
\]

This shows that for \( \vec{n} = (n, \ldots, n) \), \( C^r(\vec{n}, \vec{m}) = nD_i(k,p) \) for all \( \vec{m} = (n, \ldots, n, n-1, \ldots, n-1) \) with exactly \( 1 \leq p \leq k \) entries equal to \( n \) (and the remaining equal to \( n-1 \)). For all other \( \vec{m} \), \( C^r(\vec{n}, \vec{m}) = 0 \).

To state the general \( \vec{n} \) result, define
\[
\vec{n}_{[\alpha, \beta]} = (n_1, \ldots, n_{a-1}, n_a \pm 1, n_{a+1} \pm 1, \ldots, n_b \pm 1, n_{b+1}, \ldots, n_k).
\]

**Lemma 6.7.** For \( \vec{n} \in \mathbb{N}^k \), set \( (c_1, \ldots, c_M) = \vec{c}(\vec{n}) \) (cf. Section \(7.3\)). Then for all \( 1 \leq i \leq M \) and \( 0 \leq p \leq c_i - 1 \), if \( \vec{m} = \vec{n}_{[c_1+\ldots+c_i-1+p+1, c_i+\ldots+c_j]} \) then
\[
C^r(\vec{n}, \vec{m}) = n_{c_1+\ldots+c_i} D_i(c_i,p),
\]
and for all other \( \vec{m} \), \( C^r(\vec{n}, \vec{m}) = 0 \).

**Proof.** This same reasoning as was applied in the \( \vec{n} = (n, \ldots, n) \) case may be applied to each cluster of \( \vec{n} \), thus resulting in the statement of the lemma.
Lemma 6.8. For $\vec{n} \in \mathbb{W}^k$, set $(c_1, \ldots, c_M) = \vec{c}(\vec{n})$ (cf. Section 1.3). Then for all $1 \leq i \leq M$ and $1 \leq p \leq c_i$, if $\vec{m} = \vec{n}^r_{[c_1 + \cdots + c_{i-1} + 1, c_1 + \cdots + c_{i-1} + p]}$ then

$$C^t(\vec{n}, \vec{m}) = -n_{c_1 + \cdots + c_i - p} D_c(c_i, c_i - p),$$

(6.1.13)

and for all other $\vec{m}$, $C^t(\vec{n}, \vec{m}) = 0$.

Proof. This is completely analogous to the $C^r$ case. Note that the negative sign comes from differentiation of terms of the type $(1 - z_j)^{-n_j}$. \hfill \Box

Lemma 6.9. The matrices defined in Lemmas 6.7 and 6.8 satisfy (6.1.7).

Proof. Let us consider the example of $\vec{n} = (n, \ldots, n, n - 1, \ldots, n - 1)$ with $a > 0$ entries equal to $n$ and $b \geq 0$ entries equal to $n - 1$ (thus a total length of $a + b$). Then, the only $\vec{m}$ for which $C^r(\vec{n} - 1, \vec{m})$ and $C^l(\vec{m} + 1, \vec{n})$ are non-zero is $\vec{m} = (n - 1, \ldots, n - 1, n - 2, \ldots, n - 2)$ with $p < a$ entries of $n - 1$ and $b + p$ entries of $n - 2$. For these $\vec{n}$ and $\vec{m}$ we compute

$$C^r(\vec{n} - 1, \vec{m}) = (n - 1)D_c(a, p), \quad C^r(q \vec{n}) = (-1)^k q - \frac{k(k-1)}{2} (a)!_q (b)!_q,$$

$$C^l(\vec{m} + 1, \vec{n}) = -(n - 1)D_c(a + b - p, b), \quad C^l(q \vec{m}) = (-1)^k q - \frac{k(k-1)}{2} (p)!_q (a + b - c)!_q.$$

From the explicit formula (6.1.11) for the $D_c$ we immediately confirm the (6.1.7) is satisfied. The general $\vec{n} \in \mathbb{W}^k$ case follows similarly from the above calculation. \hfill \Box

We return to complete the proof of Proposition 6.2. As we have now justified the decomposition (6.1.6) and checked that the matrices $C^r$ and $C^l$ satisfy the relation (6.1.7), it follows that $\frac{d}{d\epsilon} H_{\epsilon, \omega}(\epsilon) = 0$. Since Proposition 6.10 (yet to be proved below) shows that (6.1.10) holds in the limit $\epsilon \to 0$, these two facts together complete the proof of this proposition. \hfill \Box

6.2. Van Diejen’s delta Bose gas. We consider the $\epsilon \to 0$ limit of the $\epsilon$-deformed $q$-Boson particle system considered in Section 6.1. Our primary purpose is to prove Proposition 6.2 for $\epsilon = 0$, as well as to make contact with earlier work of van Diejen [86]. We also briefly remark on the limiting versions of the Plancherel formula.

The $\epsilon \to 0$ limits of the generators $H^{bwd, \epsilon}$, $H^{fwd, \epsilon}$ and $L^{bwd, \epsilon}$, $L^{fwd, \epsilon}$ are straightforward (set $\epsilon = 0$), and likewise for $\nabla^{bwd, \epsilon}$, $\nabla^{fwd, \epsilon}$, $L^{bwd, \epsilon}$, $L^{fwd, \epsilon}$ and the boundary conditions. In particular the limits of the backward and forward generators ($L^{bwd, \epsilon}$ and $L^{fwd, \epsilon}$) applied to a function $u(\vec{n})$ give $\sum_{i=1}^k u(\vec{n}_i)$ and $\sum_{i=1}^k u(\vec{n}_i)$ (respectively). The backward two-body boundary conditions limit to:

for all $1 \leq i \leq k - 1$ \quad $(u(\vec{n}_i^r) - qu(\vec{n}_{i+1})) |_{\vec{n}_i = n_i + 1} = 0,$

and the forward two-body boundary conditions limit to:

for all $1 \leq i \leq k - 1$ \quad $(qu(\vec{n}_i^r) - u(\vec{n}_{i+1}^r)) |_{\vec{n}_i = n_i + 1} = 0.$

This limiting system arose earlier in work of van Diejen [86], where he additionally worked in the context of general root systems (the above system corresponds with type $A$). In that work, van Diejen uses Bethe ansatz to construct eigenfunctions for these systems and proves a Plancherel formula (for general root systems) by appealing to earlier work of Macdonald [60] [61]. Taking the $\epsilon \to 0$ limit of our results also yields these eigenfunctions and such a Plancherel formula (for the type $A$ case).
Let us take the $\epsilon \to 0$ limit of the left and right eigenfunctions of $H^{\text{fwd}, \epsilon}$ and call these $\Psi_{z}^{\ell, 0}(\vec{n})$ and $\Psi_{z}^{r, 0}(\vec{n})$. For all $z_1, \ldots, z_k \in \mathbb{C} \setminus \{0\}$, we then have

$$
\Psi_{z}^{\ell, 0}(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - qz_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (-z_{\sigma(j)})^{-n_j}
$$

$$
\Psi_{z}^{r, 0}(\vec{n}) = C_{q}^{-1}(\vec{n}) \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - q^{-1}z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (-z_{\sigma(j)})^{n_j}.
$$

We identify these with Hall-Littlewood symmetric polynomials $P_{\lambda}(x; t)$ and $Q_{\lambda}(y; t)$ [59, Chapter III]: For $\vec{n}$ such that $n_k \geq 1$,

$$
\Psi_{z}^{\ell, 0}(\vec{n}) = (-1) \sum_{i=1}^{k} n_i (1 - q)^{-k} Q_{\vec{n}}(z_1^{-1}, \ldots, z_k^{-1}; q),
$$

while for $\vec{n}$ such that $n_k \geq 0$,

$$
\Psi_{z}^{r, 0}(\vec{n}) = (-1) \sum_{i=1}^{k} n_i (-1)^k P_{\vec{n}}(z_1, \ldots, z_k; q).
$$

The $\epsilon \to 0$ limits of $\mathcal{F}^{q\text{-Boson}, \epsilon}$ and $\mathcal{J}^{q\text{-Boson}, \epsilon}$ (as well as their compositions) may thus be expressed in terms of Hall-Littlewood symmetric polynomials. In taking this $\epsilon \to 0$ limit of $\mathcal{J}^{q\text{-Boson}, \epsilon}$, there is no clear way to take the limit of the nested contours $\gamma_1(\epsilon), \ldots, \gamma_k(\epsilon)$. However, we may just as well take all contours to be $\gamma(\epsilon)$ and then there is a clear limit of the integrand and the contour. Indeed, at $\epsilon = 0$, we may use any contour $\gamma(0)$ which encloses 0 and its own image under multiplication by $q$. In this way we can show $\epsilon \to 0$ limits of the Plancherel formula (Theorem [57]), the dual Plancherel formula (Theorem [3.9]) and the Plancherel isomorphism (Theorem [3.11]).

6.2.1. Proof of $\epsilon = 0$ spectral orthogonality. We state and prove the $\epsilon = 0$ case of Proposition 6.2 by directly appealing to the Cauchy-Littlewood identity for Hall-Littlewood symmetric polynomials. This result then serves as the first step in proving the general $\epsilon$ result of Proposition 6.2 and consequently Proposition 8.11 as well.

Proposition 6.10. Fix a positively oriented circle $\gamma(0) \subset \mathbb{C}$ which contains 0 and the image of $\gamma(0)$ under multiplication by $q$, and let $\gamma'(0)$ be a circle which contains $\gamma(0)$ and is such that $|z| < |w|$ for all $z \in \gamma(0)$ and $w \in \gamma'(0)$. Consider a function $F(\vec{z})$ such that for $M$ large enough, $\prod_{i=1}^{k} (z_i - M) \Delta(\vec{z}) F(\vec{z})$ is analytic in the closed exterior of $\gamma(0)$, and consider another function $G(\vec{w})$ such that $\Delta(\vec{w}) G(\vec{w})$ is analytic in the closed region between $\gamma(0)$ and $\gamma'(0)$. Then we have that

$$
\sum_{\vec{n} \in \mathbb{W}^k} \left( \oint_{\gamma(0)} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma(0)} \frac{dz_k}{2\pi i} \Psi_{z}^{r, 0}(\vec{n}) \Delta(\vec{z}) F(\vec{z}) \right) \left( \oint_{\gamma(0)} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma(0)} \frac{dw_k}{2\pi i} \Psi_{w}^{\ell, 0}(\vec{n}) \Delta(\vec{w}) G(\vec{w}) \right)
$$

$$
= \oint_{\gamma(0)} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma(0)} \frac{dw_k}{2\pi i} (-1)^{\frac{k(k+1)}{2}} \prod_{j=1}^{k} w_j \prod_{A \neq B} (w_A - q w_B) \sum_{\sigma \in S_k} \text{sgn}(\sigma) F(\sigma w) G(\vec{w}).
$$

Proof. Consider a single term in the left-hand side of (6.2.3) with fixed $\vec{n} \in \mathbb{W}^k$. Due to the analyticity condition on $F(\vec{z})$, if $n_i < -M$ then the corresponding term integrates to zero (this follows from the lack of singularity at infinity). Thus we can restrict the summation to $n_1 \geq \cdots \geq n_k \geq -M$. Now we can deform the integration contour for $w$ from $\gamma(0)$ to $\gamma'(0)$ and we may appeal to the Hall-Littlewood polynomial representations for $\Psi_{z}^{r, 0}$ and $\Psi_{z}^{\ell, 0}$ given in (6.2.1) and (6.2.2). Using homogeneity of the Hall-Littlewood polynomials, and taking the integration in $z$
and \( w \) outside of the summation, we are left with (for \( M \) sufficiently positive) the left-hand side of (6.2.3) equal to
\[
(1 - q)^{-k}(-1)^k \oint_{\gamma(0)} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma(0)} \frac{dz_k}{2\pi i} \oint_{\gamma'(0)} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma'(0)} \frac{dw_k}{2\pi i} F(\bar{z}) G(\bar{w}) \\
\left( \frac{w_1 \cdots w_k}{z_1 \cdots z_k} \right)^{M+1} \sum_{n_1 \geq \cdots \geq n_k \geq 1} P_n(z_1, \ldots, z_k; q) Q_n^{-1}(w_1, \ldots, w_k; q) \Delta(z) \Delta(\bar{w}).
\]

The fact that the summation and the two integrations may be interchanged follows from the fact that for \( z_j \in \gamma(0) \) and \( w_j \in \gamma'(0) \) the summation is uniformly absolutely convergent. By residue considerations we may change the summation over \( n_1 \geq \cdots \geq n_k \geq 1 \) above to \( n_1 \geq \cdots \geq n_k \geq 0 \) without changing the value of the integrals. We now utilize the Cauchy-Littlewood identity for Hall-Littlewood polynomials [59, III (4.4)] to explicitly evaluate the summation
\[
\sum_{n_1 \geq \cdots \geq n_k \geq 0} P_n(z_1, \ldots, z_k; q) Q_n^{-1}(w_1, \ldots, w_k; q) = \prod_{i,j=1}^k \frac{w_j - qz_i}{w_j - z_i}. \tag{6.2.4}
\]

Therefore, the left-hand side of (6.2.3) is equal to
\[
(1 - q)^{-k}(-1)^k \oint_{\gamma(0)} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma(0)} \frac{dz_k}{2\pi i} \oint_{\gamma'(0)} \frac{dw_1}{2\pi i} \cdots \oint_{\gamma'(0)} \frac{dw_k}{2\pi i} F(\bar{z}) G(\bar{w}) \\
\left( \frac{w_1 \cdots w_k}{z_1 \cdots z_k} \right)^{M+1} \prod_{i,j=1}^k \frac{w_j - qz_i}{w_j - z_i} \Delta(z) \Delta(\bar{w}) F(\bar{z})
\]

We now apply the residue theorem to evaluate the \( z \) integrals. For each \( z_i \) there are residues outside of \( \gamma(0) \) at \( w_1, \ldots, w_k \) (there are no singularities at \( z_j = \infty \)). However, due to the term \( \Delta(z) \), no two of these \( z \) variables can pick the same \( w \) variable (otherwise the Vandermonde gives zero). Thus, the \( z \) integrals expand as a sum over residues from \( z_i = w_{\sigma(i)} \) for \( 1 \leq i \leq k \) and \( \sigma \in S_k \):
\[
\oint_{\gamma(0)} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma(0)} \frac{dz_k}{2\pi i} \left( \frac{w_1 \cdots w_k}{z_1 \cdots z_k} \right)^{M+1} \prod_{i,j=1}^k \frac{w_j - qz_i}{w_j - z_i} \Delta(z) \Delta(\bar{w}) F(\bar{z})
\]
\[
= (1 - q)^k(-1)^k \frac{k^{(k+1)}}{2} \prod_{j=1}^k \frac{w_j}{A \neq B} \prod_{A \neq B} (w_A - qw_B) \sum_{\sigma \in S_k} \text{sgn}(\sigma) F(w_{\sigma(1)}, \ldots, w_{\sigma(k)}).
\]

The integral of this expression times \((1 - q)^{-k}(-1)^k G(\bar{w})\) is readily matched to the integral of the right-hand side of (6.2.3). \(\square\)

6.3. Another discrete delta Bose gas. Let \( q = e^{-\epsilon} \) and recall the operator \( M_{\epsilon} \) from (6.0.8). Define the operator \( \mathcal{H}_{\epsilon}^{\text{bwd}} \) by
\[
\mathcal{H}_{\epsilon}^{\text{bwd}} = e^{-2} M_{\epsilon}^{-1} \mathcal{H}_{\text{bwd}} M_{\epsilon} + k(\epsilon^{-1} - \frac{3}{2}) \text{Id}.
\]
Then, as \( \epsilon \to 0 \), \( \mathcal{H}_{\epsilon}^{\text{bwd}} \to \mathcal{H}_{\text{bwd}}^{\text{bwd}} \) where we call this limit the semi-discrete backward generator (because of the connection with the semi-discrete stochastic heat equation, see below). Below we record (without proof) scaling limits (under the above scaling) of various results we have proved earlier in Sections 2, 4 and 4.
6.3.1. Coordinate Bethe ansatz. The semi-discrete backward generator $\tilde{\mathcal{H}}^{bwd}$ acts on functions $f : \mathbb{W}^k \to \mathbb{C}$ as
\[
(\tilde{\mathcal{H}}^{bwd} f)(\vec{n}) = \sum_{i=1}^{M} \left( c_i (\nabla^{bwd}_{c_1+\cdots+c_i} f)(\vec{n}) + \frac{c_i(c_i-1)}{2} f(\vec{n}) \right).
\]
The semi-discrete forward generator is the matrix transpose of $\tilde{\mathcal{H}}^{bwd}$ and acts on functions $f : \mathbb{W}^k \to \mathbb{C}$ as
\[
(\tilde{\mathcal{H}}^{fwd} f)(\vec{n}) = \sum_{i=1}^{M} \left( ((c_{i-1} + 1)1_{g_i=1} + 1_{g_i>1}) f(\vec{n}^+_c) - c_i f(\vec{n}) + \frac{c_i(c_i-1)}{2} f(\vec{n}) \right)
\]
where by convention, for $i = 1$ we set $c_{i-1} + 1 = c_1 + \cdots + c_{i-1} + 1 = 1$.

The function $C : \mathbb{W}^k \to \mathbb{R}$ depends only on the list $\vec{c}(\vec{n}) = (c_1, \ldots, c_M)$ of cluster sizes for $\vec{n}$ via
\[
C(\vec{n}) = (-1)^k \prod_{i=1}^{M} (c_i)!. \tag{6.3.1}
\]
We will use the notation of $C$ and $C^{-1}$ for multiplication operators by $C(\vec{n})$ and $(C(\vec{n}))^{-1}$. It is clear that these operators commute with $R$ (see Section 1.3).

The semi-discrete conjugated forward generator is defined by
\[
\mathcal{H}^{cfd} = C\tilde{\mathcal{H}}^{fwd}C^{-1},
\]
and it acts as
\[
(\mathcal{H}^{cfd} f)(\vec{n}) = \sum_{i=1}^{M} \left( c_i (\nabla^{cfd}_{c_1+\cdots+c_i} f)(\vec{n}) + \frac{c_i(c_i-1)}{2} f(\vec{n}) \right).
\]

Using the backward and forward difference operators (Section 1.3) we define the semi-discrete backward free generator $\tilde{\mathcal{L}}^{bwd}$ which acts on functions $u : \mathbb{Z}^k \to \mathbb{C}$ as
\[
(\tilde{\mathcal{L}}^{bwd} u)(\vec{n}) = \sum_{i=1}^{k} \left( \nabla^{bwd}_i u \right)(\vec{n})
\]
where $\nabla^{bwd}_i$ acts as $\nabla^{bwd}$ in the variable $n_i$. We say that the function $u : \mathbb{Z}^k \to \mathbb{C}$ satisfies the $(k-1)$ semi-discrete backward two-body boundary conditions if
\[
\text{for all } 1 \leq i \leq k - 1 \quad (\nabla^{bwd}_i - \nabla^{bwd}_{i+1} - 1) u|_{\vec{n} : n_i = n_{i+1}} \equiv 0.
\]

Similarly, the semi-discrete forward free generator $\tilde{\mathcal{L}}^{fwd}$ acts on functions $u : \mathbb{Z}^k \to \mathbb{C}$ as
\[
(\tilde{\mathcal{L}}^{fwd} u)(\vec{n}) = \sum_{i=1}^{k} \left( \nabla^{fwd}_i u(\vec{n}) \right)
\]
where $\nabla^{fwd}_i$ acts as $\nabla^{fwd}$ in the variable $n_i$. We say that the function $u : \mathbb{Z}^k \to \mathbb{C}$ satisfies the $(k-1)$ semi-discrete forward two-body boundary conditions if
\[
\text{for all } 1 \leq i \leq k - 1 \quad (1 + \nabla^{fwd}_i - \nabla^{fwd}_{i+1}) u|_{\vec{n} : n_i = n_{i+1}} \equiv 0.
\]

**Proposition 6.11.** If $u : \mathbb{Z}^k \to \mathbb{C}$ satisfies the $(k-1)$ semi-discrete backward (respectively, forward) two-body boundary conditions, then for $\vec{n} \in \mathbb{W}^k$,
\[
(\tilde{\mathcal{L}}^{bwd} u)(\vec{n}) = (\tilde{\mathcal{H}}^{bwd} u)(\vec{n}) \quad \text{(respectively, } (\tilde{\mathcal{L}}^{fwd} u)(\vec{n}) = (\tilde{\mathcal{H}}^{cfd} u)(\vec{n}))\).

---

3This is not a Markov generator since it is not stochastic.
Remark 6.12. Proposition 6.11 implies that \( R^{-1} \tilde{H}^{bwd} R = \tilde{H}^{cfwd} = C \tilde{H}^{fwd} C^{-1} \) or equivalently
\[
\tilde{H}^{bwd} = (RC) \tilde{H}^{fwd} (RC)^{-1}
\]
showing that \( \tilde{H}^{bwd} \) and \( \tilde{H}^{fwd} \) are related via a similarity transform.

Definition 6.13. A function \( \tilde{Ψ}^{bwd} : \mathbb{Z}^k \to \mathbb{C} \) is an eigenfunction of the semi-discrete backward free generator with \( (k - 1) \) two-body boundary conditions if \( \tilde{Ψ}^{bwd} \) is an eigenfunction for the semi-discrete backward free generator that satisfies the \( (k - 1) \) semi-discrete backward two-body boundary conditions. We likewise define what it means for a function \( \tilde{Ψ}^{cfwd} : \mathbb{Z}^k \to \mathbb{C} \) to be an eigenfunction of the semi-discrete forward free generator with \( (k - 1) \) two-body boundary conditions.

The following is a corollary of Proposition 6.11.

Corollary 6.14. Any eigenfunction \( \tilde{Ψ}^{bwd} : \mathbb{Z}^k \to \mathbb{C} \) for the semi-discrete backward free generator with \( (k - 1) \) two-body boundary conditions is, when restricted to \( \tilde{n} \in \mathbb{W}^k \), an eigenfunction for the semi-discrete backward generator \( \tilde{H}^{bwd} \) with the same eigenvalue.

Similarly, any eigenfunction \( \tilde{Ψ}^{cfwd} : \mathbb{Z}^k \to \mathbb{C} \) for the semi-discrete forward free evolution equation with \( (k - 1) \) two-body boundary conditions is, when restricted to \( \tilde{n} \in \mathbb{W}^k \), an eigenfunction for the semi-discrete conjugated forward generator \( \tilde{H}^{cfwd} \) with the same eigenvalue. In turn, \( C^{-1} \tilde{Ψ}^{cfwd} \) is an eigenfunction for the semi-discrete forward generator \( \tilde{H}^{fwd} \) with the same eigenvalue.

We may apply the coordinate Bethe ansatz of Section 2.3.1 to the semi-discrete backward and forward free generators with \( (k - 1) \) two-body boundary conditions. The backward generator eigenfunction \( \tilde{Ψ}_{\tilde{z}}^{bwd}(\tilde{n}) \) given below arose in earlier work of [80].

Definition 6.15. For all \( z_1, \ldots, z_k \in \mathbb{C} \setminus \{0\} \), set
\[
\tilde{Ψ}_{\tilde{z}}^{bwd}(\tilde{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - 1}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (z_{\sigma(j)})^{-n_j}
\]
\[
\tilde{Ψ}_{\tilde{z}}^{cfwd}(\tilde{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} + 1}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (z_{\sigma(j)})^{n_j}
\]
\[
\tilde{Ψ}_{\tilde{z}}^{fwd}(\tilde{n}) = C^{-1}(\tilde{n}) \tilde{Ψ}_{\tilde{z}}^{cfwd}(\tilde{n}).
\]

These are symmetric Laurent polynomials in the variables \( z_1, \ldots, z_k \).

Proposition 6.16. For all \( z_1, \ldots, z_k \in \mathbb{C} \setminus \{0\} \), \( \tilde{Ψ}_{\tilde{z}}^{bwd}(\tilde{n}) \) is an eigenfunction for the semi-discrete backward free generator with \( (k - 1) \) two-body boundary conditions with eigenvalue \( \sum_{i=1}^{k} (z_i - 1) \). The restriction of \( \tilde{Ψ}_{\tilde{z}}^{bwd}(\tilde{n}) \) to \( \tilde{n} \in \mathbb{W}^k \) is consequently an eigenfunction for the semi-discrete backward generator \( \tilde{H}^{bwd} \) with the same eigenvalue.

Similarly, for all \( z_1, \ldots, z_k \in \mathbb{C} \setminus \{0\} \), \( \tilde{Ψ}_{\tilde{z}}^{cfwd}(\tilde{n}) \) is an eigenfunction for the semi-discrete forward free generator with \( (k - 1) \) two-body boundary conditions with eigenvalue \( \sum_{i=1}^{k} (z_i - 1) \). The restriction of \( \tilde{Ψ}_{\tilde{z}}^{cfwd}(\tilde{n}) \) to \( \tilde{n} \in \mathbb{W}^k \) is consequently an eigenfunction for the semi-discrete conjugated forward generator \( \tilde{H}^{cfwd} \) with the same eigenvalue. The restriction of \( \tilde{Ψ}_{\tilde{z}}^{fwd}(\tilde{n}) \) to \( \tilde{n} \in \mathbb{W}^k \) is likewise an eigenfunction for the semi-discrete forward generator \( \tilde{H}^{fwd} \) with the same eigenvalue.

Remark 6.17. We may extend the eigenfunctions of Definition 6.15 so as to be defined for all of \( \mathbb{Z}^k \) (rather than \( \mathbb{W}^k \)) by fixing that the value for a general \( \tilde{n} \in \mathbb{Z}^k \) is the same as the value of \( \sigma \tilde{n} \in \mathbb{W}^k \) where \( \sigma \in S_k \) is a permutation of the elements of \( \tilde{n} \) taking it into \( \mathbb{W}^k \). It is possible to write down
an operator on all of \( \mathbb{Z}^k \) for which these extensions (which we write with the same notation) are still eigenfunctions. One finds (cf. [17, Proposition 6.3, (C)]) that
\[
\left[ \sum_{i=1}^{k} \nabla_{i}^{\text{bwd}} + \sum_{1 \leq i < j \leq k} 1_{n_i = n_j} \nabla_{i}^{\text{bwd}} \right] \tilde{\Psi}_{z}^{\text{bwd}}(\vec{n}) = \left( \sum_{i=1}^{k} (z_i - 1) \right) \tilde{\Psi}_{z}^{\text{bwd}}(\vec{n}).
\]
This can be thought of as a discrete version of the delta Bose gas considered later in Section 7.1.

Proposition 6.16 along with the fact that \( \tilde{\mathcal{H}}^{\text{fwd}} \) is the transpose of \( \mathcal{H}^{\text{bwd}} \) implies that
\[
\tilde{\mathcal{H}}^{\text{fwd}} \tilde{\Psi}_{z}^{\text{fwd}}(\vec{n}) = \left( \sum_{i=1}^{k} (z_i - 1) \right) \tilde{\Psi}_{z}^{\text{fwd}}(\vec{n}), \quad \tilde{\Psi}_{z}^{\text{bwd}}(\vec{n}) \tilde{\mathcal{H}}^{\text{fwd}} = \tilde{\Psi}_{z}^{\text{bwd}}(\vec{n}) \left( \sum_{i=1}^{k} (z_i - 1) \right), \quad (6.3.2)
\]
showing the \( \tilde{\Psi}_{z}^{\text{fwd}}(\vec{n}) \) and \( \tilde{\Psi}_{z}^{\text{bwd}}(\vec{n}) \) are (respectively) right and left eigenfunctions for \( \tilde{\mathcal{H}}^{\text{fwd}} \) with eigenvalue \( \sum_{i=1}^{k} (z_i - 1) \). This motivates the following.

Definition 6.18. For any \( \vec{z} = (z_1, \ldots, z_k) \in (\mathbb{C} \setminus \{0\})^k \) define
\[
\tilde{\Psi}_{\vec{z}}^{r}(\vec{n}) = \tilde{\Psi}_{\vec{z}}^{\text{fwd}}(\vec{n}) = C^{-1}(\vec{n}) \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (z_{\sigma(j)})^{n_j}.
\]
Likewise define
\[
\tilde{\Psi}_{\vec{z}}^{l}(\vec{n}) = \tilde{\Psi}_{\vec{z}}^{\text{bwd}}(\vec{n}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - 1}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} (z_{\sigma(j)})^{-n_j}.
\]
These eigenfunctions are limits of \( \Psi_z^{r} \) and \( \Psi_z^{l} \) of Definition 2.12 when \( q = e^{-\epsilon} \to 1 \) and the \( z_j \) variables in Definition 2.12 are replaced by \( q^{z_j} \).

We could have just as well defined the right and left eigenfunctions with respect to the operator \( \mathcal{H}^{\text{bwd}} \). Finally, observe the symmetry of \( \tilde{\Psi}^{r} \) and \( \tilde{\Psi}^{l} \) with respect to the space-reflection operator \( R \)
\[
(R\tilde{\Psi}_{\vec{z}}^{r})(\vec{n}) = C(\vec{n}) \tilde{\Psi}_{\vec{z}}^{l}(\vec{n}), \quad (R\tilde{\Psi}_{\vec{z}}^{l})(\vec{n}) = C^{-1}(\vec{n}) \tilde{\Psi}_{\vec{z}}^{r}(\vec{n}). \quad (6.3.3)
\]

6.3.2. Plancherel formulas.

Definition 6.19. Define the space \( \tilde{\mathcal{C}}^k \) of symmetric Laurent polynomials in the variables \( z_1, \ldots, z_k \).

The semi-discrete transform \( \mathcal{F}^{\text{S-D}} \) takes functions \( f \in \mathcal{W}^k \) into functions \( \mathcal{F}^{\text{S-D}} f \in \tilde{\mathcal{C}}^k \) via
\[
(\mathcal{F}^{\text{S-D}} f)(\vec{z}) = \langle f, \tilde{\Psi}_{\vec{z}}^{r} \rangle_{\mathcal{W}}.
\]
Fix any set of positively oriented, closed contours \( \gamma_1, \ldots, \gamma_k \) chosen so that they all contain 0, so that the \( \gamma_A \) contour contains the image of 1 plus the \( \gamma_B \) contour for all \( B > A \), and so that \( \gamma_k \) is a small enough circle around 0 as so as to contain 1.

The (candidate) semi-discrete inverse transform \( \mathcal{J}^{\text{S-D}} \) takes functions \( G \in \tilde{\mathcal{C}}^k \) into functions \( \mathcal{J}^{\text{S-D}} G \in \mathcal{W}^k \) via
\[
(\mathcal{J}^{\text{S-D}} G)(\vec{n}) = (-1)^k \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^{k} (z_j)^{-n_j - 1} G(\vec{z}). \quad (6.3.4)
\]
The composition of the transform and (candidate) inverse transform takes functions $K^{S,D} f \in \mathcal{W}^k$ into functions $\mathcal{M}^{S,D} G \in \tilde{\mathcal{C}}^k$ via

\[
(K^{S,D} f)(\tilde{n}) = (\mathcal{F}^{S,D} \mathcal{F}^{S,D} f)(\tilde{n}) = (-1)^k \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^k (z_j)^{-n_j-1} \langle f, \tilde{\Psi}^{(r)}_{\tilde{\zeta}/\tilde{\mathcal{W}}^r} \rangle.
\]

The composition of the (candidate) inverse transform and the transform takes functions $G \in \mathcal{C}^k$ into functions $\mathcal{M}^{S,D} G \in \tilde{\mathcal{C}}^k$ via

\[
(M^{S,D} G)(\tilde{n}) = (\mathcal{F}^{S,D} \mathcal{F}^{S,D} G)(\tilde{z}) = (-1)^k \sum_{\tilde{n} \in \tilde{\mathcal{W}}^k} \tilde{\Psi}^{(r)}_{\tilde{z}/\tilde{\mathcal{W}}^r}(\tilde{n}) \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^k (z_j)^{-n_j-1} G(\tilde{z}).
\]

**Lemma 6.20.** Consider a symmetric function $F : \mathbb{C}^k \to \mathbb{C}$ and positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ such that:

- The contour $\gamma_k$ is a circle around 0, small enough so as not to contain 1;
- For all $1 \leq A < B \leq k$, the interior of $\gamma_A$ contains 0 and the image of $\gamma_B$ plus 1;
- For all $1 \leq j \leq k$, there exist deformations $D_j$ of $\gamma_j$ to $\tilde{\gamma}_j$ so that for all $z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_k$ with $z_i \in \gamma_i$ for $1 \leq i < j$, and $z_i \in \gamma_i$ for $j < i \leq k$, the function $z_j \mapsto \Delta(\tilde{z}) F(z_1, \ldots, z_j, \ldots, z_k)$ is analytic in a neighborhood of the area swept out by the deformation $D_j$.

Then,

\[
(\mathcal{F}^{S,D} G)(\tilde{n}) = \sum_{\lambda \vdash k} \phi_{\tilde{n}} \lambda(d\tilde{\mu}_\lambda(\tilde{w})) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j \lambda_j)} \tilde{\Psi}^{(r)}_{\tilde{\omega} \tilde{\omega} \lambda}(\tilde{n}) G(\tilde{w} \tilde{\omega} \lambda),
\]

where the definition of the notation $\tilde{w} \tilde{\omega} \lambda$ and $(w)_n$ is given in Section 1.3 and where, for a partition $\lambda = 1^{m_1} 2^{m_2} \cdots$,

\[
d\tilde{\mu}_\lambda(\tilde{w}) = \frac{1}{m_1! m_2! \cdots} \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell(\lambda)} \prod_{j=1}^{\ell(\lambda)} \frac{d w_j}{2\pi i}.
\]

We may now record the scaling limits of the Plancherel formula (Theorem 6.7), the dual Plancherel formula (Theorem 3.9) and the Plancherel isomorphism (Theorem 3.11).

We start with the Plancherel formula.

**Theorem 6.21.** The semi-discrete transform $\mathcal{F}^{S,D}$ induces an isomorphism between the space $\mathcal{W}^k$ and its image with inverse given by $\mathcal{F}^{S,D}$. Equivalently, $K^{S,D}$ acts as the identity operator on $\mathcal{W}^k$.

A key fact in the proof of this (which follows in the exact same manner as Theorem 3.7) is the following property of $K^{S,D}$: For any functions $f, g \in \mathcal{W}^k$,

\[
\langle K^{S,D} f, g \rangle_{\mathcal{W}} = \langle f, (CR)^{-1} K^{S,D} (CR g) \rangle_{\mathcal{W}}.
\]

**Lemma 6.20** yields the following expansion

\[
(K^{S,D} f)(\tilde{n}) = \sum_{\lambda \vdash k} \phi_{\tilde{n}} \lambda(d\tilde{\mu}_\lambda(\tilde{w})) \prod_{j=1}^{\ell(\lambda)} \frac{1}{(w_j \lambda_j)} \tilde{\Psi}^{(r)}_{\tilde{\omega} \tilde{\omega} \lambda}(\tilde{n}) \langle f, \tilde{\Psi}^{(r)}_{\tilde{\omega} \tilde{\omega} \lambda} \rangle_{\mathcal{W}}.
\]

We have shown in Theorem 6.21 that $K^{q\text{-Boson}} = \text{Id}$ when restricted to functions in $\mathcal{W}^K$. Similarly,

\[
(CR)^{-1} K^{S,D} (CR) = \text{Id}.
\]
Let us turn now to the dual Plancherel formula.

**Theorem 6.22.** The inverse semi-discrete transform $\mathcal{J}^{S-D}$ induces an isomorphism between the domain $\tilde{\mathcal{C}}^k$ and its image with inverse given by $\mathcal{F}^{S-D}$. Equivalently, $\mathcal{M}^{S-D}$ acts as the identity operator on $\tilde{\mathcal{C}}^k$.

It should also be possible (as conjectured in Remark 3.10) to extend this dual Plancherel formula to a more degenerate class of functions than presently considered.

We may combine Theorems 6.21 and 6.22 to arrive at the following result.

**Definition 6.23.** Define a bilinear pairing acting on two functions $F(\tilde{z})$ and $G(\tilde{z})$ by

$$\langle F, G \rangle_{\tilde{c}} = \sum_{\lambda=1}^{\ell} \int_{\gamma_k} \cdots \int_{\gamma_k} d\ell_{\lambda} \prod_{j=1}^{\ell} \frac{1}{(w_j)_j} F(w_{\delta j}) G(w_{\delta j}).$$

**Theorem 6.24.** The semi-discrete transform $\mathcal{F}^{S-D}$ induces an isomorphism between $\mathcal{W}^k$ and $\tilde{\mathcal{C}}^k$ with inverse given by $\mathcal{J}^{S-D}$. Moreover, for any $f, g \in \mathcal{W}^k$

$$\langle F, G \rangle_{\tilde{c}} = \langle F^{S-D} F, F^{S-D} G \rangle_{\tilde{c}},$$

and for any $F, G \in \tilde{\mathcal{C}}^k$

$$\langle \mathcal{J}^{S-D} F, \mathcal{J}^{S-D} G \rangle_{W} = \langle F, G \rangle_{\tilde{c}}.$$ (6.3.10)

**6.3.3. Completeness and biorthogonality.** Corollaries 6.25 and 6.26 are immediate consequences of Theorem 6.21. Proposition 6.27 can either be proved directly (as done for Proposition 3.14) or derived from Theorem 6.22 (assuming that theorem is proved directly via a limit transition from Theorem 3.39).

**Corollary 6.25.** Any function $f \in \mathcal{W}^k$ can be expanded as

$$f(\tilde{n}) = \sum_{\lambda=1}^{\ell} \int_{\gamma_k} \cdots \int_{\gamma_k} d\ell_{\lambda}(\tilde{w}) \prod_{j=1}^{\ell} \frac{1}{(w_j)_j} \tilde{\Psi}_{w_{\delta j}}(\tilde{n}) \langle f, \tilde{\Psi}_{w_{\delta j}} \rangle_{\mathcal{W}},$$

and also as

$$f(\tilde{n}) = \sum_{\lambda=1}^{\ell} \int_{\gamma_k} \cdots \int_{\gamma_k} d\ell_{\lambda}(\tilde{w}) \prod_{j=1}^{\ell} \frac{1}{(w_j)_j} \tilde{\Psi}_{w_{\delta j}}(\tilde{n}) \langle \tilde{\Psi}_{w_{\delta j}}, f \rangle_{\mathcal{W}}.$$ (6.3.11)

**Corollary 6.26.** For $\tilde{n}, \tilde{m} \in \mathcal{W}^k$, regard $\tilde{\Psi}^\ell(\tilde{n})$ and $\tilde{\Psi}^\ell(\tilde{m})$ as functions $\tilde{\Psi}^\ell(\tilde{n})(\tilde{z}) = \tilde{\Psi}^\ell_{\tilde{n}}(\tilde{z})$ and $\tilde{\Psi}^\ell(\tilde{m})(\tilde{z}) = \tilde{\Psi}^\ell_{\tilde{m}}(\tilde{z})$. Then

$$\langle \tilde{\Psi}^\ell(\tilde{n}), \tilde{\Psi}^\ell(\tilde{m}) \rangle_{\tilde{c}} = 1_{\tilde{n}=\tilde{m}}.$$ (6.3.12)

**Proposition 6.27.** Consider functions $F, G \in \tilde{\mathcal{C}}^k$. Then we have that

$$\sum_{\tilde{n} \in \mathcal{W}^k} \left( \int_{\gamma_k} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \tilde{\Psi}^\ell(\tilde{n})(\tilde{z}) \Delta(\tilde{z}) F(\tilde{z}) \right) \left( \int_{\gamma_k} \frac{dw_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dw_k}{2\pi i} \tilde{\Psi}^\ell(\tilde{m})(\tilde{w}) \Delta(\tilde{w}) G(\tilde{w}) \right)$$

$$= \int_{\gamma_k} \frac{dw_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dw_k}{2\pi i} \left( \prod_{j=1}^{k} w_j \prod_{A \neq B} (w_A - w_B - 1) \sum_{\sigma \in S_k} \text{sgn}(\sigma) F(\sigma \tilde{w}) G(\tilde{w}) \right).$$
6.3.4. Applications to the semi-discrete stochastic heat equation. The following results follow from Corollary 6.25. We then apply them to the analysis of the semi-discrete stochastic heat equation.

**Corollary 6.28.** For $f_0 \in \mathcal{W}^k$ the backward equation

$$
\frac{d}{dt} f(t; \vec{n}) = (\mathcal{H}^{bwd}(f)) (t; \vec{n})
$$

with $f(0; \vec{n}) = f_0(\vec{n})$ is uniquely solved by

$$
f(t; \vec{n}) = (e^{t\mathcal{H}^{bwd}} f_0)(\vec{n}) = \sum_{\lambda \vdash k} \int_{\gamma_k} \cdots \int_{\gamma_k} d\tilde{\mu}_\lambda(\vec{w}) \prod_{j=1}^k e^{t\tilde{E}(\vec{w}^\lambda)} \tilde{\Psi}_{\vec{w}^\lambda}(\vec{n}) \langle f_0, \tilde{\Psi}_{\vec{w}^\lambda} \rangle_{\mathcal{W}}
$$

where $\tilde{E}(\vec{z}) = \sum_{i=1}^k (z_i - 1)$.

**Corollary 6.29.** For $f_0 \in \mathcal{W}^k$ the forward equation

$$
\frac{d}{dt} f(t; \vec{n}) = (\mathcal{H}^{fwd}(f))(t; \vec{n})
$$

with $f(0; \vec{n}) = f_0(\vec{n})$ is uniquely solved by

$$
f(t; \vec{n}) = (e^{t\mathcal{H}^{fwd}} f_0)(\vec{n}) = \sum_{\lambda \vdash k} \int_{\gamma_k} \cdots \int_{\gamma_k} d\tilde{\mu}_\lambda(\vec{w}) \prod_{j=1}^k e^{t\tilde{E}(\vec{w}^\lambda)} \tilde{\Psi}_{\vec{w}^\lambda}(\vec{n}) \langle f_0, \tilde{\Psi}_{\vec{w}^\lambda} \rangle_{\mathcal{W}}
$$

where $\tilde{E}(\vec{z}) = \sum_{i=1}^k (z_i - 1)$.

We may utilize the above solution to the backward equation to compute integral formulas for the moments of the probabilistic model we now introduce. Though we phrase it in terms of a coupled system of stochastic ODEs, it is equivalent to the partition function of the O’Connell-Yor semi-discrete directed polymer [66] (see also [64] for more recent developments in the study of this model).

**Definition 6.30.** The semi-discrete stochastic heat equation with initial data $Z_0$ is the system of stochastic ODEs

$$
\frac{dZ(t, n)}{dt} = \nabla^{bwd} Z(t, n) dt + Z(t, n) dB_n, \quad Z(0, n) = Z_0(n),
$$

where $Z : \mathbb{R}_{\geq 0} \times \mathbb{Z} \to \mathbb{R}_{\geq 0}$ and the $B_i$ are independent standard Brownian motions. We will assume that $Z_0(n)$ is compactly supported.

**Remark 6.31.** As shown in [10, Theorem 4.1.26] (see also [17, Proposition 6.2]) the above system is a $q \to 1$ scaling limit of $q$-TASEP with finitely many particles (cf. Section 4.3). Let $\bar{Z}(t; \vec{n}) = \mathbb{E} \left[ \prod_{i=1}^k Z(t, n_i) \right]$. Using the Feynman-Kac representation (and the so-called replica method) one shows (cf. [17, Section 6.2]) that these moments satisfy

$$
\frac{d}{dt} \bar{Z}(t, \vec{n}) = \left[ \sum_{i=1}^k \nabla_i^{bwd} + \sum_{1 \leq i < j \leq k} 1_{n_i = n_j} \right] \bar{Z}(t, \vec{n}).
$$
This can be thought of as a discrete version of the delta Bose gas considered in Section 7.1. As in Remark 6.17 (see also [17, Proposition 6.3, (C)]) one sees that for $\mathbf{n} \in \mathbb{N}^k$, $\tilde{Z}(t; \mathbf{n}) = h(t; \mathbf{n})$ where $h(t; \mathbf{x})$ solves the backward equation

$$\frac{d}{dt} h(t; \mathbf{n}) = \tilde{H}^{\text{bwd}} h(t; \mathbf{n}), \quad h(0; \mathbf{n}) = \mathbb{E} \left[ \prod_{i=1}^{k} Z_0(n_i) \right].$$

It follows from Corollary 6.28 that we may solve the above equation succinctly in terms of contour integrals.

**Corollary 6.32.** For $f_0(\mathbf{n}) = h(0; \mathbf{n})$ of compact support, $h(t; \mathbf{n})$ is given by the right-hand side of the first and the second lines of (6.3.13).

Let us apply this for the example of the semi-discrete stochastic heat equation with delta initial data $Z_0(n) = 1_{n=1}$. This is the limit of step initial data for $q$-TASEP. One should be able to likewise work out the half-stationary limit, though we do not pursue that here. The following result previously appeared in [10, Section 5.2.2].

**Proposition 6.33.** For delta initial data $Z_0(n) = 1_{n=1}$ we have

$$\mathbb{E} \left[ \prod_{i=1}^{k} Z(t, n_i) \right] = \int_{\mathbb{R}^k} \frac{dz_1}{2\pi i} \cdots \int_{\mathbb{R}^k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^{k} (z_j)^{-n_j} e^{t(z_j-1)}. \quad (6.3.15)$$

7. Appendix

7.1. Continuum delta Bose gas. We briefly describe a further scaling limit of the results of Section 6.3 (as well as those earlier in the paper). We are informal here and do not give precise statements (see references for such statements). The analog (and limit) here of the $q$-Boson particle system and the discrete delta Bose gas is the continuum delta Bose gas, and the analog (and limit) of $q$-TASEP and the semi-discrete stochastic heat equation is the continuum stochastic heat equation (or equivalently the Kardar-Parisi-Zhang equation), see [10, Section 6], [12], or [63]. A rigorous treatment of this sort of limiting procedure (starting from the system considered in Section 6.2) is given in [86].

**Definition 7.1.** The 1 + 1 dimensional continuum stochastic heat equation with initial data $Z_0$ is the solution to the stochastic partial differential equation:

$$\frac{d}{dt} Z = \frac{1}{2} \frac{d^2}{dx^2} Z + \xi Z, \quad Z(0, x) = Z_0(x), \quad (7.1.1)$$

where $\xi$ is space-time Gaussian white noise (see [225] for more details and background).

In a similar manner as for the semi-discrete stochastic heat equation, the joint moments (time $t$ fixed, spatial variables $x_i$ varying) satisfy simple closed evolution equations. In particular (cf. [5] or [10, Section 6]) for $\mathbf{x} \in \mathbb{R}^k$, defining $\mathcal{Z}(t, \mathbf{x}) = \mathbb{E} \left[ \prod_{i=1}^{k} Z(t, x_i) \right]$

$$\frac{d}{dt} \mathcal{Z}(t, \mathbf{x}) = \left[ \sum_{i=1}^{k} \frac{1}{2} \frac{d^2}{dx_i^2} + \sum_{1 \leq i < j \leq k} \delta(x_i - x_j) \right] \mathcal{Z}(t, \mathbf{x}),$$

where $\delta(x)$ is the Dirac delta function. This is often called the (imaginary time) delta Bose gas with attractive coupling constant, or the (imaginary time) Lieb-Liniger model with attractive delta interaction. Uniqueness of solutions to the above equation (within a class of solutions with suitable
control on their growth in $\vec{x}$) should be attainable, but we are unaware of an exact reference in the literature.

It is standard in the physics literature (cf. \cite{21, 22}) to postulate the following reduction: Let

$$\hat{\mathcal{W}}^k = \left\{ \vec{x} = (x_1, \ldots, x_k) \in \mathbb{R}^k \mid x_1 \leq \cdots \leq x_k \right\}.$$ 

Then, for $\vec{x} \in \hat{\mathcal{W}}^k$, $\tilde{Z}(t; \vec{x}) = u(t; \vec{x})$ where $u(t; \vec{x})$ solves

$$\frac{d}{dt} u(t; \vec{x}) = \sum_{i=1}^{k} \frac{1}{2} \frac{d^2}{dx_i^2} u(t; \vec{x})$$

and satisfies the two-body boundary conditions that

$$\text{for all } 1 \leq i \leq k - 1 \quad \left( \frac{d}{dx_i} - \frac{d}{dx_{i+1}} - 1 \right) u \bigg|_{\vec{x}: x_i + 0 = x_{i+1}} \equiv 0.$$ 

Here $x_i + 0 = x_{i+1}$ means the limit as $x_i \to x_{i+1}$ from below. To our knowledge, this reduction has not been rigorously justified.

In the work of Heckman and Opdam \cite{43}, the above system (Laplacian plus two-body boundary conditions) is called the Yang system \cite{91, 92} (see also \cite{39, 43} for other root systems) corresponding to the type $A$ root system and an attractive coupling constant (of magnitude 1 in our setting).

**Definition 7.2.** For any $\vec{z} \in \mathbb{C}^k$ define

$$\hat{\Psi}_z^F(\vec{x}) = \bar{C}^{-1}(\vec{x}) \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} e^{-x_j z_j}.$$ 

As in (6.3.1), the function $\bar{C} : \hat{\mathcal{W}}^k \to \mathbb{R}$ depends only on the list $\bar{c}(\vec{x}) = (c_1, \ldots, c_M)$ of cluster sizes for $\vec{x}$ via

$$\bar{C}(\vec{x}) = (-1)^k \prod_{i=1}^{M} (c_i)!.$$ \hspace{1cm} (7.1.2)

Likewise define

$$\hat{\Psi}_z^{\ell}(\vec{x}) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} e^{x_j z_j}.$$ 

These are right and left eigenfunctions for the Yang system.

Following Heckman-Opdam \cite{43}, we now define the analogs of $\mathcal{F}^{q-\text{Boson}}$ and $\mathcal{J}^{q-\text{Boson}}$, though without carefully specifying the domains on which they act. The Fourier-Yang transform $\mathcal{F}^{F-Y}$ takes functions $f : \hat{\mathcal{W}}^k \to \mathbb{C}$ into symmetric functions $\mathcal{F}^{F-Y} f : \mathbb{C}^k \to \mathbb{C}$ via

$$(\mathcal{F}^{F-Y} f)(\vec{z}) = \int_{\vec{x} \in \hat{\mathcal{W}}^k} f(\vec{x}) \hat{\Psi}_z^F(\vec{x}) d\vec{x}.$$ 

Note that the $\bar{C}^{-1}(\vec{x})$ factor in defining $\hat{\Psi}_z^F$ plays no role in this integration as it is identically equal to $(-1)^k$ except on a set of measure 0.

The (candidate) Fourier-Yang inverse transform $\mathcal{J}^{F-Y}$ takes symmetric functions $F : \mathbb{C}^k \to \mathbb{C}$ into functions $\mathcal{J}^{F-Y} F : \hat{\mathcal{W}}^k \to \mathbb{C}$ via

$$(\mathcal{J}^{F-Y} F)(\vec{z}) = \int_{\alpha_1 + i\mathbb{R}} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k + i\mathbb{R}} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^{k} e^{x_j z_j} F(\vec{z})$$ \hspace{1cm} (7.1.3)

where $\alpha_1 > \alpha_2 + 1 > \alpha_3 + 2 > \cdots > \alpha_k + k - 1$. 


Lemma 7.3. Consider a symmetric function $F: \mathbb{C}^k \to \mathbb{C}$ and a set of real numbers $\alpha_1, \ldots, \alpha_k$ which satisfy

1. For all $1 \leq j \leq k-1$, $\alpha_j > \alpha_{j+1} + 1$;
2. For all $1 \leq j \leq k$ and $z_1, \ldots, z_k$ such that $z_i \in \alpha_i + i\mathbb{R}$ for $1 \leq i < j$ and $z_i \in \alpha_k + i\mathbb{R}$ for $j < i \leq k$, the function $z_j \mapsto \Delta(z)F(z_1, \ldots, z_j, \ldots, z_k)$ is analytic in the complex domain \{ $z : \alpha_k \leq \text{Re}(z) \leq \alpha_j$ \} and is bounded in modulus on that domain by $c \text{Im}(z_j)^{-\delta}$ for some constants $c, \delta > 0$ (depending on $z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_k$ but not $z_j$).

Then,

$$ (\mathcal{J}^{F-Y}F)(\vec{n}) = \sum_{\lambda \vdash k} \int_{\alpha_k + i\mathbb{R}} \cdots \int_{\alpha_k + i\mathbb{R}} d\mu_\lambda(\vec{w}) \overline{\Psi}_w^{\lambda}(\vec{n}) F(\vec{w} \circ \lambda), $$

where $\vec{w} \circ \lambda$ is as in (1.3.3) and $d\mu_\lambda$ is as in Lemma 6.20.

Heckman and Opdam [43] showed that when restricted to a suitable class of functions, the Fourier-Yang transform $\mathcal{F}^{F-Y}$ is an isomorphism onto its image with inverse $\mathcal{J}^{F-Y}$. Or, equivalently, on this set of functions $\mathcal{F}^{F-Y} = \text{Id}$. This is the analog of Theorem 3.7 and the method of proof we employed herein is adapted from their work. Just as before, from this Plancherel formula and Lemma 7.3 one proves completeness of the Bethe ansatz (see [10, Remark 6.2.5] for a detailed history of this question).

There should be an analog of the dual Plancherel formula (Theorem 3.9) and the Plancherel isomorphism (Theorem 3.11) in this setting, though we have not seen this in the mathematics literature. The physics literature contains some work in the direction of spectral orthogonality in this context [21, 31].

In the past few years there have been many works in the physics literature using the above delta Bose gas to study the moments of the stochastic heat equation with various types of initial data (flat / half-flat [24, 23], stationary [36, 47, 48], or more general [29]) or at different times [31]. These calculations are counterparts to the $q$-Boson Plancherel theorem discussed in Section 4.3.

7.2. Shrinking nested contours. The following proposition is a variant of Proposition 3.2.1 of [10]. The proof therein is a verification type inductive proof. The proof we present below is direct and inspired by [43].

Proposition 7.4. Given a set of positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ and a function $F(z_1, \ldots, z_k)$ which satisfy

- The contour $\gamma_k$ is a circle around 1, small enough so as not to contain $q$;
- For all $1 \leq A < B \leq k$, the interior of $\gamma_A$ contains the image of $\gamma_B$ multiplied by $q$;
- For all $1 \leq j < k$, there exist deformations $D_j$ of $\gamma_j$ to $\gamma_k$ so that for all $z_1, \ldots, z_{j-1} z_{j+1}, \ldots, z_k$ with $z_i \in \gamma_i$ for $1 \leq i < j$, and $z_i \in \gamma_k$ for $j < i \leq k$, the function $z_j \mapsto \Delta(z)F(z_1, \ldots, z_j, \ldots, z_k)$ is analytic in a neighborhood of the area swept out by the deformation $D_j$.

Then we have the following residue expansion identity:

$$ \int_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \int_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} F(z_1, \ldots, z_k) = \sum_{\lambda \vdash k} \int_{\gamma_1} \cdots \int_{\gamma_k} d\mu_\lambda(\vec{w}) E^q(\vec{w} \circ \lambda), \quad (7.2.1) $$

where $\vec{w} \circ \lambda$ was defined in (1.3.2). Here we define

$$ E^q(z_1, \ldots, z_k) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - qz_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} F(z_{\sigma(1)}, \ldots, z_{\sigma(k)}) $$
and
\[
d\mu_\lambda(w) = \frac{(1 - q)^k (-1)^k q^{-\delta(k+1)}}{m_1! m_2! \cdots} \det \left[ \frac{1}{w_i q^{\lambda_i} - w_j} \right]^{\ell(\lambda)}_{i,j=1} \prod_{j=1}^{\ell(\lambda)} w_j^{\lambda_j} q^{\lambda_j(\lambda_j - 1)} \frac{dw_j}{2\pi i}
\]
where \( \lambda = 1^{m_1} 2^{m_2} \cdots \).

**Proof.** First notice that for \( k = 1 \) the result follows immediately. Hence, in what follows we assume \( k \geq 2 \).

We proceed sequentially and deform (using the deformation \( D_k \) afforded from the hypotheses of the theorem) the \( \gamma_{k-1} \) contour to \( \gamma_k \), and then deform (using the deformation \( D_{k-2} \) afforded from the hypotheses of the theorem) \( \gamma_{k-2} \) contour to \( \gamma_k \), and so on until all contours have been deformed to \( \gamma_k \). However, due to the \( z_A - q z_B \) terms in the denominator of the integrand, during the deformation of \( \gamma_A \) we may encounter simple poles at the points \( z_A = q z_B, \) for \( B > A \). The residue theorem implies that the integral on the left-hand side of (7.2.1) can be expanded into a summation over integrals of possibly few variables (all along \( \gamma_k \)) whose integrands correspond to the various possible residue subspaces coming from these poles.

Our proof splits into three basic steps. First, we identify the residual subspaces upon which our integral is expanded via residues. This brings us to equation (7.2.4). Second, we show that these subspaces can be brought to a canonical form via the action of some \( \sigma \in S_k \). This enables us to simplify the summation over the residual subspaces to a summation over partitions \( \lambda \vdash k \) and certain subsets of permutations \( \sigma \in S_k \). Inspection of those terms corresponding to \( \sigma \in S_k \) not in these subsets shows that they have zero residue contribution and hence the summation can be completed to include all of \( S_k \). This brings us to equation (7.2.7). And third, we rewrite the function whose residue we are computing as the product of an \( S_k \) invariant function (which contains all of the poles related to the residual subspace) and a remainder function. We use Lemma (7.6) to evaluate the residue of the \( S_k \) invariant function and we identify the summation over \( \sigma \in S_k \) of the substitution into the remainder function as exactly giving the \( E^\lambda \) function in the statement of the proposition we are presently proving.

**Step 1:** It is worthwhile to start with an example \((k = 3)\). Figure 5 accompanies the example and illustrates the deformations and locations of poles.

**Example 7.5.** When \( k = 3 \) the integrand on the left-hand side of (7.2.1) contains the fractions
\[
\frac{z_1 - z_2}{z_1 - q z_2}, \frac{z_1 - z_3}{z_1 - q z_3}, \frac{z_2 - z_3}{z_2 - q z_3},
\]
 standardized as
\[
\frac{z_1 - z_2}{z_1 - q z_2}, \frac{z_1 - z_3}{z_1 - q z_3}, \frac{z_2 - z_3}{z_2 - q z_3},
\]
times the function \( F(z_1, z_2, z_3) \) which (by the hypotheses of the proposition) does not have poles between \( \gamma_j \) and \( \gamma_k \) (for \( j = 1, 2, 3 \)).

Thinking of \( z_3 \) as fixed along the contour \( \gamma_3 \), we begin by deforming the \( \gamma_2 \) contour to \( \gamma_3 \). As we proceed, we necessarily encounter a single simple pole at \( z_2 = q z_3 \). The residue theorem implies that our initial integral equals the sum of (A) the integral where \( z_2 \) is along \( \gamma_3 \), and (B) the integral with only \( z_1 \) and \( z_3 \) remaining and integrand given by taking the residue of the initial integrand at \( z_2 = q z_3 \).

Let us consider separately these two pieces. For (A) we now think of \( z_2 \) and \( z_3 \) as fixed along \( \gamma_3 \) and deform the \( \gamma_1 \) contour to \( \gamma_3 \), encountering two simple poles at \( z_1 = q z_2 \) and \( z_1 = q z_3 \). Thus (A) is expanded into a sum of three terms: the integral with \( z_1, z_2 \) and \( z_3 \) along \( \gamma_3 \); and the integral with only \( z_2 \) and \( z_3 \) remaining (along \( \gamma_3 \)) and the residue taken at either \( z_1 = q z_2 \) or \( z_1 = q z_3 \).

For (B) we now think of \( z_3 \) as fixed along \( \gamma_3 \) and deform the \( \gamma_1 \) contour to \( \gamma_3 \), encountering a simple pole at \( z_1 = q^2 z_3 \). This is because the residue of (7.2.2) at \( z_2 = q z_3 \) equals
\[
\frac{z_1 - z_3}{z_1 - q^2 z_3} (q z_3 - z_3).
\]
Figure 5. The expansion of the $k = 3$ nested contour integral as explained in Example 7.3. On the left-hand side, the $\gamma_2$ contour is deformed to the $\gamma_3$ contour and a pole is crossed along $q\gamma_3$ at the point $qz_3$ (here the point $z_3$ is drawn as a small black bullet and its location is on the solid line circle; and the point $qz_3$ is drawn as a small white bullet and its location is on the dotted line circle). On the upper right-hand side the effect of picking the integral is shown. The $\gamma_3$ contour is represented as a (doubled) solid line circle since both $z_3$ and $z_2$ are integrated along it (these correspond to the two black bullets). The white bullets are along $q\gamma_3$ (the dotted line circle) and represent $qz_3$ and $qz_2$. As the $\gamma_1$ contour is deformed to $\gamma_3$ these residues must be taken. On the lower right-hand side the effect of picking the initial residue at $z_2 = qz_3$ is shown. As the $\gamma_1$ contour is deformed to $\gamma_3$ a pole is encountered along $q^2\gamma_3$ at the location $q^2z_3$ (as before $z_3$ is the black bullet and $q^2z_3$ is the white bullet).

Thus (B) is expanded into a sum of two terms: the integral with $z_1$ and $z_3$ (along $\gamma_3$ and with the above expression in the integrand); and the integral with only $z_3$ remaining (along $\gamma_3$) and the residue of the above term taken at $z_1 = q^2z_3$.

Gathering the various terms in this expansion, we see that the residue subspaces we sum over are indexed by partitions of $k$ (here $k = 3$) and take the form of geometric strings with the parameter $q$. For example, $\lambda = (1,1,1)$ corresponds to the term in the residue expansion in which all three variables $z_1, z_2$ and $z_3$ are still integrated, but along $\gamma_3$. On the other hand, $\lambda = (3)$ corresponds to the term in which the residue is taken at $z_1 = qz_2 = q^2z_3$ and the only variable which remains to be integrated along $\gamma_3$ is $z_3$. The partition $\lambda = (2,1)$ corresponds to the three remaining terms in the above expansion in which two integration variables remain. In general, $\ell(\lambda)$ corresponds to the number of variables which remain to be integrated in each term of the expansion.
Let us now turn to the general $k$ case. By the hypotheses of the theorem, the function $z_j \mapsto \prod_{1 \leq A < B \leq k} (z_A - z_B) F(z_1, \ldots, z_j, \ldots, z_k)$ has no poles which are encountered during contour deformations – hence it plays no role in the residue analysis. As we deform sequentially the contours in the left-hand side of (7.2.1) to $\gamma_k$ we find that the resulting terms in the residue expansion can be indexed by partitions $\lambda \vdash k$ along with a list (ordered set) of disjoint ordered subsets of $\{1, \ldots, k\}$ (whose union is all of $\{1, \ldots, k\}$)

\[
i_1 < i_2 < \cdots < i_{\lambda_1} \\
j_1 < j_2 < \cdots < j_{\lambda_2} \\
\vdots
\]

(7.2.3)

Let us call such a list $I$. For a given partition $\lambda$ call $S(\lambda)$ the collection of all such lists $I$ corresponding to $\lambda$. For $k = 3$ and $\lambda = (2, 1)$, in Example 7.5 we saw there are three such lists which correspond with

\[
S(\lambda) = \left\{ \{1 < 2, 3\}, \{1 < 3, 2\}, \{2 < 3, 1\} \right\}.
\]

For such a list $I$, we write $\text{Res}_I f(z_1, \ldots, z_k)$ as the residue of the function $f$ at

\[
z_{i_1} = qz_{i_2}, z_{i_2} = qz_{i_3}, \ldots, z_{i_{\lambda_1} - 1} = qz_{i_{\lambda_1}} \\
z_{j_1} = qz_{j_2}, z_{j_2} = qz_{j_3}, \ldots, z_{j_{\lambda_2} - 1} = qz_{j_{\lambda_2}} \\
\vdots
\]

and regard the output as a function of the terminal variables $(z_{i_{\lambda_1}}, z_{j_{\lambda_2}}, \ldots)$. There are $\ell(\lambda)$ such strings and consequently that many remaining variables (though we have only written the first two strings above).

With the above notation in place, we may write the expansion of the integral on the left-hand side of (7.2.1) as

\[
\text{LHS (7.2.1)} = \sum_{\lambda = 1^{m_1}2^{m_2} \cdots} \frac{1}{m_1!m_2! \cdots} \sum_{I \in S(\lambda)} \prod_{1 \leq A < B \leq k} \frac{dz_A - z_B}{z_A - qz_B} F(z_1, \ldots, z_k) \prod_{i \in I} \frac{dz_i}{2\pi i} \prod_{j \notin I} \frac{dz_j}{2\pi i} \ldots
\]

(7.2.4)

The factor of $\frac{1}{m_1!m_2! \cdots}$ arose from multiple counting of terms in the residue expansion due to symmetries of $\lambda$. For example, for the partition $\lambda = (2, 2, 1)$, each $I \in S(\lambda)$, corresponds uniquely with a different $I' \in S(\lambda)$ in which the $i$ and $j$ variables in (7.2.3) are switched. Since these correspond with the same term in the residue expansion, this constitutes double counting and hence the sum should be divided by $2!$. The reason why our residual subspace expansion only corresponds with strings is because if we took a residue which was not of the form of a string, then for some $A \neq A'$ we would be evaluating the residue at $z_A = qz_B$ and $z_{A'} = qz_B$. However, the Vandermonde determinant in the numerator of our integrand would then necessarily evaluate to zero. Therefore, such possible non-string residues (coming from the denominator) in fact have zero contribution.

**Step 2:** For each $I \in S(\lambda)$ relabel the $z$ variables as

\[
(z_{i_1}, z_{i_2}, \ldots, z_{i_{\lambda_1}}) \mapsto (y_{\lambda_1}, y_{\lambda_1-1}, \ldots, y_1) \\
(z_{j_1}, z_{j_2}, \ldots, z_{j_{\lambda_2}}) \mapsto (y_{\lambda_1+\lambda_2}, \ldots, y_{\lambda_1+1}) \\
\vdots
\]
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and observe that there exists a unique permutation \( \sigma \in S_k \) for which \((z_1, \ldots, z_k) = (y_{\sigma(1)}, \ldots, y_{\sigma(k)})\). Let us also call \( w_j = y_{\lambda_1 + \ldots + \lambda_{j-1} + 1} \), for \( 1 \leq j \leq \ell(\lambda) \).

We introduce a canonical form for taking strings of residues. For a function \( f(y_1, \ldots, y_k) \) define \( \text{Res}^g f(y_1, \ldots, y_k) \) to be the residue of \( f(y_1, \ldots, y_k) \) at

\[
\begin{align*}
    y_{\lambda_1} &= qy_{\lambda_1-1}, & y_{\lambda_1-1} &= qy_{\lambda_1-2}, & \ldots, & y_2 &= qy_1 \\
    y_{\lambda_1+\lambda_2} &= qy_{\lambda_1+\lambda_2-1}, & y_{\lambda_1+\lambda_2-1} &= qy_{\lambda_1+\lambda_2-2}, & \ldots, & y_{\lambda_1+2} &= qy_{\lambda_1+1} \\
    & \vdots & & & & \\
\end{align*}
\]

(7.2.5)

with the output regarded as a function of the terminal variables \((y_1, y_{\lambda_1+1}, \ldots, y_{\lambda_1+\ldots+\lambda_{\ell(\lambda)-1}})\). We call each sequence of identifications of variables a string. As all poles which we encounter in what follows are simple, the above residue evaluation amounts to

\[
\begin{align*}
    \text{Res}^g f(y_1, \ldots, y_k) &= \lim_{y_2 \to qy_1} \prod_{i=2}^{\lambda_1} (y_i - qy_{i-1}) \lim_{y_{\lambda_1+2} \to qy_{\lambda_1+1}} \prod_{i=\lambda_1+2}^{\lambda_1+\lambda_2} (y_i - qy_{i-1}) \cdots f(y_1, \ldots, y_k).
\end{align*}
\]

(7.2.6)

It is also convenient to define \( \text{Sub}^g f(y_1, \ldots, y_k) \) as the function of \((y_1, y_{\lambda_1+1}, \ldots, y_{\lambda_1+\ldots+\lambda_{\ell(\lambda)-1}})\), which is the result of substituting the relations of (7.2.5) into \( f(y_1, \ldots, y_k) \).

With the above notation we rewrite the term corresponding to a partition \( \lambda \) in the right-hand side of (7.2.4) as

\[
\frac{1}{m_1!m_2! \cdots} \sum_{\sigma \in S_k} \oint \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - qy_{\sigma(B)}} \text{Res}^g \left( \sum_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - qy_{\sigma(B)}} F(\sigma(y)) \right) \right),
\]

(7.2.7)

where \( \text{Res}^g \) is defined in equation (7.2.5). Note that the output of the residue operation is a function of the variables \((y_1, y_{\lambda_1+1}, \ldots) = (w_1, w_2, \ldots)\).

One should observe that the above expression includes the summation over all \( \sigma \in S_k \), and not just those which arise from an \( I \in S(\lambda) \) as above. This, however, is explained by the fact that if \( \sigma \) does not arise from some \( I \in S(\lambda) \), then the residue necessarily evaluates to zero (hence adding these terms is allowed). To see this, observe that in the renumbering of variables discussed above, only permutations with

\[
\sigma^{-1}(1) > \sigma^{-1}(2) \cdots > \sigma^{-1}(\lambda_1), \quad \sigma^{-1}(\lambda_1 + 1) > \sigma^{-1}(\lambda_1 + 2) \cdots > \sigma^{-1}(\lambda_1 + \lambda_2), \quad \ldots
\]

participated. Any other \( \sigma \) must violate one of these strings of conditions. Consider, for example, some \( \sigma \) with \( \sigma(\lambda_1 - 1) < \sigma(\lambda_1) \). This implies that the term \( y_{\lambda_1-1} - qy_{\lambda_1} \) shows up in the denominator of (7.2.7), as opposed to the term \( y_{\lambda_1} - qy_{\lambda_1-1} \). Residues can be taken in any order, and if we first take the residue at \( y_{\lambda_1} = qy_{\lambda_1-1} \), we find that the above denominator does not have a pole (nor do any other parts of (7.2.4)) and hence the residue is zero. Similar reasoning works in general.

**Step 3:** All that remains is to compute the residues in (7.2.7) and identify the result (after summing over all \( \lambda \vdash k \)) with the right-hand side of (7.2.1) as necessary to prove the proposition.

It is convenient to rewrite the product over \( A < B \) as an \( S_k \) invariant function, times a function that is analytic at the points in which the residue is being taken:

\[
\prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - qy_{\sigma(B)}} = \prod_{1 \leq A < B \leq k} \frac{y_A - y_B}{y_A - qy_B} \prod_{1 \leq B < A \leq k} \frac{y_{\sigma(A)} - qy_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)}}.
\]
Since it is only the $S_k$ invariant function that contains the poles with which we are concerned, it allows us to rewrite (7.2.7) as

$$\frac{1}{m_1!m_2!\cdots} \int \frac{w_1}{2\pi i} \cdots \int \frac{w_{\ell(\lambda)}}{2\pi i} \text{Res}_\lambda^q \left( \prod_{1 \leq A \neq B \leq k} \frac{y_A - y_B}{y_A - qy_B} \right)$$

$$\times \text{Sub}_\lambda^q \left( \sum_{\sigma \in S_k} \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - qy_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)}} F(\sigma(y)) \right).$$

We use Lemma 7.6 to evaluate the above residue, and we easily identify the substitution on the second line with $E^q(w \circ \lambda)$ as in the statement of the proposition. Combining these two expressions and summing the resulting expression over $\lambda \vdash k$ we arrive at the desired residue expansion claimed in the statement of the proposition.

**Lemma 7.6.** For all $k \geq 1$, $\lambda \vdash k$ and $q \in (0,1)$, we have that

$$\text{Res}_\lambda^q \left( \prod_{1 \leq i \neq j \leq k} \frac{y_i - y_j}{y_i - qy_j} \right) = (-1)^k(1 - q)^k q^{k^2/2} \prod_{j=1}^{\ell(\lambda)} w_j^{\lambda_j} q^{\lambda_j^2/2} \det \left[ \frac{1}{w_i q^{\lambda_j} - w_j} \right]_{i,j=1}^{\ell(\lambda)},$$

(7.2.8)

where we have renamed the variables remaining after the residue operator as $w_j = y_{\lambda_1 + \cdots + \lambda_j - 1 + 1}$, for $1 \leq j \leq \ell(\lambda)$.

**Proof.** The product on the left-hand side of (7.2.8) involves terms in which $i$ and $j$ are in the same string of variables in (7.2.5) as well as terms in which they are in different strings. We need to compute the residue of the same string terms and multiply it by the substitution of variables into the different string terms.

Let us first evaluate same string residues. Consider variables $y_1, \ldots, y_{\ell}$, $\ell \geq 2$, and observe that

$$\text{Res}_{\substack{y_2 = qy_1 \quad y_3 = qy_2 \quad \cdots \quad y_{\ell-1} = qy_{\ell-1} \quad y_1 = qy_1}} = (-1)^{\ell-1} \prod_{i=1}^{\ell} \frac{y_1 - q^{i-1} - y_{i-1}}{1 - q^i}.$$

Now turn to the cross term between two strings of variables. Consider one set of variables $y_1, \ldots, y_{\ell}$ with $\ell \geq 2$ and a second set of variables $y'_1, \ldots, y'_{\ell'}$ with $\ell' \geq 2$. Then

$$\text{Sub}_{\substack{y_2 = qy_1 \quad y_3 = qy_2 \quad \cdots \quad y_{\ell-1} = qy_{\ell-1} \quad y_1 = qy_1 \quad y'_2 = qy'_1 \quad y'_3 = qy'_2 \quad \cdots \quad y'_{\ell'} = qy'_{\ell'-1} \quad y'_1 = qy'_1}} \left( \prod_{i=1}^{\ell} \prod_{j=1}^{\ell'} \frac{y_i - y_j}{y_i - qy_j} \right) = \prod_{i=1}^{\ell} \frac{y_1 q^{i-1} - y'_i}{y q y_{i-1}^{i-1} - y'_i q^{i-1} q^{i-1}}.$$

Since the strings of variables also come interchanged, we should multiply the above expression by the same term with $(y_1, \ell)$ and $(y'_1, \ell')$ interchanged.

Returning to the statement of the lemma, we see that we can evaluate the desired residue by multiplying the same string terms over all strings in (7.2.5) as well as multiplying all terms corresponding to pairs of different strings. Using the above calculations we obtain

$$\text{Res}_\lambda^q \left( \prod_{1 \leq i \neq j \leq k} \frac{y_i - y_j}{y_i - qy_j} \right) = \prod_{j=1}^{\ell(\lambda)} \frac{(1 - q)^{\lambda_j} \lambda_j(q^{\lambda_j - 1} - 1) w_j^{\lambda_j - 1} \prod_{1 \leq i < j \leq \ell(\lambda)} q^{-\lambda_i \lambda_j} (w_i - w_j)(w_i q^{\lambda_j} - w_j q^{\lambda_j})}{(w_i q^{\lambda_j} - w_j)(w_i - w_j q^{\lambda_j})}.$$

It is easy now to rewrite (using the Cauchy determinant) the above expression so as to produce the equality of the lemma, as desired. \qed
7.3. Inductive proof of Lemma 4.7. The proof we give in the main body of the text for Lemma 4.7 relied upon Theorem 3.9 (the dual Plancherel theorem). We record here an inductive proof of this same result.

The desired identity (4.3.4) can be rewritten as

$$\sum_{n_1 \geq \cdots \geq n_k \geq 0} \Psi^{(m)}_{q}(\vec{n}) \prod_{j=1}^{k} (1 - \alpha/q^j)^{-n_j} = (-1)^{k} q \frac{k^{k-1}}{z_j - \alpha/q}.$$  \hspace{1cm} (7.3.1)$$

From the definition of $\Psi^r$ we can rewrite this identity as

$$\sum_{n_1 \geq \cdots \geq n_k \geq 0} \prod_{i=1}^{M} \frac{1}{(c_i)!q} \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(B)} - q^{-1} z_{\sigma(A)}}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{k} \left(1 - \alpha/q^j\right)^{n_j} = \prod_{j=1}^{k} \frac{1 - \alpha/q^j}{z_j - \alpha/q}.$$  \hspace{1cm} (7.3.2)$$

where we recall $M = M(\vec{n})$ and $(c_1, \ldots, c_M) = \vec{c}(\vec{n})$ from Section 5.3. Define $I_k$ to be the left-hand side of the above desired equality.

We will proceed by induction in $k$. It is straightforward to check that the identity holds for $k = 1$, and for later use define $I_0 = 1$. We may write

$$I_k = \sum_{n_k \geq 0} \sum_{I, J} \sum_{\sigma_I} \sum_{n_1 \geq \cdots \geq n_{k-m} > n_k} \prod_{B < A, A, B \in I} \frac{z_{\sigma_I(B)} - q^{-1} z_{\sigma_I(A)}}{z_{\sigma_I(A)} - z_{\sigma_I(B)}} \prod_{B < A, A, B \in J} \frac{z_{\sigma_J(B)} - q^{-1} z_{\sigma_J(A)}}{z_{\sigma_J(A)} - z_{\sigma_J(B)}} \prod_{j=1}^{k} \frac{z_j - q^{-1} z_j}{z_j - z_j} \prod_{\ell = k-m+1}^{k} \left(1 - \alpha/q^\ell\right)^{n_k} \prod_{\ell = 1}^{k-m} \left(1 - \frac{1 - \alpha/q^\ell}{1 - \alpha/q}\right)^{n_k}.$$  \hspace{1cm} (7.3.3)$$

The above formula involves some notation which should be explained. The term $\sum_{I, J}$ is the summation over all subsets $I = \{i_1 < \cdots < i_m\}$ and $J = \{j_1 < \cdots < j_{k-m}\}$ such that $m = |I| \geq 1$, $I \cup J = \{1, \ldots, k\}$ and $I \cap J = \emptyset$. The term $\sum_{\sigma_I}$ is the summation over all permutations $\sigma_I$ which permute the elements of $I$ and fix the elements of $J$, and, conversely, the term $\sum_{\sigma_J}$ is the summation over all permutations $\sigma_J$ which permute the elements of $J$ and fix the elements of $I$. The final summation is over $n_1 \geq \cdots \geq n_{k-m} > n_k$ with $n_k$ fixed. We call $\vec{n}' = (n_1, \ldots, n_{k-m})$ and set $M' = M(\vec{n}')$ and $(c_1', \ldots, c_M') = \vec{c}(\vec{n}')$.

Notice that the summation over $\sigma_I$ can be readily computed to be $(m)!q^{-1}$ using (3.2.4). Note that when $(m)!q^{-1}$ is divided by $(m)!q$ this yields $q^{\frac{m(m-1)}{2}}$. Further rearrangement of terms leads to

$$I_k = \sum_{n_k \geq 0} \sum_{I, J} q^{-k(k-1)/2} \prod_{i \in I} (1 - z_i)^{n_k} \prod_{\ell = k-m+1}^{k} \frac{1}{1 - \alpha/q^\ell} \prod_{i \in I} \frac{z_i - q^{-1} z_i}{z_i - z_j} \prod_{\ell = 1}^{k-m} \left(1 - \frac{1 - \alpha/q^\ell}{1 - \alpha/q}\right)^{n_k}.$$  \hspace{1cm} (7.3.4)$$

From the definition of $I_{k-m}$ we can rewrite the second line as

$$I_{k-m}(z_{j_1}, \ldots, z_{j_{k-m}}) \prod_{\ell = 1}^{k-m} \left(1 - \frac{1 - z_j}{1 - \alpha/q^\ell}\right)^{n_k+1}.$$
By the inductive hypothesis $I_{k-m}$ is given by the right-hand side of (7.3.2). Let us make this substitution into (7.3.2):

$$I_k = \sum_{n_k \geq 0} \prod_{\ell=1}^k \left( 1 - z_i / \alpha/q \right)^{n_k} \prod_{I,J} q^{-m(m-1)/2} \prod_{i \in I, j \in J} \left( z_i - q^{-1} z_j \right) \prod_{j \in J} \left( 1 - z_j - \alpha/q \right).$$

The summation in $n_k$ can now be easily computed.

In order to prove the inductive step for $k$ it suffices to check that the above expression equals the right-hand side of (7.3.2). This reduces the proof of the lemma to showing the following equality:

$$\frac{1 - \prod_{\ell=1}^k \left( 1 - z_i / \alpha/q \right)}{\prod_{\ell=1}^k \left( 1 - z_i / \alpha/q \right)} = \sum_{I,J} q^{-m(m-1)/2} \prod_{i \in I, j \in J} \left( z_i - q^{-1} z_j \right) \prod_{j \in J} \left( 1 - z_j - \alpha/q \right).$$

The summation on the left-hand side does not include the term corresponding to $I = \emptyset$. Including this term cancels a portion of the left-hand side and further cross multiplying brings the desired equality to:

$$\prod_{\ell=1}^k \left( 1 - \alpha/q \right) = \sum_{I,J} q^{-k(k-1)/2} \prod_{i \in I, j \in J} \left( z_i - q^{-1} z_j \right) \prod_{i \in I} \left( z_i - \alpha/q \right) \prod_{j \in J} \left( 1 - z_j \right) (7.3.5)$$

where the term $\sum_{I,J}$ (without the *) represents the summation over all $I$ and $J$ such that $I \cup J = \{1, \ldots, k\}$ and $I \cap J = \emptyset$.

This desired equality is a $q$-deformation of the binomial expansion of $(1 - \alpha)^k$. To prove it, let $V(z) = \prod_{i<j} (z_j - z_i)$ be the Vandermonde determinant and let $T_\ell$ be the $q$-shift operator defined as $(T_\ell f)(z_1, \ldots, z_k) = (z_1, \ldots, q^{-1} z_\ell, \ldots, z_k)$. Making the change of variables $z_i \mapsto 1/z_i$ we can rewrite the desired equality (7.3.5) as

$$\prod_{\ell=1}^k \left( T_\ell - 1/z_\ell \right) V(z) = \prod_{j=1}^k \left( 1 - \alpha/q \right) V(1/z).$$

This eigenfunction relationship for $V(z)$ is easily proved by writing $V(z) = \det_{i,j=1}^{i,j=1} \left( z_i^{j-1} \right)$ and observing that

$$\left( T_\ell - 1/z_\ell \right) V(z) = \det_{i,j=1}^{i,j=1} \left( (q^{-j+1} - 1) z_i^{j-2} + (1 - \alpha/q) z_i^{j-1} \right).$$

By elementary column transformations the above matrix can be brought to the form

$$\det_{i,j=1}^{i,j=1} \left( (1 - \alpha/q^j) z_i^{j-1} \right) = \prod_{j=1}^k \left( 1 - \alpha/q \right) V(1/z),$$

thus proving the desired equality (7.3.5) and ultimately the inductive step and the lemma.
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