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Abstract: The purpose of this paper is to generalize Zhu’s theorem about characters of modules over a vertex operator algebra graded by integer conformal weights, to the setting of a vertex operator superalgebra graded by rational conformal weights. To recover $SL_2(\mathbb{Z})$-invariance of the characters it turns out to be necessary to consider twisted modules alongside ordinary ones. It also turns out to be necessary, in describing the space of conformal blocks in the supersymmetric case, to include certain ‘odd traces’ on modules alongside traces and supertraces. We prove that the set of supertrace functions, thus supplemented, spans a finite dimensional $SL_2(\mathbb{Z})$-invariant space. We close the paper with several examples.

1. Introduction

Let $\mathfrak{g}$ be a finite dimensional simple Lie algebra and let $\hat{\mathfrak{g}}$ be the corresponding affine Kac-Moody algebra. In [19] Kac and Peterson expressed the (normalized) characters of the integrable $\hat{\mathfrak{g}}$-modules in terms of Jacobi theta functions. In particular they showed that the normalized characters of the integrable modules at a fixed level $k \in \mathbb{Z}_+$ span an $SL_2(\mathbb{Z})$-invariant vector space. Later the monstrous moonshine conjecture, relating the monster finite simple group to the modular $j$-function, was resolved by Borcherds [3,4] using generalized Kac-Moody algebras and the monster vertex operator algebra of Frenkel, Lepowsky and Meurman [12]. Later still Zhu [29] established $SL_2(\mathbb{Z})$-invariance of the characters of an arbitrary $C_2$-cofinite rational vertex operator algebra with integer conformal weights, see Theorem 1.1 below. The modular invariance of the two prior examples can be recovered as special cases of Zhu’s result. The main result of this paper, Theorem 1.3 below, is a generalization of Theorem 1.1.

Recall that a vertex operator algebra (VOA) consists of a vector space $V$, two distinguished vectors $|0\rangle$ and $\omega$ (called the vacuum and Virasoro vector, respectively), and an assignment to each vector $u \in V$ of a ‘field’ $Y(u, z) = \sum_{n \in \mathbb{Z}} u^{(n)} z^{-n-1}$, where $u^{(n)} \in \text{End } V$. These data are to satisfy certain axioms (see Definition 2.1).
By definition $V$ is $C_2$-cofinite if $V_{(-2)}V$ has finite codimension in $V$.

If $Y(\omega, z) = L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ then the operators $L_n$ form a representation on $V$ of the Virasoro algebra with some central charge $c$. The energy operator $L_0$ acts semisimply. The eigenvalue of an $L_0$-eigenvector $u \in V$ is called its conformal weight and is denoted $\Delta_u$. We write $V_k$ for the set of vectors of conformal weight $k$.

A module over a VOA $V$ is a vector space $M$ together with a field

$$Y^M(u, z) = \sum_{n \in \mathbb{Z}} u^{M}_n z^{-n-1} = \sum_{n \in -\Delta_u + \mathbb{Z}} u^{M}_n z^{-\Delta_u}$$

(1.1)

assigned to each $u \in V$. These data are to satisfy certain axioms, see Definition 2.2. A positive energy $V$-module is an $\mathbb{R}_+$-graded $V$-module $M = \bigoplus_j M_j$, with finite dimensional graded pieces, such that $u^{M}_n M_j \subseteq M_{j-n}$ for each $u \in V, n \in -\Delta_u + \mathbb{Z}$. We say that $V$ is rational if it has finitely many irreducible positive energy modules and every positive energy $V$-module is a direct sum of irreducible ones.

Given $V$ as above, Zhu introduced a second VOA structure $Y[u, z] = \sum_{n \in \mathbb{Z}} u^{(n)}(z) z^{-n-1}$ on $V$, and a new Virasoro element $\tilde{\omega} \in V$ (see Definition 2.3). Let $L_{[0]}$ be the new energy operator and $V_{[k]}$ the set of vectors of conformal weight $k$ with respect to $\tilde{\omega}$.

Let $\mathcal{H}$ denote the complex upper half plane and set $q = e^{2\pi i \tau}$, where $\tau$ is a variable on $\mathcal{H}$. Recall the standard weight $k$ action of the modular group $SL_2(\mathbb{Z})$ on holomorphic functions on $\mathcal{H}$:

$$[f \cdot A](\tau) = (c\tau + d)^{-k} f \left( \frac{a\tau + b}{c\tau + d} \right) \quad \text{for} \quad A = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL_2(\mathbb{Z}).$$

(1.2)

**Theorem 1.1** (Zhu). Let $V$ be a $C_2$-cofinite rational VOA with non negative integer conformal weights. Let $k \in \mathbb{Z}_+$, $u \in V_{[k]}$, and let $M$ be an irreducible positive energy $V$-module. Then the trace function

$$\text{Tr}_M u^M_0 q^{L_0 - c/24}$$

converges to a holomorphic function $S_M(u, \tau)$ of $\tau \in \mathcal{H}$. Let $\mathcal{C}(u)$ denote the span of $S_M(u, \tau)$ as $M$ runs over the set of irreducible positive energy $V$-modules. Then $\mathcal{C}(u)$ is a finite dimensional vector space invariant under the weight $k$ action of $SL_2(\mathbb{Z})$.

Setting $u = |0\rangle$ shows that the graded characters of the irreducible positive energy $V$-modules span an $SL_2(\mathbb{Z})$-invariant space of weight 0. Modular forms of other integer weights arise from traces of other elements of $V$.

**Theorem 1.1** has been generalized in several directions. Dong, Li and Mason [6] proved a ‘twisted’ version for a VOA $V$ (again required to be rational, $C_2$-cofinite, and with integer conformal weights) together with a finite group $G$ of its automorphisms. We shall describe their result in some detail below.

Dong and Zhao gave further generalizations to the case of a rational $C_2$-cofinite vertex operator superalgebra (VOSA) $V$ (see Definition 2.1) together with a finite group $G$ of its automorphisms. In [10] these authors dealt with the case of integer conformal weights, and in [9] with the case in which even elements of $V$ have conformal weights in $\mathbb{Z}$ and odd elements have conformal weights in $1/2 + \mathbb{Z}$.

In the VOA setting Miyamoto [23] established $SL_2(\mathbb{Z})$-invariance of traces of intertwining operators of type $(M^1_{M^2}, M^3_{M^4})$. In this context intertwining operators of type $(M^1_{M^2}, M^3_{M^4})$ are certain maps $I : M^1 \to \text{Hom}(M^2, M^3) [[z, z^{-1}]]$, where $M^1, M^2$ and $M^3$
are \( V \)-modules, satisfying a natural analog of the \( V \)-module condition. Theorem 1.1 is the special case \( M_1 = V \). Later Yamauchi [27] proved a twisted version of Miyamoto’s result. Generalization to traces of arbitrary products of intertwining operators was later achieved by Huang [13]. Although we do not consider intertwining operators in this paper, there is a feature in common with these other works: the appearance of modular forms of non-integer weight.

Finally we mention some other works in the spirit of [29]. In [24] Theorem 1.1 is generalized to nonrational VOAs [24] (see also [2] in this connection), and in [22] and [15] Zhu’s recursion relations for \( n \)-point functions are generalized to the VOSA case.

The present paper is concerned with VOSAs graded by rational (not necessarily integer, nor half-integer) conformal weights. There are many natural examples from which to draw motivation, some of which we review below. We do not assume positivity of \( \mathcal{Z} \)-invariance of characters in this setting it turns out to be necessary to consider twisted modules (see Definition 2.2). It is thus natural to follow [6, 9, and 10] by working from the outset in the greater generality of a VOSA together with a finite group of its automorphisms, and our main result, Theorem 1.3, is a generalization of the corresponding main theorems of those papers. Dealing with superalgebras leads naturally to the notion of ‘odd trace’ (see below) which we extend to the VOSA setting. Some complication is introduced into the statement of Theorem 1.3 by the interaction of the odd trace with the twisting.

We now describe the result of [6] in more detail. Let \( V \) be a VOA and \( G \) a finite group of its automorphisms. For \( g \in G \) a \( g \)-twisted \( V \)-module is a vector space \( M \) together with fields \( Y^M(u, z) = \sum_n u_n^M z^{-n-n^g} \), where the sum runs over \( n \in \mathbb{C} + \mathbb{Z} \) (instead of \( -\Delta_g + \mathbb{Z} \)), with \( \epsilon_g \) a certain real number depending on \( u \in V \) and \( g \). There is an obvious notion of ‘\( g \)-rational’ VOA. Fix commuting elements \( g, h \in G \), and let \( M \) be a \( g \)-twisted \( V \)-module. Setting \( Y^hM(u, z) = Y^M(h(u), z) \) equips \( M \) with another \( g \)-twisted \( V \)-module structure denoted \( h \cdot M \). Suppose \( M \) is \( h \)-invariant, meaning that \( h \cdot M \) is equivalent to \( M \), and let \( \gamma : M \to M \) witness the equivalence, i.e.,

\[
h(u)^M_n = \gamma^{-1} u_n^M \gamma \quad \text{for all } u \in V, n \in \mathbb{C} + \mathbb{Z}.
\]  

**Theorem 1.2** (Dong, Li, and Mason). Let \( V \) be a \( C_2 \)-cofinite VOA with integer conformal weights, such that \( V_k = 0 \) for sufficiently negative \( k \). Let \( G \) be a finite group of automorphisms of \( V \), and suppose \( V \) is \( g \)-rational for each \( g \in G \). Let \( k \in \mathbb{Z} \), \( u \in V[k] \), let \( g, h \in G \) commute, and let \( M \) be a \( h \)-invariant irreducible positive energy \( g \)-twisted \( V \)-module. Introduce \( \gamma : M \to M \) as in Eq. (1.3). Then the trace function

\[
\text{Tr}_M u_0^M \gamma q^{L_0-c/24}
\]

converges to a holomorphic function \( \mathcal{S}(u, \tau) \) of \( \tau \in \mathcal{H} \). Let \( \mathcal{C}(g, h; u) \) denote the span of \( \mathcal{S}(u, \tau) \) as \( M \) runs over the set of \( h \)-invariant irreducible positive energy \( g \)-twisted \( V \)-modules. Then \( \mathcal{C}(g, h; u) \) is a finite dimensional vector space invariant under the weight \( k \)-action (1.2) of \( \mathcal{SL}_2(\mathbb{Z}) \) in the sense that

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} : \mathcal{C}(g, h; u) \to \mathcal{C}(g^a h^c, g^b h^d; u).
\]

We work with superalgebras (see Sects. 2 and 7) and so there is overlap with [9] and [10] in this respect. One difference, though, is that in those papers a subspace of a vector
superspace is allowed to be non \(\mathbb{Z}/2\mathbb{Z}\)-graded, while in the present work we prefer to allow only \(\mathbb{Z}/2\mathbb{Z}\)-graded subspaces.

Let \(A\) be a finite dimensional simple superalgebra, and let \(f : A \rightarrow \mathbb{C}\) be a supersymmetric function on \(A\), i.e., \(f(ab) = p(a, b) f(ba)\) for all \(a, b \in A\). Then one of the following is true.

- \(A = \text{End}(\mathbb{C}^{m|k})\), and \(f\) is a scalar multiple of the map \(a \mapsto \text{STr}_N(a)\), where \(N = \mathbb{C}^{m|k}\) is the unique irreducible \(A\)-module.
- \(A = Q_n = \text{End}(\mathbb{C}^n)[\xi]/(\xi^2 = 1)\), where \(\xi\) is an odd indeterminate, and \(f\) is a scalar multiple of the map \(a \mapsto \text{Tr}_N(a\xi)\), where \(N = \mathbb{C}^n + \xi \mathbb{C}^n\) is the unique irreducible \(A\)-module.

We shall refer to these two cases as **Type I** and **Type II** respectively. The **Type II** superalgebra \(Q_n\) is often called the ‘queer superalgebra’, it can be realized inside \(\text{End}(\mathbb{C}^n)\), generalizing constructions in \([7,11,20,28]\), and the original \([29]\) (see Sect. 6). This Zhu algebra has the property that the set of irreducible \(g\)-twisted \(V\)-modules. The bijection \(h\) descends to \(\text{Zhu}_g(V)\) and permutes its irreducible modules. The bijection \(L\) restricts to \(h\)-invariant modules.

Let \(M\) be a \(h\)-invariant irreducible positive energy \(g\)-twisted \(V\)-module, \(N\) the corresponding \(\text{Zhu}_g(V)\)-module, and \(A\) the corresponding simple component of \(\text{Zhu}_g(V)\). Let \(\gamma : M \rightarrow M\) satisfy Eq. (1.3). If \(A\) is of **Type I** then \(\gamma\) is unique up to a scalar multiple (and is pure even or odd), but if \(A\) is of **Type II** then \(\gamma\) can be chosen to be either even or odd. Indeed if \(A = A_0[\xi]/(\xi^2 = 1)\) then it turns out \(h(\xi) = \pm \xi\), and we shall choose the parity of \(\gamma\) to be even (resp. odd) in the case + (resp. −). We now associate to \(M\) the supertrace function

\[
S_M(u, \tau) = \begin{cases} 
\text{STr}_M(u_0\gamma \sigma^p M (\tau) q^{L_0-\epsilon/24}) & \text{if } M \text{ is of Type I}, \\
\text{Tr}_M(u_0\gamma \sigma^p M (\tau) q^{L_0-\epsilon/24}) & \text{if } M \text{ is of Type II},
\end{cases}
\tag{1.4}
\]

where by \(\xi : M \rightarrow M\) we mean the lift to \(M\) of the corresponding \(\xi : N \rightarrow N\). We now have

**Theorem 1.3** (Main Theorem). Let \(V\) be a \(C_2\)-cofinite VOSA with rational conformal weights, such that \(V_k = 0\) for sufficiently negative \(k\). Let \(G\) be a finite group of automorphisms of \(V\), and suppose \(V\) is \(g\)-rational for each \(g \in G\). Let \(k \in \mathbb{Q}\), \(u \in V_k\), let \(g, h \in G\) commute, and let \(M\) be a \(h\)-invariant irreducible positive energy \(g\)-twisted \(V\)-module. Introduce \(\gamma : M \rightarrow M\) and \(S_M\) as in (1.4). Then \(S_M\) converges to a holomorphic function of \(\tau \in \mathcal{H}\). Let \(\mathcal{C}(g, h; u)\) denote the span of \(S_M(u, \tau)\) as \(M\) runs over the set of \(h\)-invariant irreducible positive energy \(g\)-twisted \(V\)-modules. Then \(\mathcal{C}(g, h; u)\) is a finite dimensional vector space invariant under the weight \(k\) action (1.2) of \(SL_2(\mathbb{Z})\) in the sense that

\[
(ab \; cd) : \mathcal{C}(g, h; u) \rightarrow \mathcal{C}(g^a h^c, g^b h^d; u).
\tag{1.5}
\]
Now we make some remarks. The condition of \( g \)-rationality of \( V \) in Theorem 1.3 can be replaced by the condition that \( \text{Zhu}_g(V) \) be finite dimensional and semisimple, which is implied by \( g \)-rationality (see [7] Thm. 8.1). In fact finite dimensionality of \( \text{Zhu}_g(V) \) is already assured by \( C_2 \)-cofiniteness of \( V \) (see [5] Prop. 2.17(c)).

The condition of \( C_2 \)-cofiniteness imposed in Theorem 1.3 (and in all works cited above), can be replaced by the weaker condition described in Remark 5.2. At the end of the Introduction we explain an application of Theorem 1.3 made possible by this observation.

The definition of the \( SL_2(\mathbb{Z}) \)-action involves the term \( \gamma_A(\tau) = (\tau + d)^{-k} \), where \( k \notin \mathbb{Z} \). We resolve the ambiguity by defining this term as a principal value, see Sect. 4. Because of this the equation
\[
\gamma_B(\tau)^{-k} \gamma_A(B\tau)^{-k} = \gamma_{AB}(\tau)^{-k}
\]
(which is true for \( k \in \mathbb{Z} \)) holds up to a multiplicative root of unity factor. Therefore the space \( \mathcal{C}(u) = \bigoplus_{g,h\in G} \mathcal{C}(g,h; u) \) is only a projective representation of \( SL_2(\mathbb{Z}) \) in general. If \( \Delta_u \in \mathbb{Z} \) then it is a true representation.

Let \( V \) be a VOSA of the type considered in [9], viz. \( \Delta_u \) lies in \( \mathbb{Z} \) (resp. \( 1/2 + \mathbb{Z} \)) for \( u \) even (resp. odd), and let \( G = \{1, \sigma_V\} \cong \mathbb{Z}/2\mathbb{Z} \). If we restrict attention to \( u = |0\) then odd trace functions vanish and we may ignore modules of Type II. We then recover the result: the vector space spanned by each of the following two sets of functions is \( SL_2(\mathbb{Z}) \)-invariant of weight 0:

- The supercharacters \( \text{STr}_M q^{L_0 - c/24} \) of the 1-twisted irreducible positive energy \( V \)-modules.
- The characters \( \text{Tr}_M q^{L_0 - c/24} \) and supercharacters \( \text{STr}_M q^{L_0 - c/24} \) of the 1-twisted \( \sigma_V \)-twisted irreducible positive energy \( V \)-modules.

In the physics literature 1-twisted modules are often referred to as ‘Ramond twisted’ modules, and \( \sigma_V \)-twisted modules as ‘Neveu-Schwartz twisted’ modules.

Now we indicate the layout of the paper. Like the other generalizations of Theorem 1.1 cited above, our proof follows the pattern of the original paper of Zhu [29]. We have made some simplifications, on the other hand some complications are forced on us by the more general setting.

In Sect. 2 we give basic definitions pertaining to superspaces, superalgebras, VOSAs and their modules. In Sect. 3 we collect some necessary modular form identities. In Sect. 4 we define a certain space \( \mathcal{C}(g,h) \) of maps \( V \times \mathcal{H} \to \mathcal{C} \) (linear in \( V \), holomorphic in \( \mathcal{H} \)) called conformal blocks, and we determine how the conformal blocks transform under \( SL_2(\mathbb{Z}) \).

The \( C_2 \)-cofiniteness condition on \( V \) implies that for \( S \in \mathcal{C}(g,h) \) and fixed \( u \in V \), the function \( S(u, \tau) \) satisfies a Fuchsian differential equation. Moreover there is a Frobenius expansion of \( S \) in powers of \( q \) and \( \log q \) whose coefficients are linear maps \( V \to \mathbb{C} \). We sketch the proofs in Sect. 5, referring to [6] for details.

In Sect. 6 we analyze the leading coefficients in the Frobenius expansion of a conformal block. These coefficients descend to linear maps \( \text{Zhu}_g(V) \to \mathbb{C} \). We establish that these maps are \( h \)-supersymmetric functions on \( \text{Zhu}_g(V) \) (see Section 7 for the definition). In Sections 7 and 8 we construct a basis of \( \tilde{h} \)-supersymmetric functions on \( \text{Zhu}_g(V) \) and extend each one to a supertrace function on \( V \), arriving at the definition in Eq. (1.4) above.

We then prove that the \( S_M(u, \tau) \) lie in \( \mathcal{C}(g,h) \). Finally in Sect. 9 we prove that the \( S_M(u, \tau) \) span \( \mathcal{C}(g,h) \). Theorem 1.3 is obtained by combining this result with the modular transformation property of \( \mathcal{C}(g,h) \) proved in Sect. 4.
The rest of the paper is devoted to examples.

In Sect. 10 we consider the neutral free fermion VOSA $V = F(\varphi)$ and we take $G = \{1, \sigma_V\}$. We explicitly compute conformal blocks $C(g, h; u)$ for $u = |0\rangle$ and $u = \varphi$ the weight 1/2 vector. In weight 1/2 the Type II supertrace function makes an appearance; the corresponding space of conformal blocks is one dimensional and is spanned by Dedekind’s weight 1/2 modular form $\eta(\tau)$.

In Sect. 11 we study the charged free fermions VOSA $V = F^a_{ch}(\psi, \psi^*)$ which is equipped with a Virasoro field $L^a(z)$ depending on the real parameter $a \in (0, 1)$. This VOSA admits a group $K \cong S^1$ of automorphisms. For each $g, h \in K$ we write down the supertrace of $h$ on the unique irreducible $g$-twisted positive energy $V$-module, and we compute transformations of these functions under $SL_2(\mathbb{Z})$. The results confirm Theorem 1.3 which applies when $a \in \mathbb{Q}$ and $g, h$ have finite order.

In Sect. 12 we study the VOSA $V_Q$ associated to a positive definite integral (not necessarily even) lattice $Q$. For $G = \{1, \sigma_V\}$ we describe the $1$- and $\sigma_V$-twisted modules and the spaces $C(g, h; |0\rangle)$.

Finally we discuss here the example of the affine Kac-Moody VOA $V = V_k(sl_2)$, where $k > -2$ is a rational number (see [8, 18]). This VOSA admits a family of ‘perturbed’ VOA structures depending on a parameter $z \in (0, 1) \cap \mathbb{Q}$. This family was studied in detail in [8] (see also [1]) and it was shown there that $V(z)$ possesses rational (but not integer) conformal weights, that $V(z)$ is $g_0$-rational for a certain finite order automorphism $g_0$ (which depends on $z$), and that $V(z)$ satisfies the weakened $C_2$-cofiniteness condition of Remark 5.2 (in the case $g = g_0$ and arbitrary $h \in G = \langle g_0 \rangle$). It follows then from Theorem 1.3 that the trace functions $\text{Tr}_M u_0 q^{L_0 - c/24}$, as $M$ runs through the finitely many irreducible positive energy $V(z)$-modules, span $C(g_0, 1; u)$. This space is invariant under the congruence subgroup $\Gamma_0(N) \subseteq SL_2(\mathbb{Z})$ of matrices $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ satisfying $a \equiv d \equiv 0 \pmod{N}$ and $b \equiv c \equiv 0 \pmod{N}$, where $N$ is the order of $G$. More refined results are possible, which we would like to deal with in future work.

2. Basic Definitions

We use the notation $\mathbb{Z}_+ = \{0, 1, 2, \ldots\}$. All vector spaces and superspaces are over $\mathbb{C}$.

A vector superspace $U$ is a vector space graded by $\mathbb{Z}/2\mathbb{Z} = \{0, 1\}$. We call $U_{\overline{0}}$ and $U_{\overline{1}}$ the even and odd components of $U$ respectively. A linear map between vector superspaces is always $\mathbb{Z}/2\mathbb{Z}$-graded, and a subspace is always $\mathbb{Z}/2\mathbb{Z}$-graded. We use the following notations: $p(u) = \alpha$ for homogeneous $u \in U_{\alpha}$, and $p(u, v) = (-1)^{p(u)p(v)}$. Every vector superspace $U$ carries a natural involution $\sigma_U$ defined by $\sigma_U(u) = (-1)^{p(u)}$. We write $U_{m|k}$ for the vector superspace with a basis consisting of $m$ even vectors and $k$ odd vectors.

An associative superalgebra is a vector superspace with an associative algebra structure compatible with the $\mathbb{Z}/2\mathbb{Z}$-grading. A homomorphism of superalgebras is a homomorphism of algebras that preserves the $\mathbb{Z}/2\mathbb{Z}$-grading. Isomorphism and automorphism are now defined as usual. We deal with unital superalgebras in this paper. The unit element must be even and a homomorphism of unital superalgebras must therefore be even. A basic example of an associative superalgebra is End $U$, with (End $U$)$_\alpha = \{X \in \text{End } U | XU_\beta \subseteq U_{\alpha+\beta}\}$, for $U$ a vector superspace. A module over an associative superalgebra $A$ is a vector superspace $M$ together with a homomorphism $A \rightarrow \text{End } M$. Two $A$-modules are equivalent if there is a $\mathbb{Z}/2\mathbb{Z}$-graded linear isomorphism between them which intertwines with the $A$-action, the isomorphism may be even or odd.
An associative superalgebra is said to be \textit{simple} if it has no proper \( \mathbb{Z}/2\mathbb{Z} \)-graded ideals apart from \([0]\), and is said to be \textit{semisimple} if it is isomorphic to a direct sum of simple superalgebras.

The commutator of operators \( X \) and \( Y \) on a vector superspace is defined to be \( [X, Y] = XY - p(X, Y)YX \). The \textit{supertrace} of an operator \( X \in \text{End} U \) is \( \text{STr}_U \ X = \text{Tr}_{U^0} X - \text{Tr}_{U^+} X \). In general \( \text{STr}_U \ [X, Y] = 0 \).

We write \( U[z] \) for the ring of polynomials in \( z \) with coefficients in \( U \), \( U[[z]] \) for the ring of formal power series, and \( U(\langle z \rangle) \) for the ring of Laurent series, i.e., expressions \( \sum_{n \in \mathbb{Z}} a_n z^n \) in which finitely many negative powers of \( z \) occur. The space of formal distributions \( U[[\langle z \rangle]] \) is the set of expressions \( \sum_{n \in \mathbb{Z}} a_n z^n \) with no restriction on the coefficients \( a_n \). Finally \( U(\langle z \rangle) = \bigoplus_{r \in \mathbb{R}} U[[\langle z \rangle]] \). Extension to several variables is straightforward, but note that \( U(\langle z \rangle)((w)) \neq U((w))((\langle z \rangle)) \).

We write \( \partial_z f(z) \) for the \( z \)-derivative of \( f(z) \), also \( z^{(n)} \) for \( z^n/n! \), and \( [z^n] : f(z) \) for \( f_n \) the \( z^n \) coefficient of \( f(z) \).

A convenient index convention for formal distributions is \( f(z) = \sum_{n \in \mathbb{Z}} f_n z^{-n-1} \). The \textit{formal residue} operation \( \text{Res}_z \cdot dz : U[[\langle z \rangle]] \to U \) is defined by \( \text{Res}_z f(z)dz = [z^{-1}] : f(z) = f(0) \). We have

\[
\text{Res}_z \partial_z f(z)dz = 0 \quad \text{and} \quad \text{Res}_z f(z)\partial_z g(z)dz = -\text{Res}_z g(z)\partial_z f(z)dz.
\]

Let \( f(z) \in U(\langle z \rangle) \) and \( g(w) \in wC^\times + w^2C[[w]] \). The substitution of \( z = g(w) \) into \( f(z) \) gives a well-defined element \( f(g(w)) \in U(\langle w \rangle) \), and we have the formal change of variable formula

\[
\text{Res}_z f(z)dz = \text{Res}_w f(g(w))\partial_w g(w)dw.
\]

The \textit{formal delta function} \( \delta(z, w) \in C[[\langle z \rangle^\pm 1, w^\pm 1]] \) is defined by

\[
\delta(z, w) = \sum_{n \in \mathbb{Z}} z^n w^{-n-1}.
\]

The operators

\[
i_{z, w} : U[\langle z \rangle^\pm 1, w^\pm 1, (z - w)^\pm 1] \to U(\langle z \rangle)((w))
\]

and

\[
i_{w, z} : U[\langle z \rangle^\pm 1, w^\pm 1, (z - w)^\pm 1] \to U((w))((z))
\]

denote expansion of an element as Laurent series in the domains \( |z| > |w| \) and \( |w| > |z| \), respectively. For example,

\[
i_{z, w}(z - w)^{-1} = \sum_{j \in \mathbb{Z}_+} z^{-j-1} w^j \quad \text{and} \quad i_{w, z}(z - w)^{-1} = -\sum_{j \in \mathbb{Z}_+} z^j w^{-j-1}.
\]

An \( U \)-valued formal distribution \( f(z) \) is called a \textit{quantum field} if \( f(z)u \in U(\langle z \rangle) \) for each \( u \in U \).

For definitions regarding vertex operator superalgebras we follow the book of Kac [18].

\textbf{Definition 2.1.} A \textbf{vertex operator superalgebra (VOSA)} is a quadruple \( (V, \{0\}, \omega, Y) \) where \( V \) is a vector superspace, \( \{0\} \) and \( \omega \) are even elements of \( V \) called the \textit{vacuum
vector and the Virasoro vector respectively, and $Y : V \to (\text{End } V)[[z]]$ is an injective linear map such that $Y(u, z)$ is a quantum field for each $u \in V$. The map $Y$ is called the state-field correspondence, and is written

$$Y(u, z) = \sum_{n \in \mathbb{Z}} u(n)z^{-n-1}.$$ 

The operators $u(n)$ are called the Fourier modes of $u$, and the operation $\cdot(n) : V \otimes V \to V$ is called the $n^{th}$ product. The following axioms are to be satisfied:

- $Y(|0\rangle, z) = Iv.$
- For all $u, v \in V, n \in \mathbb{Z},$

$$\sum_{j \in \mathbb{Z}_+} Y(u(n+j)v, w)\delta^{(j)}(z, w) = Y(u, z)Y(v, w)i_{z,w}(z-w)^n - p(u, v)Y(v, w)Y(u, z)i_{w,z}(z-w)^n.$$ 

- If $Y(\omega, z) = L(z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}$ then the operators $L_n$ satisfy the commutation relations of the Virasoro algebra:

$$[L_m, L_n] = (m-n)L_{m+n} + \delta_{m,-n} \frac{m^3 - m}{12}c,$$

where $c \in \mathbb{R}$ is called the central charge of $V$.

- $L_0$ is diagonalizable on $V$ with rational eigenvalues, and the eigenspaces are finite dimensional. The $L_0$-eigenvalue of an eigenvector $u \in V$ is called the conformal weight $\Delta_u$ of $u$. Also $\Delta_{|0\rangle} = 0$ and $\Delta_\omega = 2$.

- The set of conformal weights of $V$ is bounded below.

- $Y(L_{-1}u, z) = \partial_z Y(u, z)$ for all $u \in V$.

Let $V_k = \{u \in V | \Delta_u = k\}$. A convenient indexing of the modes, called the conformal weight indexing, is defined by $u_n = u(n+\Delta_u-1)$ (for $u$ of homogeneous conformal weight, then extended to all $u \in V$ linearly). Hence

$$Y(u, z) = \sum_{n \in -[\Delta_u]} u_n z^{-n-\Delta_u},$$

where here and below $[\alpha]$ denotes the coset $\alpha + \mathbb{Z}$ of $\alpha \in \mathbb{R}$ modulo $\mathbb{Z}$.

The second axiom of Definition 2.1 is called the Borcherds identity. Expressing in terms of modes it becomes

$$\sum_{j \in \mathbb{Z}_+} \binom{m + \Delta_u - 1}{j}(u(n+j)v)_{m+k}x = \sum_{j \in \mathbb{Z}_+} (-1)^j \binom{n}{j}[u_{m+n-j}v_{k+j-n} - p(u, v)(-1)^nu_{j}v_{m+k}j]x$$  \hspace{1cm} (2.1)

for all $u, v, x \in V, n \in \mathbb{Z}, m \in -[\Delta_u], \text{and } k \in -[\Delta_v]$.

A useful special case of the Borcherds identity is the commutator formula

$$[u_m, v_k] = \sum_{j \in \mathbb{Z}_+} \binom{m + \Delta_u - 1}{j}(u(j)v)_{m+k},$$  \hspace{1cm} (2.2)
obtained by setting $n = 0$ in (2.1). The commutator formula together with the final VOSA axiom implies that $[L_0, u_k] = -ku_k$ for all $u \in V$.

A homomorphism $\phi : V_1 \to V_2$ of VOSAs is an even linear map such that $\phi(|0\rangle_1) = |0\rangle_2$, $\phi(\omega_1) = \omega_2$, and $\phi(u(n)v) = \phi(u(n))\phi(v)$ for all $u, v \in V_1$. Homomorphisms preserve conformal weight. Isomorphism and automorphism are defined in the obvious way.

**Definition 2.2.** Let $V$ be a VOSA and $g$ an automorphism of $V$. Let $\mu(u)$ denote the $g$-eigenvalue of an eigenvector $u \in V$. Pull $\mu(u)$ back to a coset $[\epsilon_u]$ in $\mathbb{R}$ modulo $\mathbb{Z}$ via the map $e^{2\pi i x} : \mathbb{R} \to S^1$ (also define $\epsilon_u$ to be the largest non positive element of $[\epsilon_u]$). A $g$-twisted $V$-module is a vector superspace $M$ together with a state-field correspondence $Y^M : V \to (\text{End } M)(\{z\})$, 

$$Y^M(u, z) = \sum_{n \in [\epsilon_u]} u^M_n z^{-n-\Delta_u} = \sum_{n \in [\epsilon_u]+[\Delta_u]} u^M_n z^{-n-1},$$

satisfying the quantum field property. The following axioms are to be satisfied:

- $Y^M(|0\rangle, z) = 1_M$.
- For all $u, v \in V$, $x \in M, n \in \mathbb{Z}, m \in [\epsilon_u]$, and $k \in [\epsilon_v]$,

$$\sum_{j \in \mathbb{Z}_+} \binom{m + \Delta_u - 1}{j} (u(n+j)v)^M_{m+k} x = \sum_{j \in \mathbb{Z}_+} (-1)^j \binom{n}{j} \left[ u^M_{m+n-j} v^M_{k+j-n} - p(u, v)(-1)^n v^M_{k-j} u^M_{m+j} \right] x.$$

A positive energy $g$-twisted $V$-module is a $g$-twisted $V$-module $M$ such that

- $M = \bigoplus_{j \in \mathbb{R}} M_j$ is $\mathbb{R}$-graded, each graded piece is finite dimensional, and $M_k = 0$ for sufficiently negative $k$.
- $u^M_n M_j \subseteq M_{j-n}$ for all $u \in V, n \in [\epsilon_u], j \in \mathbb{R}_+$.

There is a ‘dangerous bend’ in Definition 2.2. If $u \in V$ has conformal weight $\Delta_u \notin \mathbb{Z}$, then the modes $u_n$ acting on $V$ are indexed by $n \in -[\Delta_u]$, so $V$ with its adjoint action is an $e^{-2\pi i L_0}$-twisted $V$-module, not a 1-twisted $V$-module as one might expect. This issue is purely notational, and we could change notation so as to have $V$ be a 1-twisted $V$-module. We use Definition 2.2 because it is most natural in relation to the modular transformations of conformal blocks, Eq. (1.5). Our definition coincides with the usual one when all conformal weights of $V$ are integers.

**Definition 2.3.** The Zhu VOSA structure is $(V, |0\rangle, \tilde{\omega}, Y[u, z])$, where

$$\tilde{\omega} = (2\pi i)^2 (\omega - \frac{c}{24} |0\rangle)$$

and

$$Y[u, z] = e^{2\pi i \Delta_u} y(u, e^{2\pi iz} - 1).$$

If we write $L[z] = Y[\tilde{\omega}, z] = \sum_{n \in \mathbb{Z}} L[n] z^{-n-2}$, then

$$L[-2] = (2\pi i)^2 (L_{-2} - c/24), \quad L[-1] = 2\pi i (L_{-1} + L_0),$$

and

$$L[0] = L_0 - \sum_{j \in \mathbb{Z}_{>0}} (-1)^j \frac{1}{j(j + 1)} L_j.$$
The eigenvalue $\nabla u$ of an eigenvector $u$ with respect to $L$ is called the Zhu weight of $u$. We write $V_k = \{ u \in V | \nabla u = k \}$ and

$$V[k] = \{ u \in V | \nabla u = k \}$$

$$Y[u, z] = \sum_{n \in \mathbb{Z}} u(n) z^{-n-1} = \sum_{n \in -[\nabla u]} u[n] z^{-n-\nabla u}.$$ 

Explicitly we have

$$u(n) = \text{Res}_z z^n e^{2\pi i \Delta u} Y(u, e^{2\pi iz} - 1) v_1,$$

$$= (2\pi i)^{-n-1} \text{Res}_w (\ln(1+w))^n (1+w)^{\Delta u - 1} Y(u, w) v_1 w,$$

where $w = e^{2\pi iz} - 1$. An automorphism of the new VOSA structure is the same as an automorphism of the old one. Vectors of homogeneous conformal weight are not generally of homogeneous Zhu weight and vice versa.

We use the following notation below: $V$ is a VOSA, $G$ a finite group of automorphisms of $V$, and $g, h \in G$ two commuting automorphisms. Unless otherwise stated an element of $V$ is a simultaneous eigenvector of $g$ and $h$. For such an eigenvector $u$ we write $\mu(u)$ and $\lambda(u)$ for its $g$- and $h$-eigenvalues respectively.

We define a right action of $SL_2(\mathbb{Z})$ on $G \times G$ by $(g, h) \cdot A = (g a h c, g b h d)$, where $A = (a b \ c d)$. Similarly $(\mu, \lambda) \cdot A = (\mu a c, \mu b d)$. We use the standard notation $A \tau$ for $a + b \tau + c + d \tau$.

### 3. Modular Forms

In this section we recall some functions that appear in connection with modular forms and elliptic curves. Consider the ill-defined expression

$$2\pi i \sum_{n \in [\epsilon]}' e^{2\pi i n z} 1 - \lambda q^n,$$

where $\lambda$ is a root of unity and $[\epsilon]$ is a coset of $\mathbb{Q}$ modulo $\mathbb{Z}$ (also fix $\epsilon \in [\epsilon]$ such that $-1 < \epsilon \leq 0$, and let $\mu = e^{2\pi i \epsilon}$). By $\sum'$ we mean the summation over all nonsingular terms, i.e., if $[\epsilon] = \mathbb{Z}$ and $\lambda = 1$ then $n = 0$ is to be excluded from the sum.

To make sense of the sum we first rewrite it as

$$2\pi i \delta + 2\pi i \sum_{n \in [\epsilon], n > 0} e^{2\pi i n z} 1 - \lambda q^n - 2\pi i \sum_{n \in [\epsilon], n < 0} \lambda^{-1} e^{2\pi i n z} \lambda^{-n} 1 - \lambda^{-1} q^{-n},$$

where

$$\delta = \begin{cases} 1 & \text{if } [\epsilon] = \mathbb{Z} \text{ and } \lambda \neq 1, \\ 0 & \text{otherwise.} \end{cases}$$

Then we expand in non-negative powers of $q$ to get

$$\frac{2\pi i \delta}{1 - \lambda} + 2\pi i \sum_{n \in [\epsilon], n > 0} e^{2\pi i n z} + 2\pi i \sum_{m \in \mathbb{Z}, m > 0} \left[ \sum_{n \in [\epsilon], n > 0} e^{2\pi i n z} (\lambda q^n)^m - \sum_{n \in [\epsilon], n < 0} e^{2\pi i n z} (\lambda^{-1} q^{-n})^m \right].$$
This is still not well-defined, because of the second term. Let us re-sum the second term
using the geometric series formula. We arrive at the following formula, which we regard
as a definition:

\[
P_{\mu,\lambda}(z, q) = \frac{2\pi i \delta}{1 - \lambda} - \frac{2\pi i}{e^{2\pi i z} - 1} e^{2\pi i (1+\epsilon)z} + 2\pi i \sum_{m \in \mathbb{Z}_{>0}} \left[ \sum_{n \in [\epsilon]_{>0}} e^{2\pi inz}(\lambda q^n)^m - \sum_{n \in [\epsilon]_{<0}} e^{2\pi inz}(\lambda^{-1} q^{-n})^m \right]. \tag{3.1}
\]

Let us write

\[
P_{\mu,\lambda}(z, q) = -z^{-1} + \sum_{k=0}^{\infty} P_{\mu,\lambda}^k(q) z^k.
\]

The Bernoulli polynomials $B_n(\gamma)$ are defined by

\[
e^{\gamma z} e^z - 1 = \sum_{n=0}^{\infty} \frac{z^n}{n!} B_n(\gamma).
\]

For example $B_0(\gamma) = 1$, $B_1(\gamma) = \gamma - 1/2$, $B_2(\gamma) = \gamma^2 - \gamma + 1/6$, etc. The Bernoulli numbers are $B_n = B_n(1)$. Using the definition of the Bernoulli polynomials and the series expansion of $e^{2\pi inz}$ we directly obtain the following.

**Lemma 3.1.** For $k \in \mathbb{Z}_+$ we have

\[
P_{\mu,\lambda}^k(q) = \delta_{k,0} \frac{2\pi i \delta}{1 - \lambda} - \frac{(2\pi i)^{k+1}}{(k+1)!} B_{k+1}(1 + \epsilon) + \frac{(2\pi i)^{k+1}}{k!} \sum_{m \in \mathbb{Z}_{>0}} \left[ \sum_{n \in [\epsilon]_{>0}} n^k (\lambda q^n)^m - \sum_{n \in [\epsilon]_{<0}} n^k (\lambda^{-1} q^{-n})^m \right].
\]

We now record the modular transformation properties of the functions $P_{\mu,\lambda}^k$. For $(\mu, \lambda) \neq (1, 1)$, our functions are essentially the same as the $Q$-functions of [6]. Indeed for all $k \in \mathbb{Z}_+$,

\[
P_{\mu,\lambda}^k(q) = (2\pi i)^{k+1} Q_{k+1}(\mu, \lambda, q) \quad \text{when} \quad (\mu, \lambda) \neq (1, 1).
\]

Section 4 of [6], in particular Theorem 4.6, tells us that $P_{\mu,\lambda}^k$, when summed in order of increasing powers of $q$, converges to a holomorphic function of $\tau \in \mathcal{H}$. Furthermore

\[
P_{\mu,\lambda}^k(A \tau) = (c \tau + d)^{k+1} P_{\mu,\lambda}^k(\tau).
\]

(3.2)

Since $\mu$ and $\lambda$ are roots of unity, there exists $N \in \mathbb{Z}_+$ such that $\mu^N = \lambda^N = 1$. Therefore $P_{\mu,\lambda}^k(A \tau) = (c \tau + d)^{k+1} P_{\mu,\lambda}^k(\tau)$ whenever $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ satisfies $a \equiv d \equiv 1 \pmod{N}$ and $b \equiv c \equiv 0 \pmod{N}$, i.e., if $A \in \Gamma_0(N)$. Hence $P_{\mu,\lambda}^k(\tau)$ is a holomorphic modular form on $\Gamma_0(N)$ of weight $k+1$. 


Now we consider the case \((\mu, \lambda) = (1, 1)\). Comparing the formula of Lemma 3.1 with the Eisenstein series

\[
G_k(\tau) = 2\zeta(k) + \frac{2(2\pi i)^k}{(k - 1)!} \sum_{n=1}^{\infty} \sigma_{k-1}(n)q^n \quad (\text{for } k \geq 2)
\]

shows that \(P_{1,1}^{1,1}(q) = G_{k+1}(\tau)\) for \(k \geq 1\). We also have \(P_0^{1,1}(q) = -\pi i\). Therefore Eq. (3.2) holds when \((\mu, \lambda) = (1, 1)\) and \(k \geq 2\). It is well-known that \(G_2(q)\) is not a modular form, but instead satisfies

\[
G_2(A\tau) = (c\tau + d)^2 G_2(\tau) - 2\pi ic(c\tau + d).
\]

The function \(P_{1,1}(z, q)\) (which we abbreviate to \(P(z, q)\) below) is closely related to the classical Weierstrass zeta function

\[
\zeta(z, \tau) = z^{-1} + \sum_{(m,n) \neq (0,0)} \left[ \frac{1}{z - m\tau - n} + \frac{1}{m\tau + n} + \frac{z}{(m\tau + n)^2} \right]
\]

\[
= z^{-1} - \sum_{k=4}^{\infty} z^{k-1} G_k(\tau),
\]

(the latter is the Laurent expansion about \(z = 0\)). We have

\[
\zeta(z, \tau) = -P(z, q) + zG_2(q) - \pi i.
\]

The Weierstrass elliptic function is \(\wp(z, \tau) = -\frac{\partial}{\partial z} \zeta(z, \tau)\), so we have

\[
\frac{\partial}{\partial z} P(z, q) = \wp(z, q) + G_2(q). \tag{3.3}
\]

The Dedekind eta function is defined, for \(\tau \in \mathcal{H}\), to be

\[
\eta(\tau) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n). \tag{3.4}
\]

From [21] p. 253 we have the following.

**Proposition 3.2.**

\[
\eta(\tau + 1) = e^{\pi i/12}\eta(\tau) \quad \text{and} \quad \eta(\frac{-1}{\tau}) = (-i\tau)^{1/2}\eta(\tau).
\]

The Jacobi theta function is defined, for \(\tau \in \mathcal{H}\) and \(z \in \mathbb{C}\), to be

\[
\theta(z; \tau) = \sum_{n \in \mathbb{Z}} e^{\pi in^2\tau + 2\pi izn}. \tag{3.5}
\]

From [26], p. 475 we have the following.

**Proposition 3.3.**

\[
\theta(z; \frac{-1}{\tau}) = (-i\tau)^{1/2}e^{\pi iz^2/\tau}\theta(z; \tau) \quad \text{and} \quad \theta(z; \tau + 1) = \theta(z + \frac{1}{2}; \tau).
\]
4. Conformal Blocks

Let $\mathcal{M}_N$ be the vector space of holomorphic modular forms on $\Gamma_0(N)$, i.e., the vector space of holomorphic functions $f : \mathcal{H} \to \mathbb{C}$ such that

- $f(A\tau) = f(\tau)$ for all $A \in \Gamma_0(N)$,
- $f(A\tau)$ is meromorphic at $\tau = i\infty$ for all $A \in SL_2(\mathbb{Z})$.

**Definition 4.1.** Let $\mathcal{V} = \mathcal{M}_{|G|} \otimes_\mathbb{C} \mathbb{V}$. Define $\mathcal{O}(g, h)$ to be the $\mathcal{M}_{|G|}$-submodule of $\mathcal{V}$ generated by

$$
\begin{align*}
X_1(u, v) &= \text{Res}_z Y[u, z]vdz = u(\mathbb{1})v, \\
X_2(u, v) &= \text{Res}_z \varphi(z, q) Y[u, z]vdz, \\
u &= \text{Res}_z \text{ for } (\mu(u), \lambda(u)) = (1, 1), \\
X_3^{g, h}(u, v) &= \text{Res}_z P^{\mu(u), \lambda(u)}(z, q) Y[u, z]vdz \text{ for } (\mu(u), \lambda(u)) \neq (1, 1).
\end{align*}
$$

**Definition 4.2.** The space $\mathcal{C}(g, h)$ of conformal blocks is the space of functions $S : \mathcal{V} \times \mathcal{H} \to \mathbb{C}$ satisfying

- **CB1** $S(x + y, \tau) = S(x, \tau) + S(y, \tau)$ for all $x, y \in \mathcal{V}$, and $S(f(\tau)u, \tau) = f(\tau)S(u, \tau)$ for all $f(\tau) \in \mathcal{M}_{|G|}$, $u \in \mathcal{V}$.
- **CB2** $S(u, \tau)$ is holomorphic in $\tau$ for each $u \in \mathcal{V}$.
- **CB3** $S(x, \tau) = 0$ for all $x \in \mathcal{O}(g, h)$.
- **CB4** For all $u \in \mathcal{V}$ such that $(\mu(u), \lambda(u)) = (1, 1)$,

$$
(2\pi i)^2 q \frac{d}{dq} S(u, \tau) = -S(\text{Res}_z \xi(z, q)L[z]udz, \tau). 
$$

An equivalent form of (4.1) is

$$
(2\pi i)^2 q \frac{d}{dq} S(u, \tau) = -S(\text{Res}_z P(z, q)L[z]udz, \tau). 
$$

4.1. Modular transformations of conformal blocks. Let $K$ be a positive integer such that $1/K$ divides the conformal weight of each vector in $\mathcal{V}$ (the $C_2$-cofiniteness condition implies that $K$ exists, see the first paragraph in the proof of Lemma 5.1 below). Let $\xi/\pi$ denote the principal $K^{th}$ root of $\pi$, i.e., $-\pi/K \leq \arg(\xi/\pi) \leq \pi/K$. In the following theorem $(\sigma \tau + d)^{-k}$ is defined as the appropriate integer power of $\sqrt{\sigma \tau + d}$.

**Theorem 4.1.** Let $S \in \mathcal{C}(g, h)$ and $A \in SL_2(\mathbb{Z})$. Define $S \cdot A : \mathcal{V} \times \mathcal{H} \to \mathbb{C}$ by

$$
[S \cdot A](u, \tau) = (\sigma \tau + d)^{-k} S(a, A\tau) \text{ for } u \in \mathcal{V}_{[k]},
$$

and $[S \cdot A](f(\tau)u, \tau) = f(\tau) [S \cdot A](u, \tau)$ for $u \in \mathcal{V}$, $f(\tau) \in \mathcal{M}_{|G|}$.

Then $S \cdot A \in \mathcal{C}((g, h) \cdot A)$.

**Proof.** Fix $g, h \in G, A \in SL_2(\mathbb{Z})$, and let $S \in \mathcal{C}(g, h)$. It is obvious that $S \cdot A$ satisfies **CB1**. Because $S(u, \tau)$ is holomorphic in $\tau$, $S(u, A\tau)$ is too. Because $\mathcal{C} \mathcal{H} + d$ is disjoint from the branch cut, $(\sigma \tau + d)^{-k}$ is holomorphic in $\tau$. Therefore $S \cdot A$ satisfies **CB2**.

Clearly $(\mu(u), \lambda(u)) = (1, 1)$ if and only if $(\mu(u), \lambda(u)) \cdot A = (1, 1)$. 
Suppose \( (\mu(u), \lambda(u)) = (1, 1) \). We have \( S(X_1(u, v), \tau) = 0 \), hence

\[
[S \cdot A](X_1(u, v), \tau) = (c\tau + d)^{-\nabla_u - \nabla_v - 1} S(X_1(u, v), A\tau) = 0.
\]

Next we have

\[
[S \cdot A](X_2(u, v), \tau) = [S \cdot A](u(\lceil -2 \rceil), \tau) + \sum_{k=2}^{\infty} (2k - 1) G_{2k}(\tau) [S \cdot A](u(\lceil 2k - 2 \rceil), \tau)
\]

\[
= (c\tau + d)^{-\nabla_u - \nabla_v - 1} S(u(\lceil -2 \rceil), A\tau)
\]

\[
+ \sum_{k=2}^{\infty} (2k - 1) G_{2k}(\tau) (c\tau + d)^{-\nabla_u - \nabla_v + 2k - 1} S(u(\lceil 2k - 2 \rceil), A\tau)
\]

\[
= (c\tau + d)^{-\nabla_u - \nabla_v - 1} \left[ S(u(\lceil -2 \rceil), A\tau) + \sum_{k=2}^{\infty} (2k - 1) G_{2k}(\tau) S(u(\lceil 2k - 2 \rceil), A\tau) \right]
\]

\[
= (c\tau + d)^{-\nabla_u - \nabla_v - 1} S(X_2(u, v), A\tau) = 0.
\]

Now suppose \( (\mu, \lambda) = (\mu(u), \lambda(u))_{(g,h)} \neq (1, 1) \) (so \( (\mu(u), \lambda(u))_{(g,h)} \cdot A \neq (1, 1) \) too). We have

\[
[S \cdot A](X_3^{(g,h) \cdot A}(u, v), \tau) = [S \cdot A](u(\lceil -1 \rceil), \tau) + \sum_{k=0}^{\infty} P_k^{(\mu, \lambda) \cdot A}(\tau) [S \cdot A](u(\lceil k \rceil), \tau)
\]

\[
= (c\tau + d)^{-\nabla_u - \nabla_v} S(u(\lceil -1 \rceil), A\tau)
\]

\[
- (c\tau + d)^{-\nabla_u - \nabla_v} \sum_{k=0}^{\infty} P_k^{(\mu, \lambda) \cdot A}(\tau) (c\tau + d)^{k+1} S(u(\lceil k \rceil), A\tau)
\]

\[
= (c\tau + d)^{-\nabla_u - \nabla_v} \left[ S(u(\lceil -1 \rceil), A\tau) - \sum_{k=0}^{\infty} P_k^{\mu, \lambda}(A\tau) S(u(\lceil k \rceil), A\tau) \right]
\]

\[
= (c\tau + d)^{-\nabla_u - \nabla_v} S(X_3^{g,h}(u, v), A\tau) = 0
\]

(having used the transformation property (3.2) of \( P_k^{\mu, \lambda} \)). Finally note that \( [S \cdot A](u, \tau) = 0 \) whenever \( (\mu(u), \lambda(u)) \neq (1, 1) \) because the same is true for \( S \). Thus \( S \cdot A \) satisfies CB3.

Let \( (\mu(u), \lambda(u)) = (1, 1) \) again. By a calculation similar to the one above, we have

\[
[S \cdot A](\text{Res}_z \zeta(z, \tau)L[z]udz, \tau) = (c\tau + d)^{-\nabla_u - 2} S(\text{Res}_z \zeta(z, A\tau)L[z]udz, A\tau).
\]

On the other hand,

\[
\left[ 2\pi i \frac{d}{d\tau} + \nabla_u G_2(\tau) \right] [S \cdot A](u, \tau)
\]

\[
= \left[ 2\pi i \frac{d}{d\tau} + \nabla_u G_2(\tau) \right] (c\tau + d)^{-\nabla_u} S(u, A\tau)
\]
\[
\begin{align*}
&= \left[ -2\pi ic\nabla_u (c\tau + d)^{-\nabla_u^{-1}} + (c\tau + d)^{-\nabla_u} \frac{d}{d\tau} \frac{d}{d(A\tau)} \right. \\
&\quad + \nabla_u G_2(\tau)(c\tau + d)^{-\nabla_u} \bigg] S(u, A\tau) \\
&= (c\tau + d)^{-\nabla_u^{-2}} \left[ -2\pi ic\nabla_u (c\tau + d) + \frac{d}{d(A\tau)} + \nabla_u G_2(\tau)(c\tau + d)^2 \right] S(u, A\tau) \\
&= (c\tau + d)^{-\nabla_u^{-2}} \left[ \frac{d}{d(A\tau)} + \nabla_u G_2(A\tau) \right] S(u, A\tau).
\end{align*}
\]

So \( S \cdot A \) satisfies CB4. \( \square \)

### 5. Differential Equations Satisfied by Conformal Blocks

We recall the crucial \( C_2 \)-cofiniteness condition introduced in [29]. This condition, together with the conformal block axioms, implies the existence of an ordinary differential equation (ODE) satisfied by the conformal blocks.

**Definition 5.1.** The vertex operator algebra \( V \) is said to be \( C_2 \)-cofinite if the subspace

\[
C_2(V) = \text{Span}\{u_{(-2)}v | u, v \in V\} \subseteq V
\]

has finite codimension in \( V \).

**Lemma 5.1.** If \( V \) is \( C_2 \)-cofinite, then the \( \mathcal{M}_{|G|} \)-module \( \mathcal{V}/\mathcal{O}(g, h) \) is finitely generated, for each \( g, h \in G \).

**Proof.** Since \( C_2(V) \) is a graded subspace of \( V \) (under the \( \Delta \)-grading) there exists \( n_0 \in \mathbb{Z}_+ \) such that \( V_n \subseteq C_2(V) \) for all \( n > n_0 \). Let \( W = \oplus_{k \leq n_0} V_k \subseteq V \).

Since \( \Delta u_{(-2)}v = \Delta u + \Delta v + 1 \), every vector in \( V \) with conformal weight greater than \( n_0 \) can be expressed in terms of \(-2\) nd products of vectors in \( W \). Therefore all conformal weights in \( V \) are integer multiples of \( 1/K \) for some positive integer \( K \).

Let \( \mathcal{W} = \mathcal{M}_{|G|} W \subseteq \mathcal{V} \). Recall that

\[
L_{[0]} = L_0 + \sum_{i \geq 1} \alpha_{0i} L_i \quad \text{and} \quad L_0 = L_{[0]} + \sum_{i \geq 1} \beta_{0i} L_{[i]},
\]

for certain \( \alpha_{0i}, \beta_{0i} \in \mathbb{C} \). Suppose \( u \in V_n \), i.e., \( L_0u = nu \). Then \( L_{[0]}u = nu \) modulo terms with strictly lower \( \Delta \). Similarly if \( v \in V_{[n]} \) then \( L_0v = nv \) modulo terms with strictly lower \( \Delta \). Thus \( \oplus_{k \leq n} V_k = \oplus_{k \leq n} V_{[k]} \) for any \( n \in \mathbb{Q} \).

We will prove by induction on conformal weight (which is possible since conformal weights are multiples of \( 1/K \) and are bounded below) that \( V_{[n]} \subseteq \mathcal{W} + \mathcal{O}(g, h) \) for all \( n \). According to the last paragraph this holds for \( n \leq n_0 \) already.

Let \( n > n_0 \), and let \( x \in V_{[n]} \). Since \( V = W + C_2(V) \) we may write \( x \) as \( w \in W \) plus a sum of vectors of the form

\[
u_{(-2)}v = u_{((-2))}v + \sum_{j \geq -2} \alpha_{-2,j} u_{(j)}v,
\]

where we assume \( u, v \) are homogeneous in the \( \nabla \)-grading. It is clear that we can choose all the pairs of vectors \( u, v \) so that \( \nabla_u + \nabla_v + 1 \leq n \). Therefore all the terms in the
j-summation have $\nabla < n$, hence they lie in $W + O(g, h)$ by the inductive assumption. It suffices to show that $u_{(-2)}v \in W + O(g, h)$.

If $(\mu(u), \lambda(u)) = (1, 1)$ then

$$X_2(u, v) = u_{(-2)}v + \sum_{k=2}^{\infty} (2k - 1)G_{2k}(\tau)u_{([2k-2])}v \in O(g, h).$$

The terms in the summation have $\nabla < n$, hence they lie in $W + O(g, h)$ by the inductive assumption. Therefore $u_{(-2)}v$ does too.

If $(\mu(u), \lambda(u)) \neq (1, 1)$ then

$$X_3(u, v) = -u_{(-1)}v + \sum_{k=0}^{\infty} P_k^{\mu(u), \lambda(u)}(q)u_{([k])}v \in O(g, h).$$

Substituting $L_{[-1]}u$ in place of $u$ shows that

$$u_{(-2)}v - \sum_{k=0}^{\infty} kP_k^{\mu(u), \lambda(u)}(q)u_{([k-1])}v \in O(g, h)$$

too. As before, $u_{(-2)}v \in W + O(g, h)$. □

**Remark 5.2.** Inspection of the proof of Lemma 5.1 reveals that the $C_2$-cofiniteness condition can be weakened to the following: $V/C^{(g, h)}$ is finite dimensional where $C^{(g, h)}$ is defined to be the span of the vectors

$$u_{(-2)}v \text{ for } (\mu(u), \lambda(u)) = (1, 1), \text{ and } u_{(-1)}v \text{ for } (\mu(u), \lambda(u)) \neq (1, 1).$$

Therefore all results of this paper hold with $C_2$-cofiniteness replaced by this weaker condition.

The following lemma is stated in [6].

**Lemma 5.3.** For any integer $N \geq 1$, $M_N$ is a Noetherian ring.

**Lemma 5.4.** Let $V$ be $C_2$-cofinite, let $u \in V$, and let $S \in C(g, h)$. There exists $m \in \mathbb{Z}_+$ and $r_0(\tau), \ldots r_{m-1}(\tau) \in M_{[G]}$ such that

$$S(L_{[-2]}^m u, \tau) + \sum_{i=0}^{m-1} r_i(\tau)S(L_{[-2]}^i u, \tau) = 0. \tag{5.1}$$

**Proof.** Let $I_n(u) \subseteq V/O(g, h)$ be the $M_{[G]}$-submodule generated over $M_{[G]}$ by the images of $u, L_{[-2]}u, \ldots L_{[-2]}^n u$. Because $V/O(g, h)$ is a finitely generated $M_{[G]}$-module and $M_{[G]}$ is a Noetherian ring, $V/O(g, h)$ is a Noetherian $M_{[G]}$-module: meaning that the ascending chain $I_0(u) \subseteq I_1(u) \subseteq \ldots$ stabilizes. For some $m \in \mathbb{Z}_+$ we have $I_m(u) = I_{m-1}(u)$, which implies

$$L_{[-2]}^m u + \sum_{i=0}^{m-1} r_i(\tau)L_{[-2]}^i u \in O(g, h)$$

for some $r_i(\tau) \in M_{[G]}$. Equation (5.1) follows from this formula and CB3. □
The axiom CB4 states an equality between $S(L_{-2} u, \tau)$ and $(q \frac{d}{dq}) S(u, \tau)$ modulo ‘terms of lower order’, i.e., terms of the form $S(v, \tau)$ with $\nabla v < \nabla u$. We use this to convert (5.1) into an ODE satisfied by $S(u, \tau)$. More precisely we have

**Theorem 5.5.** Let $\overline{q} = q^{1/|G|}$, and let $S \in \mathcal{C}(g, h)$. For each $u \in V$, $S(u, \tau)$ satisfies an ODE of the form

$$(\overline{q} \frac{d}{dq})^m S(u, \tau) + \sum_{i=0}^{m-1} g_i(\overline{q}) (\overline{q} \frac{d}{dq})^i S(u, \tau) + \sum_{j=0}^{m-1} \sum_{k=0}^{\infty} h_{jk}(\overline{q}) (\overline{q} \frac{d}{dq})^j S(x_{jk}, \tau) = 0,$$

where the $x_{jk} \in V$ are of strictly lower conformal weight than $u$ and the functions $g_i(\overline{q})$ and $h_{jk}(\overline{q})$ are polynomials in elements of $\mathcal{M}_{|G|}$ and derivatives of $G_2$ with respect to $\overline{q}$. In particular these functions are all regular at $\overline{q} = 0$, and so the ODE has a regular singular point there.

We write $\overline{q}$ here instead of $q$ because the elements of $\mathcal{M}_{|G|}$ can be expressed as series in integer powers of $\overline{q}$, rather than $q$. For the proof of Theorem 5.5 see Sect. 6 of [6].

For $u^{(0)} \in V$ of minimal conformal weight the ODE satisfied by $S(u^{(0)}, \tau)$ is homogeneous because there are no nonzero vectors with strictly lower conformal weight. The theory of Frobenius-Fuchs tells us that $S(u^{(0)}, \tau)$ may be expressed in a certain form (5.2) below. For arbitrary $u \in V$ the same conclusion cannot be drawn directly because of the presence of the inhomogeneous term. However an induction on $\nabla_u$ shows that $S(u, \tau)$ does take the form (5.2) for all $u \in V$. The form in question is

$$S(u, \tau) = \sum_{i=0}^{p} (\log q)^i S_i(u, \tau),$$

where

$$S_i(u, \tau) = \sum_{j=1}^{b(i)} q^{\lambda_{ij}} S_{ij}(u, \tau),$$

where

$$S_{ij}(u, \tau) = \sum_{n=0}^{\infty} C_{i,j,n}(u) q^{n/|G|},$$

where $\lambda_{ij_1} - \lambda_{ij_2} \notin \frac{1}{|G|} \mathbb{Z}$ for $1 \leq j_1 \neq j_2 \leq b(i)$. We call (5.2) the Frobenius expansion of $S(u, \tau)$.

A priori the parameters $p, b(i),$ and $\lambda_{i,j}$ in the Frobenius expansion of $S(u, \tau)$ depend on $u$. However if $\{u^{(i)}\}$ is a basis of $W$ then the conformal blocks $S(u^{(i)}, \tau)$ obviously span $\mathcal{C}(g, h)$. This implies that $\mathcal{C}(g, h)$ is finite dimensional, and that the Frobenius expansion of $S(u, \tau)$ may be written with fixed $p, b(i), \lambda_{i,j}$, independent of $u$.

### 6. Coefficients of Frobenius Expansions

In this section we study the coefficients $C_{p,i,0} : V \to \mathbb{C}$ from (5.2). First we recall the definition of the $g$-twisted Zhu algebra $\text{Zhu}_g(V)$.

**Definition 6.1.** For $u, v \in V$, $n \in \mathbb{Z}$ let

$$u \circ_n v = \text{Res}_w w^n (1 + w)^{\Delta_u + \epsilon_v} \text{Y}(u, w) v dw = 2\pi i \text{Res}_z e^{2\pi i (1 + \epsilon_u)z} (e^{2\pi iz} - 1)^n \text{Y}(u, z) v dz.$$

Let \( J_g \subseteq V \) be the span of all elements of the form
\[
\begin{align*}
u & \text{ for } \mu(u) \neq 1, \\
u \circ_n v & \text{ for } \mu(u) = \mu(v) = 1 \text{ and } n \leq -2, \\
u \circ_n v & \text{ for } \mu(u) = \mu(v)^{-1} \neq 1 \text{ and } n \leq -1, \\
\text{and} & \quad (L_{-1} + L_0)u \text{ for } \mu(u) = 1.
\end{align*}
\]

The \( g \)-twisted Zhu algebra is \( \text{Zhu}_g(V) = V/J_g \) as a vector superspace, with the product induced by \( \circ_{-1} \).

We denote the projection of \( u \in V \) to \( \text{Zhu}_g(V) \) as \([u] \) or simply \( u \). The following two theorems are proved in [5]; note that \( u_{([0])} v \) in our notation is \( (2\pi i)^{-1}[u, v]_{h=1} \) in theirs.

**Theorem 6.2.**  
\( \bullet \) The product \( \circ_{-1} \) is well-defined on \( \text{Zhu}_g(V) \) and makes it into an associative superalgebra with unit \([0])\). We denote the product by \( * \).
\( \bullet \) The 0th Zhu product \( \circ_{([0])} \) is well-defined on \( \text{Zhu}_g(V) \) and we have
\[
u * v - p(u, v) v * u = 2\pi i u_{([0])} v \quad \text{for all } u, v \in \text{Zhu}_g(V).
\]

\( \bullet \) \([\omega]\) is central in \( \text{Zhu}_g(V) \).

**Theorem 6.2.**  
\( \bullet \) There is a restriction functor \( \Omega \) from the category of positive energy \( g \)-twisted \( V \)-modules to the category of \( \text{Zhu}_g(V) \)-modules. It sends \( M \) to \( M_0 \) with the action \([u] * x = u_{M_0}^M x \) for \( u \in V \) and \( x \in M_0 \).
\( \bullet \) There is an induction functor \( L \) going in the other direction, and we have \( \Omega(L(N)) \cong N \) for any \( \text{Zhu}_g(V) \)-module \( N \).
\( \bullet \) \( \Omega \) and \( L \) are inverse bijections between the sets of irreducible modules in each category.

The automorphism \( h \) of \( V \) descends to an automorphism of \( \text{Zhu}_g(V) \), which we also denote \( h \).

**Proposition 6.3.** Let \( S \in C(g, h) \) with Frobenius expansion (5.2). Fix \( j \in \{1, 2, \ldots, b(p)\} \), and let \( f = C_{p, j, 0} \). We have
\( \bullet \) \( f(u) = 0 \) for all \( u \in J_g(V) \), so \( f \) descends to a map \( f : \text{Zhu}_g(V) \to \mathbb{C} \).
\( \bullet \) \( f(u * v) = \delta_{\lambda(u)\lambda(v)} p(u, v) \lambda(u)^{-1} f(v * u) \) for all \( u, v \in \text{Zhu}_g(V) \).

**Proof.** By definition \( S(\cdot, \tau) \) annihilates \( O(g, h) \). Therefore \( f \) annihilates the \( q^0 \) coefficient of any element of \( O(g, h) \). If \( u \in V \) with \( \mu(u) \neq 1 \), then \( u \in O(g, h) \), so \( f(u) = 0 \). If \( \mu(u) = 1 \), then \( 2\pi i (L_{-1} + L_0)u = \tilde{\omega}_{([0])} u \in O(g, h) \) is annihilated by \( f \). Now
\[
\begin{align*}
\left[q^0 \right] : X_1(u, v) &= X_1(u, v) = u_{([0])} v, \\
\left[q^0 \right] : X_2(u, v) &= \text{Res}_z \left( \left[q^0 \right] : \partial_z P(z, q) - G_2(q) \right) Y[u, z] v dz \\
&= \text{Res}_z \left[2\pi i \partial_z \frac{e^{2\pi i z}}{e^{2\pi i z} - 1} - 2\zeta(2) \right] Y[u, z] v dz
\end{align*}
\]
\[
= -(2\pi i)^2 \text{Res}_z \left( \frac{e^{2\pi iz}}{(e^{2\pi iz} - 1)^2} Y[u, z]vdz - 2\xi(2)u_{(0)}v \right)
= -2\pi i u \circ_2 v - 2\xi(2)u_{(0)}v,
\]
and \([q^0] : X_3(u, v) = \text{Res}_z \left( [q^0] : P^{\mu(u), \lambda(u)}(z, q) \right) Y[u, z]vdz
= \text{Res}_z \left[ \frac{2\pi i}{1 - \lambda(u)} - 2\pi i e^{2\pi iz} - 1 \right] Y[u, z]vdz
= \frac{2\pi i}{1 - \lambda(u)} u_{(0)}v - u \circ_2 v.
\]
Hence \(f\) annihilates \(J_g\), and descends to a function on \(Zhu_g(V)\).

Now for the second part. Let \(\mu(u) = \mu(v) = 1\). If \(\lambda(u)\lambda(v) \neq 1\), then \(u \ast v, v \ast u\) and \(u_{(0)}v\) all lie in \(O(g, h)\) and so are annihilated by \(f\). If \(\lambda(u) = \lambda(v) = 1\) then \(f\) annihilates \(u_{(0)}v\), hence \(f(u \ast v) = p(u, v)f(v \ast u)\). If \(\lambda(u)\lambda(v) = 1\) with \(\lambda(u) \neq 1\), then \(f\) annihilates
\[
\frac{2\pi i}{1 - \lambda(u)} u_{(0)}v - u \circ_2 v.
\]
Combining this with (6.1) shows that
\[
f(u \ast v) = p(u, v)\lambda(u)^{-1} f(v \ast u),
\]
so we are done. \(\Box\)

### 7. \(h\)-Supersymmetric Functions

Let \(A\) be a finite dimensional unital associative superalgebra carrying an automorphism \(h\) of finite order. Let \(\lambda(a)\) denote the \(h\)-eigenvalue of an eigenvector \(a \in A\). We consider linear functions \(f : A \to \mathbb{C}\) satisfying
\[
f(ab) = \delta_{\lambda(a)\lambda(b)} p(a, b)\lambda(a)^{-1} f(ba) \quad (7.1)
\]
for all \(a, b \in A\) eigenvectors of \(h\). We refer to these functions as \(h\)-supersymmetric functions on \(A\), and write \(\mathcal{F}_h(A)\) for the space of all such functions. We also write \(\mathcal{F}(A)\) for \(\mathcal{F}_1(A)\) and refer to these as supersymmetric functions.

Let \(A\) be semisimple now, and let \(A = \bigoplus_{i \in J} A_i\) be its decomposition into simple components. The automorphism \(h\) permutes the \(A_i\). The following fact is proved in Lemma 10.7 of [6] (for algebras, but the proof carries over naturally to the \(\mathbb{Z}/2\mathbb{Z}\)-graded setting).

**Lemma 7.1.** \(\mathcal{F}_h(A) = \bigoplus_{i \in J} \mathcal{F}_h(A_i)\), where the direct sum is over the subset \(J \subset I\) of \(h\)-invariant simple components.

For the rest of this section let \(A\) be a simple superalgebra, i.e., having no proper nonzero \(\mathbb{Z}/2\mathbb{Z}\)-graded ideals. Note that a simple superalgebra need not be simple as an algebra. We summarize some well known (see, e.g., [17]) results about simple superalgebras in the following theorem.
Theorem 7.2. Let $A$ be a finite dimensional simple superalgebra over $\mathbb{C}$. Then

- (Superalgebra Wedderburn Theorem) $A$ is isomorphic either to $\text{End}(\mathbb{C}^{|m|})$ or else to $Q_n = \text{End}(\mathbb{C}^n)[\xi]/(\xi^2 = 1)$, where $\xi$ is an odd indeterminate. Henceforth we refer to these cases as Type I and Type II, respectively.
- $A$ has a unique irreducible module up to isomorphism. It is $\mathbb{C}^{|m|}$ in the Type I case, and $\mathbb{C}^{|n|} = \mathbb{C}^n + \mathbb{C}^n \xi$ in the Type II case, with the obvious action in each case.
- (Superalgebra Schur Lemma) Let $N$ denote the unique up to isomorphism irreducible $A$-module. Then

$$\text{End}_A(N) = \begin{cases} \mathbb{C}1 & \text{if } A \text{ is Type I}, \\ \mathbb{C}1 + \mathbb{C}\xi & \text{if } A \text{ is Type II}. \end{cases}$$

Proof. Lemma 3 of [25] states that $A$ is either simple as an ordinary algebra or else it is isomorphic to $Q_n$ for some $n \geq 1$. In the first case $A = \text{End}(N)$ for some finite dimensional vector space $N$ which is in turn the unique irreducible $A$-module. Consider the involution $\sigma_A$ on $A$. There exists an invertible element (indeed an involution) $b \in A$ such that $\sigma(a) = b^{-1}ab$ for all $a \in A$. Now $N$ decomposes into eigenspaces for $b$ with eigenvalues 1 and $-1$. We make $N$ into a superspace by declaring these eigenspaces even and odd respectively. Then $b$ is just $\sigma_N$. Now $A \cong \text{End}(\mathbb{C}^{|m|})$ as a superalgebra and $N$ is its unique irreducible module. In the second case any irreducible $A$-module $N$ is in particular an $\text{End}(\mathbb{C}^n)$-module and therefore a direct sum of copies of $\mathbb{C}^n$. Since $\xi$ maps an even copy of $\mathbb{C}^n$ to an odd one, and $\xi^2 = 1$, we deduce that $A$ has the unique irreducible $\mathbb{Z}/2\mathbb{Z}$-graded module $N = \mathbb{C}^n + \mathbb{C}^n \xi$ (observe that without the $\mathbb{Z}/2\mathbb{Z}$-graded condition $N$ would not be unique). This completes the proofs of the first two items.

For the third item: the Type I case follows from the usual Schur lemma by forgetting the $\mathbb{Z}/2\mathbb{Z}$-grading. If $A$ is of Type II let $\phi \in \text{End}_A(N)_0$, then $\phi|_{N_0} \in \mathbb{C}1$ by the usual Schur lemma and since $\phi$ commutes with $\xi$ we have $\phi \in \mathbb{C}1$. If $\phi \in \text{End}_A(N)_1$ then clearly $\phi \xi \in \text{End}_A(N)_0$ and so $\phi \in \mathbb{C}\xi$. \(\square\)

Supersymmetric functions on simple superalgebras were first considered in [16] and are characterized as follows.

Lemma 7.3. Let $A$ be a finite dimensional simple superalgebra, and $N$ its unique up to isomorphism irreducible module. The space $\mathcal{F}(A)$ of supersymmetric functions on $A$ is one dimensional and is spanned by the function

$$a \mapsto \text{STr}_N(a) \quad \text{if } A \text{ is of Type I},$$

$$a \mapsto \text{Tr}_N(a\xi) \quad \text{if } A \text{ is of Type II}.$$ 

Proof. Let $f$ be a supersymmetric function on $A = \text{End}(\mathbb{C}^{|m|})$. Fix a $\mathbb{Z}/2\mathbb{Z}$-homogeneous basis $e_1, \ldots, e_{m+k}$ of $\mathbb{C}^{|m|}$, where $e_1, \ldots, e_m$ are even and $e_{m+1}, \ldots, e_{m+k}$ odd. Define $E_{ij} \in A$ by $E_{ij}(e_k) = \delta_{ik}e_j$. If $i \neq j$ then

$$f(E_{ij}) = f(E_{ii}E_{ij}) = \pm f(E_{ij}E_{ii}) = \pm f(0) = 0.$$ 

Thus $f(a) = \sum_i k_i a_{ii}$ is a linear combination of the diagonal entries of $a$. We now have

$$f(E_{ii}) = f(E_{ij}E_{ji}) = \pm f(E_{jj}E_{ii}) = \pm f(E_{jj}),$$

where the sign $\pm$ is $a +$ if $E_{ij}$ is even (i.e., if $e_i$ and $e_j$ have the same parity) and is $a -$ if $E_{ij}$ is odd (i.e., if $e_i$ and $e_j$ have opposite parity). Therefore, up to a scalar multiple
$k_i = 1$ for $i = 1, \ldots, m$ and $k_i = -1$ for $i = m + 1, \ldots, m + k$. Hence $f$ is proportional to $\text{STr}_N$, where $N = \mathbb{C}^{m|k}$ is the unique irreducible $A$-module.

Now let $f$ be a supersymmetric function on $A = Q_\alpha$. For $a \in A_0$ we have $f(a) = f(\xi(\xi a)) = -f((\xi a)\xi) = -f(a)$, hence $f(a) = 0$. On the other hand $g : A_0 \to \mathbb{C}$ defined by $g(a) = f(a\xi)$ is symmetric because $g(ab) = f(ab\xi) = f(b\xi a) = f(ba\xi) = g(ba)$. Therefore $g$ is a scalar multiple of $\text{Tr}_{N_0}$ and $f$ is a scalar multiple of the map $a \mapsto \text{Tr}_{N_0}(a\xi) = (1/2) \text{Tr}_N(a\xi)$. \hfill $\Box$

Now we turn to the description of $h$-supersymmetric functions. First we need the following superalgebra analog of the Skolem-Noether theorem.

**Lemma 7.4.** Let $A$ be a finite dimensional simple superalgebra, $N$ its irreducible module, and let $h$ be an automorphism of $A$. There exists invertible $i \in \text{End}_{\mathbb{C}}(N)$ such that $h(a)x = i^{-1}aix$ for all $a \in A$, $x \in N$. If $A$ is of Type I then $i$ is $\mathbb{Z}/2\mathbb{Z}$-homogeneous and is unique up to a nonzero scalar factor. If $A$ is of Type II then $i$(while not unique) may be chosen to be $\mathbb{Z}/2\mathbb{Z}$-homogeneous of either parity.

**Proof.** The map $(a, x) \mapsto h(a)x$ defines an irreducible action of $A$ on $N$ which we denote $h \cdot N$ to distinguish it from the original action. By the second item of Theorem 7.2 the $A$-modules $N$ and $h \cdot N$ are equivalent, i.e., there exists invertible $i \in \text{Hom}_A(h \cdot N, N)$. A choice of such $i$ identifies $\text{Hom}_A(h \cdot N, N)$ with $\text{End}_A(N)$.

Let $A$ be of Type I. Then $\text{End}_A(N) = \mathbb{C}1$ and so $i$ is unique up to a nonzero scalar factor. By definition $h$ commutes with the parity operator $\sigma_A$. This implies $(\sigma_Ni)^{-1}a(\sigma_Ni) = (\sigma_N)^{-1}a(\sigma_N)$ for all $a \in A$. Hence by the Schur lemma $\sigma_N = \epsilon i \sigma_N$ for some nonzero constant $\epsilon$. Since the eigenvalues of $\sigma_N$ are $\pm 1$ we have $\epsilon = \pm 1$ and in either case $i$ is $\mathbb{Z}/2\mathbb{Z}$-homogeneous.

Let $A$ be of Type II. There exists $i_0 \in A_0$ such that $h(a) = i_0^{-1}a_0i_0$ for all $a \in A_0$. Since we have $h(\xi)^2 = h(\xi^2) = h(1) = 1$ and $h(a)h(\xi) = h(a\xi) = h(\xi a) = h(h(\xi)h(a)$ for all $a \in A$ we deduce $h(\xi) = \pm \xi$. Write $h(\xi) = (-1)^p \xi$. By the Schur lemma $\text{Hom}_A(h \cdot N, N)$ is two dimensional. One then easily verifies $\text{Hom}_A(h \cdot N, N) = \mathbb{C}0\sigma_N + \mathbb{C}0\sigma_N^p$. The claim follows. \hfill $\Box$

To facilitate the description of $h$-supersymmetric functions we make the following definition.

**Definition 7.1.** Let $A$ be a finite dimensional simple superalgebra, $N$ its irreducible module, and let $h$ be an automorphism of $A$. We define $\gamma$ to be an invertible element of $\text{End}_{\mathbb{C}}(N)$ satisfying $h(a)x = \gamma^{-1}a\gamma x$ for all $a \in A$, $x \in N$. If $A$ is of Type II we further require that $\gamma$ be even (resp. odd) if $h(\xi) = \xi$ (resp. $h(\xi) = -\xi$).

The map $\gamma$ so defined is unique up to a nonzero scalar factor.

**Lemma 7.5.** Let $A$ be a finite dimensional simple superalgebra, $N$ its irreducible module, and let $h$ be an automorphism of $A$ of finite order. The space $\mathcal{F}_h(A)$ of $h$-supersymmetric functions on $A$ is one dimensional and is spanned by the function

$$a \mapsto \text{STr}_N\left(a\gamma \sigma_N^{p(\gamma)}\right) \quad \text{if } A \text{ is of Type I},$$

$$a \mapsto \text{Tr}_N\left(a\gamma \sigma_N^{p(\gamma)}\xi\right) \quad \text{if } A \text{ is of Type II}.$$

We shall sometimes abuse notation slightly by writing both cases as $a \mapsto F(a\gamma \sigma_N^{p(\gamma)})$, where $F \in \mathcal{F}(A)$. 

Proof. Let $A$ be of Type I. Since $h(\gamma) = \gamma^{-1} \gamma \gamma = \gamma$ we have $\lambda(\gamma) = 1$. Also $h(\sigma_N) = \gamma^{-1} \sigma_N \gamma = (-1)^{p(\gamma)} \sigma_N^{-1}$ so $\lambda(\sigma_N) = (-1)^{p(\gamma)}$. Let $f \in \mathcal{F}_h(A)$ and put $\overline{f}(a) = f(a \gamma^{-1})$ if $\gamma$ is even and $\overline{f}(a) = f(a \gamma^{-1} \sigma_N)$ if $\gamma$ is odd. Then if $\gamma$ is even we have

$$\overline{f}(ab) = f(ab \gamma^{-1}) = \lambda(a)^{-1} \delta_{\lambda(a) \lambda(b)} \lambda(\gamma^{-1}) p(a, b) f(b \gamma a \gamma^{-1})$$

$$= \lambda(a)^{-1} \delta_{\lambda(a) \lambda(b)} p(a, b) f(b \gamma^{-1} a \gamma^{-1})$$

$$= \delta_{\lambda(a) \lambda(b)} p(a, b) \overline{f}(ba),$$

(7.2)

while if $\gamma$ is odd we have

$$\overline{f}(ab) = f(ab \gamma^{-1} \sigma_N) = \lambda(a)^{-1} \delta_{\lambda(a) \lambda(b) \gamma^{-1} \sigma_N} p(a, b) f(b \gamma^{-1} a \sigma_N)$$

$$= \lambda(a)^{-1} \delta_{\lambda(a) \lambda(b)} p(a, b) f(b \gamma^{-1} a \gamma^{-1} \sigma_N)$$

$$= \delta_{\lambda(a) \lambda(b)} p(a, b) \overline{f}(ba),$$

(7.3)

In particular $\overline{f}$ is supersymmetric in both cases and therefore is a multiple of $\text{STr}_N$. Therefore $f$ is a scalar multiple of $a \mapsto \text{STr}_N(a \gamma \sigma_N^{p(\gamma)})$. It remains to verify that the latter function is $h$-supersymmetric; for this we need only show that $\text{STr}_N(a \gamma \sigma_N^{p(\gamma)}) \neq 0$ only when $\lambda(a) = 1$. Well, $N$ splits into eigenspaces for $\gamma$ and $a$ maps the $e$ eigenspace to the $\lambda(a) e$ eigenspace. In general $\text{STr}_N(b) = \text{Tr}_N(b \sigma_N)$ vanishes unless $\lambda(a \sigma_N) = 1$, so $\text{STr}_N(a \gamma \sigma_N^{p(\gamma)})$ vanishes unless $1 = \lambda(a) \lambda(\gamma) \lambda(\sigma_N)^{p(\gamma)+1} = \lambda(a)$. Now let $A$ be of Type II and assume first that $h(\xi) = \xi$. For $f \in \mathcal{F}_h(A)$ put $\overline{f}(a) = f(a \gamma^{-1})$. We may repeat calculation (7.2) to deduce that $\overline{f}$ is a supersymmetric function on $A$, hence a multiple of $a \mapsto \text{Tr}_N(a \xi)$. Therefore $f$ is a scalar multiple of $a \mapsto \text{Tr}_N(a \gamma \xi)$.

The final case of $h(\xi) = -\xi$ is a little more delicate because $\gamma = \iota_0 \sigma_N \xi$ (where $\iota_0$ is as in the proof of Lemma 7.4) is not an element of $A$. For $f \in \mathcal{F}_h(A)$ we let $\overline{f}(a) = f(a \iota_0^{-1})$ and repeat calculation (7.2). Since $\iota_0^{-1} a \iota_0 = (-1)^{p(a)} h(a)$ we obtain this time

$$\overline{f}(ab) = \delta_{\lambda(a) \lambda(b)} p(a, b)^{-1} \iota_0^{-1} \overline{f}(ba)$$

for all $a, b \in A$. For $a \in A_0$ we obtain

$$\overline{f}(\iota_0^{-1}) = -\delta_{\lambda(a)} \overline{f}(a \xi),$$

hence $\overline{f}(A_1) = 0$. For $a, b \in A_0$ we obtain

$$\overline{f}(ab) = \delta_{\lambda(a) \lambda(b)} \overline{f}(ba),$$

hence $\overline{f}$ is a symmetric function on $A_0$. It follows that $\overline{f}$ is a scalar multiple of $\text{Tr}_{N_0} = (1/2) \text{Tr}_N$. This means that $f$ is a scalar multiple of

$$a \mapsto \text{Tr}_N(a \iota_0) = \text{Tr}_N(a \gamma \xi \sigma_N) = -\text{Tr}_N(a \gamma \sigma_N \xi).$$

Finally we should verify that $\text{Tr}_N(a \gamma \sigma_N^{p(\gamma)} \xi) \neq 0$ only if $\lambda(a) = 1$. In the case $h(\xi) = \xi$ the trace vanishes unless $1 = \lambda(a) \lambda(\gamma) \lambda(\xi) = \lambda(a)$. In the case $h(\xi) = -\xi$ the trace reduces to $\text{Tr}_{N_0}(a \iota_0)$ which again vanishes unless $\lambda(a) = 1$. \qed
8. Supertrace Functions

In this section we use the results of Sect. 7 to associate a supertrace function to each pair \((M, h)\), where \(M\) is an irreducible positive energy \(g\)-twisted \(V\)-module, and \(h\) is an automorphism of \(V\) of finite order commuting with \(g\). We show that this function lies in \(C(g, h)\).

The Zhu algebra \(Zhu_g(V)\) is finite dimensional (because \(V\) is \(C_2\)-cofinite) and is semisimple by assumption. Let \(A \subseteq Zhu_g(V)\) be a \(h\)-invariant simple component, \(N\) its irreducible module, and let \(\gamma : N \rightarrow N\) be as in Definition 7.1. It follows from Theorem 6.2 that \(\gamma\) lifts to a grade-preserving map (which we also denote \(\gamma\)) of the associated \(V\)-module \(M = L(N)\) satisfying

\[
\gamma^{-1}u_n^M \gamma = h(u)_n^M
\]

for all \(u \in V, n \in [\epsilon_u]\). In the case that \(A\) is of Type II we shall make use of the involution \(\xi\) of \(M = L(N)\) lifted from \(\xi : N \rightarrow N\) in the same way, i.e.,

\[
\xi u_n^M \xi = (-1)^{p(u)} u_n^M.
\]

Below we shall drop the \(M\) superscripts. We sometimes refer to \(M\) as being of Type I (resp. II) if its associated simple component \(Zhu_g(V)\) is of Type I (resp II).

**Definition 8.1.** Let \(M\) be a positive energy \(g\)-twisted \(V\)-module and \(h\) an automorphism of \(V\) of finite order commuting with \(g\). For \(\alpha : M_r \rightarrow M_r\) an endomorphism of a graded piece of \(M\) we define

\[
T_{M_r}(\alpha) = \begin{cases} 
STr_{M_r} \left( \alpha \gamma \sigma_M^{p(\gamma)} \right) & \text{if } M \text{ is of Type I,} \\
Tr_{M_r} \left( \alpha \gamma \sigma_M^{p(\gamma)} \xi \right) & \text{if } M \text{ is of Type II.}
\end{cases}
\]

We define \(T_M(\alpha) = \sum_r T_{M_r}(\alpha)\) whenever the sum is well-defined. Finally we define the supertrace function associated to \(M\) and \(h\) to be

\[
S_M(u, \tau) = T_M(u_0 q^{L_0 - c/24}).
\]

The main theorem of this section is

**Theorem 8.1.** Let \(M\) be a \(h\)-invariant irreducible positive energy \(g\)-twisted \(V\)-module. Then the supertrace function \(S_M\) defined by (8.2) lies in \(C(g, h)\). Furthermore the \(S_M\), as \(M\) ranges over all such modules, are linearly independent.

**Proof.** The \(S_M\) are linearly independent because the \(h\)-supersymmetric functions on \(Zhu_g(V)\) are (each is supported on a different simple component). The proof that \(S_M \in C(g, h)\) is carried out in Propositions 8.2–8.6 below.

To summarize: in Propositions 8.2 and 8.3 we show that \(T_M\) annihilates all \(u \in V\) satisfying \((\mu(u), \lambda(u)) \neq (1, 1)\), and annihilates \(u_{(0)}\) for \((\mu(u), \lambda(u)) = (1, 1)\). In Proposition 8.4 we establish an identity which is used in Proposition 8.5 to show that \(T_M\) annihilates the remaining elements of \(O(g, h)\). These properties pass immediately to \(S_M\) and thus \(CB3\) is verified.

In Proposition 8.6 we use Proposition 8.4 again to show that \(S_M\) satisfies \(CB4\). Axiom \(CB2\) is automatic.

To verify \(CB1\), we must show that the power series \(S_M\) converges to a holomorphic function in \(|q| < 1\). In the presence of the \(C_2\)-cofiniteness condition \(CB1\) follows from
the other axioms. This is because the calculations of Sect. 5 show the power series $S_M$ formally satisfies a Fuchsian ODE and it follows that $S_M$ converges to a solution of this ODE (see [6]). □

Since $\omega \in V$ is $h$-invariant, $\gamma$ commutes with $L_0$ and $q^{L_0}$. Since $\omega$ is in the center of $\text{Zhu}_g(V)$ and its module $N = M_0$ is irreducible, $L_0$ acts on $N$ as a scalar (called the conformal weight of $M$ and often denoted $h(M)$). Recall that $[L_0, u_k] = -ku_k$. It follows that $L_0$ acts on $M_r$ as the scalar $h(M) + r$, and that $u_0$ commutes with $L_0$ and $q^{L_0}$.

**Proposition 8.2.** We have

(a) If $(\mu(u), \lambda(u)) \neq (1, 1)$, then $T_{M_r}(u_0) = 0$.

(b) For all $u, v \in V$ we have $T_{M_r}(u_0 v_0) = \delta_{\lambda(u)\lambda(v)}1 p(u, v)\lambda(u)^{-1} T_{M_r}(v_0 u_0)$.

(c) If $\mu(v) = \mu(u)^{-1}$ and $n \in [\epsilon_u]_{>0}$, then

$$T_{M_r} u_n v_{-n} = \lambda(u)^{-1} p(u, v) T_{M_r+n} v_{-n} u_n.$$ 

**Proof.** We begin with (b). We observe that the work has already been done in the proof of Lemma 7.5. Indeed $T_{M_0}$ is simply the $h$-supersymmetric function introduced in that lemma. For $r > 0$ we define the superalgebra $A'$ to be $A' = \text{End}_C(M_r)$ if $M$ is of Type I, and $A' = A_0 + \xi A_0^*$, where $A_0^* = \text{End}_C((M_r)_0)$ if $M$ is of Type II. Now the proof of Lemma 7.5 can be repeated, with the pair $(A, N)$ replaced by $(A', M_r)$, to establish (b).

In (c) we may replace $M_r$ and $M_{r+n}$ by their direct sum because $v_{-n}$ annihilates $M_{r+n}$ and $u_n$ annihilates $M_r$. The equation then follows from the same argument as for (b).

For (a): the operators $u_n$ are defined for $n \in \epsilon_u + \mathbb{Z}$, so if $\mu(u) \neq 1$ then $u_0 = 0$ and $T_{M_r}(u_0) = 0$. Once again the proof that $T_{M_r}(u_0) = 0$ only if $\lambda(u) = 1$ has been carried out for $r = 0$ in the proof of Lemma 7.5, and the general case is the same. □

**Proposition 8.3.** If $\mu(u) = 1$ then

$$T_{M_r}(u(0) v_0) = [1 - \lambda(u)](2\pi i)^{-1} T_{M_r} u_0 v_0.$$ 

**Proof.** Assume $\mu(v) = 1$ and $\lambda(v) = \lambda(u)^{-1}$, for otherwise both sides of the equation vanish and the result is trivially true.

The commutator formula (2.2) with $m = k = 0$ is

$$[u_0, v_0] = \sum_{j \in \mathbb{Z}_+} \left( \frac{\Delta_u - 1}{j} \right) (u(j) v_0) = (\text{Res}_w (1 + w)^\Delta_u^{-1} Y(u, w) v dw)_0.$$ 

Using the substitution $w = e^{2\pi i z} - 1$ gives

$$(u(0) v_0) = (\text{Res}_z Y[u, z] v dz)_0 = (\text{Res}_z e^{2\pi i \Delta_u z} Y(u, e^{2\pi i z} - 1) v dz)_0$$

$$= (2\pi i)^{-1} \left( \text{Res}_w (1 + w)^\Delta_u^{-1} Y(u, w) v dw \right)_0$$

$$= (2\pi i)^{-1} [u_0, v_0].$$

Now we use Proposition 8.2 (b) to simplify

$$T_{M_r} [u_0, v_0] = T_{M_r} u_0 v_0 - p(u, v) T_{M_r} v_0 u_0$$

$$= T_{M_r} u_0 v_0 - \delta_{\lambda(v)\lambda(u)} p(u, v) \lambda(v)^{-1} T_{M_r} v_0 u_0$$

$$= [1 - \lambda(u)] T_{M_r} u_0 v_0.$$ 

□
Proposition 8.4.

\[
T_M((\text{Res}_z \, P^\mu(\lambda, u, z) \, Y[u, z]vdz)_0 q^{L_0})
= \begin{cases} 
- T_M(u_0 v_0 q^{L_0}) & \text{if } (\mu(u), \lambda(u)) = (1, 1), \\
0 & \text{otherwise.}
\end{cases}
\] (8.3)

Proof. Let \( \varepsilon = \varepsilon_u, \mu = \mu(u) \) and \( \lambda = \lambda(u) \). Assume that \( \mu(v) = \mu^{-1} \) and \( \lambda(v) = \lambda^{-1} \), for otherwise both sides of the claimed equality vanish automatically.

For any \( r \geq 0 \), the \( q^{h(M)+r} \) coefficient of

\[
T_M(\text{Res}_z \, P^\mu(\lambda, z) \, Y[u, z]vdz)_0 q^{L_0}
\]
is \( X - Y + Z \), where

\[
X = \frac{2\pi i \delta}{1 - \lambda} T_{M_r(u(0))}v_0, \\
Y = 2\pi i T_{M_r}e^{2\pi i(1+\varepsilon)z} - Y[u, z]vdz)_0,
\]
and

\[
Z = 2\pi i \sum_{m \in \mathbb{Z}_{>0}} \lambda^m \sum_{n \in [\varepsilon]} T_{M_{r-mm}}(\text{Res}_z \, e^{2\pi inz} Y[u, z]vdz)_0 \\
- 2\pi i \sum_{m \in \mathbb{Z}_{>0}} \lambda^{-m} \sum_{n \in [\varepsilon]} T_{M_{r+mn}}(\text{Res}_z \, e^{2\pi inz} Y[u, z]vdz)_0
\]

(8.4)

(the sum defining \( Z \) is finite since terms with \( |mn| > r \) contribute nothing).

Using the change of variable \( w = e^{2\pi iz} - 1 \) and the commutator formula, we have

\[
\left(\text{Res}_z \, e^{2\pi inz} Y[u, z]vdz\right)_0 = (2\pi i)^{-1} \left(\text{Res}_w(1 + w)^{n+\Delta_u-1} Y(u, w)vdw\right)_0 \\
= (2\pi i)^{-1} \sum_{j \in \mathbb{Z}_+} \left(n + \Delta_u - 1 \right)(u(j)v)_0 = (2\pi i)^{-1} [u_n, v_{-n}]
\]

(8.5)

for any \( n \in [\varepsilon_u] \). Now let \( n \in [\varepsilon_u]_{>0} \). Proposition 8.2 (c) implies that

\[
\sum_{m \in \mathbb{Z}_{>0}} \lambda^m T_{M_{r-mm}}u_nv_{-n} = p(u, v)\lambda^{-1} \sum_{m \in \mathbb{Z}_{>0}} \lambda^m T_{M_{r-(m-1)n}}v_{-n}u_n \\
= p(u, v) \sum_{m \in \mathbb{Z}_+} \lambda^m T_{M_{r-mn}}v_{-n}u_n,
\]

from which it follows that

\[
\sum_{m \in \mathbb{Z}_{>0}} \lambda^m T_{M_{r-mm}}[u_n, v_{-n}] = p(u, v) T_{M_r}v_{-n}u_n.
\] (8.6)

If \( n \in [\varepsilon_u]_{<0} \) then \( -n \in [\varepsilon_v]_{>0} \), and so

\[
\sum_{m \in \mathbb{Z}_{>0}} \lambda^{-m} T_{M_{r+mn}}[u_n, v_{-n}] = -p(u, v) \sum_{m \in \mathbb{Z}_{>0}} \lambda^{-m} T_{M_{r-mn}}v_{-n}u_n \\
= -T_{M_r}u_n v_{-n}.
\] (8.7)
Combining (8.6) and (8.7) yields

\[
Z = \sum_{m \in \mathbb{Z}_{>0}} \lambda^m \sum_{n \in [e], >0} T_{M_{e-mn}}[u_n, v_{-n}] - \sum_{m \in \mathbb{Z}_{>0}} \lambda^{-m} \sum_{n \in [e], <0} T_{M_{e+mn}}[u_n, v_{-n}]
\]

\[
= \sum_{n \in [e], <0} T_{M_n} u_n v_{-n} + p(u, v) \sum_{n \in [e], >0} T_{M_n} v_{-n} u_n.
\] (8.8)

Next we have

\[
(\text{Res}_z e^{2\pi i (1+\epsilon)z} \frac{Y[u, z]v dz}{e^{2\pi iz} - 1} 0) = (\text{Res}_z e^{2\pi i (1+\epsilon)z} \frac{e^{2\pi i z} - 1}{e^{2\pi iz} - 1} e^{2\pi i \Delta u z} Y(u, e^{2\pi iz} - 1) v dz)0
\]

\[
= (2\pi i)^{-1} (\text{Res}_w w^{-1} (1 + w)^{\Delta u + \epsilon} Y(u, w) v dw)0
\]

\[
= (2\pi i)^{-1} \sum_{j \in \mathbb{Z}_+} \left( \Delta u + \epsilon \right) (u(j-1)v)_0.
\]

Plugging this into the Borcherds identity with \( n = -1 \) and \( m = 1 + \epsilon_u = -k \) yields

\[
Y = \sum_{j \in \mathbb{Z}_+} T_{M_j} \left( u_{-j+\epsilon} v_{j-\epsilon} + p(u, v) v_{-j-1-\epsilon} u_{j+1+\epsilon} \right).
\] (8.9)

Now we see that

\[
-Y + Z = \begin{cases} -T_{M_0} a_0 b_0 & \text{if } \mu = 1, \\
0 & \text{otherwise}. \end{cases}
\]

If \( \mu \neq 1 \) then \( X = \delta = 0 \) and we are done, similarly if \( \mu = \lambda = 1 \). Finally suppose \( \mu = 1 \neq \lambda \): from Proposition 8.3 we have

\[
X - Y + Z = T_{M_0} u_0 v_0 - T_{M_0} u_0 v_0 = 0
\]

as required. \( \square \)

In the two following lemmas suppose \( (\mu(u), \lambda(u)) = (1, 1) \).

**Proposition 8.5.** \( T_M (\text{Res}_z \varphi(z, q) Y[u, z], v, \tau) = 0. \)

**Proof.** For all \( u \in V \) we have \( (L_{-1} u)_0 = 2\pi i (L_{-1} u + L_0 u)_0 = 0 \). By Proposition 8.4 we have

\[
0 = T_M ((L_{-1} u)_0 v_0 q^{L_0})
\]

\[
= T_M ((\text{Res}_z P(z, q) Y[L_{-1} u, z] v dz)_0 q^{L_0})
\]

\[
= T_M ((\text{Res}_z \varphi(z, q) Y[u, z] v dz)_0 q^{L_0})
\]

\[
= -T_M ((\text{Res}_z \varphi(z, q) Y[u, z] v dz)_0 q^{L_0})
\]

\[
= -T_M ((\text{Res}_z \varphi(z, q) + G_2(q)) Y[u, z] v dz)_0 q^{L_0}).
\]

By Proposition 8.3, the \( G_2(q) \) term contributes nothing, so the result follows. \( \square \)

**Proposition 8.6.** \( (2\pi i)^2 q \frac{d}{d_q} + \nabla_u G_2(q) \) \( S_M(u, \tau) = S_M(\text{Res}_z \varphi(z, q) L[z] u dz, \tau). \)
Proof. We start with Eq. (8.3). Multiply through by $q^{-\epsilon/24}$ and substitute $u = \tilde{\omega} = (2\pi i)^2(\omega - \epsilon/24|0\rangle)$, so that $u_0 = (2\pi i)^2(L_0 - \epsilon/24)$. The right hand side is

$$-(2\pi i)^2 T_M((L_0 - \epsilon/24)v_0 q^{L_0-\epsilon/24}) = -(2\pi i)^2 q \frac{d}{dq} T_M(v_0 q^{L_0-\epsilon/24}).$$

The left-hand side is

$$T_M((\text{Res}_z P(z, q)L[z]udz)v_0 q^{L_0-\epsilon/24})$$

$$= T_M((\text{Res}_z[-\xi(z, q) + z G_2(q) - \pi i]L[z]udz)v_0 q^{L_0-\epsilon/24})$$

$$= G_2(q) \nabla_v T_M(v_0 q^{L_0-\epsilon/24})$$

$$- T_M((\text{Res}_z \xi(z, q)L[z]udz)v_0 q^{L_0-\epsilon/24}),$$

having used $\tilde{\omega}_{(1)[1]}v = \nabla_v b$ and Proposition 8.3. \(\square\)

9. Exhausting a Conformal Block by Supertrace Functions

Let \(\phi, \psi \in \mathbb{C}\). We shall say \(\phi\) is lower than \(\psi\) (and \(\psi\) is higher than \(\phi\)) if the real part of \(\phi\) is strictly less than that of \(\psi\).

Let \(S(u, \tau) \in \mathcal{C}(g, h)\). In this section we show that \(S\) may be written as a linear combination of supertrace functions \(S_M(u, \tau)\) for \(M \in P_h(g, V)\). We need the following proposition.

**Proposition 9.1.** Let \(S \in \mathcal{C}(g, h)\) with Frobenius expansion (5.2).

- Let \(j \in \{1, 2, \ldots b(p)\}\), then \(C_{p, j, 0}((\omega - \frac{\xi}{24} - \lambda_{p, j}) \ast u) = 0\) for all \(u \in V^g\).
- Let \(j \in \{1, 2, \ldots b(p - 1)\}\), then \(C_{p-1, j, 0}((\omega - \frac{\xi}{24} - \lambda_{p-1, j})^2 \ast u) = 0\) for all \(u \in V^g\).

**Proof.** Recall Eq. (4.2) – the equivalent form of **CB4**. Equating coefficients of log\(^p\) \(q\) shows that (4.2) holds with \(S_{p, j}\) in place of \(S\), that is

$$(2\pi i)^2 q \frac{d}{dq} S_{p, j}(u, \tau) = -S_{p, j}(\text{Res}_z P(z, q)L[z]udz, \tau). \quad (9.1)$$

Let us equate coefficients of \(q^{\lambda_{p, j}}\) in (9.1). The left-hand side gives \((2\pi i)^2 \lambda_{p, j} C_{p, j, 0}(u)\), while the right-hand side gives \(C_{p, j, 0}\) applied to

$$2\pi i \text{Res}_z \frac{e^{2\pi iz}}{e^{2\pi iz} - 1} L[z]udz = \text{Res}_w w^{-1}(1 + w)^{\Delta_{\omega}} Y((2\pi i)^2 \omega, w)udw$$

$$- (\epsilon/24) \text{Res}_w w^{-1}(1 + w)^{\Delta_{[0]}} Y((2\pi i)^2 |0\rangle, w)udw$$

$$= (2\pi i)^2 (\omega - \epsilon/24) \ast u.$$ 

This proves the first part.

Without loss of generality let \(\lambda_{p, j} = \lambda_{p-1, j}\). Equating coefficients of log\(^{p-1}\) \(q\) in (4.2) yields

$$(2\pi i)^2 q \frac{d}{dq} S_{p-1, j}(u, \tau) = -S_{p-1, j}(\text{Res}_z P(z, q)L[z]udz, \tau) - p(2\pi i)^2 S_{p, j}(u, \tau). \quad (9.2)$$
Equating coefficients of \( q^{\lambda_p-1,j} \) yields
\[
C_{p-1,j,0}(\omega - \epsilon/24 - \lambda_p-1,j) = pC_{p,j,0}(u).
\]
This, together with the first part of the proposition, implies the second part. \( \square \)

Let \( S \) have the Frobenius expansion (5.2). Following Sect. 7 we have
\[
C_{p,j,0}(u) = \sum_N \alpha_N T_N(u)
\]
for some constants \( \alpha_N \in \mathbb{C} \). The sum runs over the \( h \)-invariant irreducible Zhu_\( g \)(\( V \))-modules \( N \). Proposition 9.1 implies that \( \alpha_N \) is nonzero only for \( N \) that satisfy \( \omega|_N = \lambda_p,j + \epsilon/24 \). Now consider
\[
\sum N \alpha_N S_{L(N)}(u, \tau) \in q^{\lambda_p,j} \mathbb{C}[[q^{1/|G|}]].
\]

The coefficient of \( q^{\lambda_p,j} \) is nothing but \( C_{p,j,0} \). Therefore the series
\[
S'(u, \tau) = S_{p,j}(u, \tau) - \sum N \alpha_N S_{L(N)}(u, \tau)
\]
has lowest power of \( q \) whose exponent is higher than \( \lambda_p,j \).

The coefficient of the lowest power of \( q \) in \( S'(u, \tau) \) descends to a \( h \)-supersymmetric function on Zhu_\( g \)(\( V \)), so we may write it as a linear combination of \( T_N \). The modules \( N \) that occur must be different than the ones used in the first iteration because \( \omega \) acts on them by some constant higher than \( \lambda_p,j + \epsilon/24 \). We subtract the corresponding \( S_{L(N)}(u, \tau) \) as before and repeat. The process terminates because there are only finitely many irreducible Zhu_\( g \)(\( V \))-modules. We obtain \( S_{p,j}(u, \tau) \) as a linear combination of \( S_M(u, \tau) \). It follows that \( S_{p,j}(u, \tau) \in \mathcal{C}(g, h) \).

We may repeat the argument above, using the second part of Proposition 9.1, to conclude that \( S_{p-1,j}(u, \tau) \in \mathcal{C}(g, h) \) also. Hence \( S_{p-1,j} \) satisfies (9.1) in addition to (9.2). Together these equations imply \( p = 0 \). Thus \( S = \sum_j S_{p,j} \) is a linear combination of supertrace functions.

In summary we have following explicit description of conformal blocks.

**Theorem 9.2.** Let \( V \) be a \( C_2 \)-cofinite VOSA with rational conformal weights and \( G \) a finite group of automorphisms of \( V \). Suppose Zhu_\( g \)(\( V \)) is semisimple for each \( g \in G \). Fix commuting \( g, h \in G \). For \( M \) a \( h \)-invariant positive energy \( g \)-twisted \( V \)-module, select \( \gamma: M \to M \) satisfying

- \( \gamma^{-1} u_n \gamma x = h(u)_n x \) for all \( u \in V, n \in [\epsilon_n], x \in M \), and
- if \( M \) is of Type II, \( A = A_0[\xi]/(\xi^2 - 1) \) is the simple component of Zhu_\( g \)(\( V \)) corresponding to \( M \), and \( h(\xi) = (-1)^p \xi \), then additionally \( \gamma \) has parity \( p \).

Then a basis of the space \( \mathcal{C}(g, h) \) of conformal blocks is the set of functions
\[
S_M(u, \tau) = \begin{cases} 
\text{STr}_M \left( u_0 \gamma \sigma_M^{p(\gamma)} q^{L_0 - \epsilon/24} \right) & \text{if } M \text{ is of Type I}, \\
\text{Tr}_M \left( u_0 \gamma \sigma_M^{p(\gamma)} \xi q^{L_0 - \epsilon/24} \right) & \text{if } M \text{ is of Type II},
\end{cases}
\]
as \( M \) runs over the set of \( h \)-invariant positive energy \( g \)-twisted \( V \)-modules.

Combining Theorem 9.2 with Theorem 4.1 on modular invariance of conformal blocks yields Theorem 1.3.
10. The Neutral Free Fermion VOSA

The VOSA $V = F(\varphi)$ studied in this section is well known and goes by several names, we call it the neutral free fermion VOSA. It is defined ([18], p. 98) to be the vector superspace spanned by the monomials

$$\varphi_{n_1} \cdots \varphi_{n_s} |0\rangle,$$

where $n_i \in 1/2 + \mathbb{Z}, n_1 < \ldots < n_s < 0$, and the monomial has parity $s$ mod 2. The VOSA structure is generated by the single odd field

$$\varphi = \varphi_{-1/2} |0\rangle$$

evaluated on the vector

$$c = \varphi_{-24}.$$ 

The Virasoro vector is

$$\omega = \frac{1}{2} \varphi_{-3/2} \varphi_{-1/2} |0\rangle.$$ 

The element $\varphi = \varphi_{-1/2} |0\rangle$ has conformal weight $1/2$, and the central charge of $V$ is $c = 1/2$. This VOSA is $C_2$-cofinite.

Let $G = \{1, \sigma^V\} \cong \mathbb{Z}/2\mathbb{Z}$. In this section we explicitly compute the conformal blocks evaluated on the vector $u = |0\rangle$ and $u = \varphi$. To do so we determine the $g$-twisted Zhu algebras (see Sect. 6) and their modules, and then write down the supertrace functions of Theorem 9.2.

Let $g = \sigma_V$. We have $\epsilon_\varphi = -1/2$ and

$$\varphi \circ_n v = \text{Res}_w \ w^n (1 + w)^{1/2-1/2} Y(\varphi, w) v d\bar{w} = \varphi(n) v$$

(Definitions 2.2 and 6.1). Therefore $J_{\sigma_V}$ contains all monomials except $|0\rangle$, hence $Zhu_{\sigma_V}(V)$ is either $\mathbb{C} |0\rangle$ or $0$. Since $V$ itself is a positive energy $\sigma_V$-twisted $V$-module and $V_0 = \mathbb{C} |0\rangle$ we have $Zhu_{\sigma_V}(V) = \mathbb{C} |0\rangle$. The unique irreducible $Zhu_{\sigma_V}(V)$-module is $N = \mathbb{C}$ and the corresponding $\sigma_V$-twisted $V$-module is $L(N) = V$.

Let $h = 1$. Then we can take $\gamma = 1$. Hence $\hat{C}(\sigma_V, 1; u)$ is spanned by

$$\text{STr}_V u_0 q^{L_0 - c/24}.$$ 

Let $h = \sigma_V$. Although this automorphism acts on $Zhu_{\sigma_V}(V)$ as the identity and so $\gamma|_N = N$, the extension of $\gamma$ to $V$ according to Eq. (8.1) is $\sigma_V$. Hence $\hat{C}(\sigma_V, \sigma_V; u)$ is spanned by

$$\text{STr}_V u_0 \sigma_V q^{L_0 - c/24} = \text{Tr}_V u_0 q^{L_0 - c/24}.$$ 

Let $g = 1$. We have

$$\varphi \circ_n v = \text{Res}_w \ w^n (1 + w)^{1/2} Y(\varphi, w) v dw,$$

so in $Zhu_1(V)$ any mode $\varphi(n)$ for $n \leq -2$ is a linear combination of modes $\varphi(k)$ for $k > n$. Hence $Zhu_1(V)$ is a quotient of $\mathbb{C} |0\rangle + \mathbb{C} \varphi$. In fact $Zhu_1(V) = \mathbb{C} |0\rangle + \mathbb{C} \varphi$
which we prove below by exhibiting an irreducible positive energy 1-twisted $V$-module $M$ such that $M_0$ is 2 dimensional. The unit element of $\text{Zhu}_1(V)$ is $|0\rangle$ and we readily compute that $\varphi \ast \varphi = \frac{1}{2} |0\rangle$. Therefore $\text{Zhu}_1(V) \cong \mathbb{C}[\xi]/(\xi^2 = 1)$, where $1$ is the image of $|0\rangle$ and $\xi$ is the image of $\sqrt{2}\varphi$.

We construct $M$ as follows: it has basis
$$\varphi_{n_1}^M \cdots \varphi_{n_s}^M 1,$$
where $n_i \in \mathbb{Z}$, $n_1 < \ldots < n_s \leq 0$ and the parity of this monomial is $s \mod 2$. The modes of the field
$$Y^M(\varphi, z) = \sum_{n \in \mathbb{Z}} \varphi_n^M z^{-n-1}$$
satisfy $\varphi_n^M |0\rangle = 0$ for $n \geq 1$ and $\varphi_m^M \varphi_n^M + \varphi_n^M \varphi_m^M = \delta_{m,-n}$. Note that $M_0 = \mathbb{C}1 + \mathbb{C} \varphi_0^M 1$. The unique irreducible $\text{Zhu}_1(V)$-module is $N = M_0$ and the corresponding 1-twisted $V$-module is $L(N) = M$.

Let $h = 1$. According to our prescription $\gamma = 1$. Hence $\mathcal{C}(1, 1; u)$ is spanned by
$$\text{Tr}_M u_0^M \xi q^{L_0 - c/24}.$$
Explicitly $\xi : M \rightarrow M$ is
$$\xi : \varphi_{n_1}^M \cdots \varphi_{n_s}^M 1 \mapsto \sqrt{2} \varphi_{n_1}^M \cdots \varphi_{n_s}^M \varphi_0^M 1.$$
Let $h = \sigma_V$. In this case $h|_{N_0} = \text{id}_{N_0}$ but $h(\xi) = -\xi$, so $\gamma_N = \sigma_N \xi$ which extends to $\gamma = \sigma_M \xi$. Hence $\mathcal{C}(1, \sigma_V; u)$ is spanned by
$$\text{Tr}_M u_0^M \gamma \sigma_M \xi q^{L_0 - c/24} = -\text{Tr}_M u_0^M q^{L_0 - c/24}.$$

10.1. Conformal blocks in weights 0 and 1/2. We can evaluate the traces and super-traces above using some simple combinatorics. In terms of the Dedekind eta function defined by Eq. (3.4) we obtain
$$\mathcal{C}(\sigma_V, 1; |0\rangle) \text{ is spanned by } q^{-1/48} \text{SCh}(V) = q^{-1/48} \prod_{n \geq 0} (1 - q^{n+1/2}) = \frac{\eta(\tau/2)}{\eta(\tau)},$$
$$\mathcal{C}(\sigma_V, \sigma_V; |0\rangle) \text{ is spanned by } q^{-1/48} \text{Ch}(V) = q^{-1/48} \prod_{n \geq 0} (1+q^{n+1/2}) = \frac{\eta(\tau)^2}{\eta(2\tau) \eta(\tau/2)},$$
$$\mathcal{C}(1, 1; |0\rangle) = 0,$$
and $\mathcal{C}(1, \sigma_V; |0\rangle)$ is spanned by $q^{-1/48} q^{1/16} \text{Ch}(M) = q^{-1/24} \prod_{n \geq 0} (1 + q^n) = 2 \frac{\eta(\tau)}{\eta(2\tau)}$.

The third equality is because the trace of an odd linear map vanishes, and in the fourth we have used $L_0|_{M_0} = 1/16$ which follows by direct computation with the Borcherds identity.

Theorem 1.3 implies that if $f(\tau) \in \mathcal{C}(g, h; |0\rangle)$ then $f(A\tau) \in \mathcal{C}((g, h) \cdot A; |0\rangle)$ for all $A \in SL_2(\mathbb{Z})$. This may be verified directly for the generators $T = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ and $S = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ using the explicit forms above together with Proposition 3.2.
Since $L_{[0]} \varphi = L_0 \varphi$, we have $\nabla \varphi = \Delta \varphi = 1/2$. If $(g, h) \neq (1, 1)$ then $\mathcal{C}(g, h; \varphi)$ is spanned by the (super)trace of an odd linear map, and so is 0. The operator $\varphi_0^M \xi$ on $M$ is explicitly (ignoring a factor of $\sqrt{2}$)

$$\varphi_1^M \cdots \varphi_n^M 1 \mapsto \varphi_0^M \varphi_1^M \cdots \varphi_n^M \varphi_0^M 1 = \frac{1}{2} \epsilon \varphi_1^M \cdots \varphi_n^M 1,$$

where $\epsilon = (-1)^{s-1}$ if $n_s = 0$ and $(-1)^s$ otherwise. Therefore

$$\mathcal{C}(1, 1; \varphi)$$

is spanned by

$$q^{-1/48} q^{1/16} \prod_{n=1}^{\infty} (1 - q^n) = \eta(\tau),$$

$$\mathcal{C}(g, h; |0\rangle) = 0 \text{ for all other pairs } (g, h).$$

11. The Charged Free Fermions VOSA with Real Conformal Weights

As a vector superspace, the charged free fermions VOSA $V = F_{\text{ch}}(\psi, \psi^*)$ ([18], p. 98) is the span of the monomials

$$\psi(i_1) \psi(i_2) \cdots \psi(i_m) \psi^*(j_1) \psi^*(j_2) \cdots \psi^*(j_n) |0\rangle,$$

where $i_r, j_s \in \mathbb{Z}, i_1 < \ldots < i_m \leq -1, j_1 < \ldots < j_n \leq -1$, and the parity of the monomial is $(m + n) \mod 2$. The VOSA structure is generated by the two odd fields

$$Y(\psi, z) = \sum_{n \in \mathbb{Z}} \psi(n) z^{-n-1} \quad \text{and} \quad Y(\psi^*, z) = \sum_{n \in \mathbb{Z}} \psi^*(n) z^{-n-1}.$$

The action of the modes on $V$ is by left multiplication, subject to the relations $\psi(n) |0\rangle = \psi^*(n) |0\rangle = 0$ for $n \geq 0$, and the commutation relations

$$[\psi_m, \psi_n^*] = \psi_m \psi_n^* + \psi_n \psi_m^* = \delta_{m+n,-1} \iff [Y(\psi, z), Y(\psi^*, w)] = \delta(z, w).$$

All other commutators vanish.

Let $0 < a < 1$ be a real number. We define a Virasoro vector ([18], p. 102)

$$\omega^a = a \left( \psi(-1) \right) + (1 - a) \left( \psi^*(1) \right)$$

and write $L^a(z) = Y(\omega^a, z)$. With respect to this choice of Virasoro vector we have

$$\Delta_\psi = 1 - a \quad \text{and} \quad \Delta_{\psi^*} = a.$$

The central charge of $V$ is $c = -2(6a^2 - 6a + 1)$. This VOSA is $C_2$-cofinite. Note that $\omega^a$ may be defined for any $a \in \mathbb{R}$ and is a Virasoro vector. However if $a$ lies outside the interval $(0, 1)$ then the conformal weights of $V$ might be unbounded below and its graded pieces might be infinite dimensional. We wish to exclude these cases.
11.1. Twisted modules. Fix $\mu, \lambda \in \mathbb{C}$ of unit modulus and let the automorphisms $g$ and $h$ of $V$ be defined by

\[ g(\psi) = \mu^{-1}\psi, \quad g(\psi^*) = \mu\psi^*, \]
\[ h(\psi) = \lambda^{-1}\psi, \quad h(\psi^*) = \lambda\psi^*. \]

extended to all $n^{th}$ products (note that the Virasoro element is indeed fixed by $g$ and $h$). Let $\mu = e^{2\pi i\delta}$ and $\lambda = e^{2\pi i\rho}$, where $\delta, \rho \in [0, 1)$, we do not require these to be rational numbers. Hence $g$ and $h$ need not have finite order.

A $g$-twisted $V$-module $M$ will have fields

\[ Y^M(\psi, z) = \sum_{n \in [-\delta]} \psi^M_n z^{-n-1-a} \quad \text{and} \quad Y^M(\psi^*, z) = \sum_{n \in [\delta]} \psi^{*M}_n z^{-n-a}, \]

and the modes must satisfy

\[ [\psi^M_m, \psi^{*M}_n] = \psi^M_m \psi^{*M}_n + \psi^{*M}_n \psi^M_m = \delta_{m+n,0}. \]  \hspace{1cm} (11.4)

Let us put $M = V$, $\psi^M(z) = z^{-x}\psi(z)$ and $\psi^{*M}(z) = z^x\psi^*(z)$, where $x \in [-\delta] - [a]$. We may easily confirm that

\[ \psi^M_n = \psi(n-a-x) \quad \text{and} \quad \psi^{*M}_n = \psi^*(n-1+a+x) \]

have the correct commutation relations (11.4). Therefore $M = M(\delta) = V$ is given the structure of a $g$-twisted positive energy $V$-module (clearly irreducible too), as long as we choose $x$ so that $\psi^M_n$ and $\psi^{*M}_n$ annihilate $|0\rangle$ for $n > 0$. This leads to the requirement $0 \leq a + x \leq 1$.

For $g \neq 1$ this requirement fixes $x$ uniquely. If $g = 1$ then $\delta = 0$ and we have the choice of putting $x = 1 - a$ or $x = -a$, but both lead to the same module up to isomorphism. Indeed if $x = 1 - a$, then $\psi^M_n = \psi(n-1)$ and $\psi^{*M}_n = \psi^*_n$, so $M_0 = \mathbb{C}|0\rangle + \mathbb{C}\psi$. If $x = a$ then $M_0 = \mathbb{C}|0\rangle + \mathbb{C}\psi^*$. Then $f : M_0 \to M_0$ defined by $f(|0\rangle) = \psi^*$ and $f(\psi) = |0\rangle$ lifts to an equivalence from the first to the second module. It is convenient to use the $x = 1 - a$ case, since then in all cases we have the uniform formula $a + x = 1 - \delta$.

11.2. Zhu algebras. Let $g \neq 1$. If $\epsilon_v + \epsilon_\psi = -1$ then

\[ \psi_v \circ_n v = \text{Res}_w w^n (1 + w)^{\Delta_\psi + \epsilon_\psi} Y(\psi, z) v d\omega \in J_g. \]

It is possible to write $\psi_v(k) v$ as a linear combination of $\psi_v(k) v$ for $k > n$ whenever $n \leq -1$. The same goes for $\psi_v^*$. Iterating this procedure reveals that $\text{Zhu}_g(V)$ is a quotient of $\mathbb{C}|0\rangle$. The existence of the positive energy $g$-twisted $V$-module exhibited above shows that $\text{Zhu}_g(V) = \mathbb{C}|0\rangle$.

Let $g = 1$. The same argument as above holds but with $n \leq -2$. Thus $\text{Zhu}_1(V)$ is a quotient of $\mathbb{C}|0\rangle + \mathbb{C}\psi + \mathbb{C}\psi^* + \mathbb{C}\psi^{(-1)}\psi^*$. Calculating the products of these four elements reveals that their span is isomorphic to $\text{End}(\mathbb{C}[1])$ via $\psi \mapsto E_{21}$, $\psi^* \mapsto E_{12}$ and $\psi^{(-1)}\psi^* \mapsto (a - 1)E_{11} + aE_{22}$. Since we have constructed an irreducible positive energy $1$-twisted $V$-module we have $\text{Zhu}_1(V) \cong \text{End}(\mathbb{C}[1])$.

Note that Theorem 1.3 has nothing to say unless $g$, $h$ have finite order and $a \in \mathbb{R}$ is chosen to lie in $\mathbb{Q}$. Even so we can write down supertrace functions in general. The Zhu
algebras are all of Type I, so there is a single supertrace function associated to \((g, h)\) and it is
\[
\text{STr}_M u_0^M \gamma q^{L_0 - c/24},
\]
where \(M\) is the unique irreducible \(g\)-twisted positive energy \(V\)-module. Here \(\gamma = h^{-1}\), which we see from Eq. (8.1) plus the fact that \(h\) restricts to the identity on \(\text{Zhu}_g(V)\).

Now we restrict attention to \(u = |0\rangle\) and write
\[
\chi_{\mu, \lambda}(\tau) := \text{STr}_M h^{-1} q^{L_0 - c/24}
\]
for brevity. We shall express the twisted supercharacters \(\chi_{\mu, \lambda}(\tau)\) in terms of Jacobi theta functions and derive modular transformations.

\section{Twisted supercharacters}

Recall the conformal weight \(h = h(M)\) of an irreducible \(V\)-module \(M\), defined to be the eigenvalue of \(L_0^M\) on the lowest graded piece of \(M\). We use the Borcherds identity to compute
\[
h(M) = \frac{1}{2} (\delta - a)(\delta + a - 1) = \frac{1}{2} [x(x - 1) + 2ax]
\]
for the twisted \(V\)-modules \(M\) described above.

Indeed, put \(u = \psi, v = \psi^\ast\) (so that \([\epsilon_a] = -[\delta]\) and \([\epsilon_v] = [\delta]\)) in the Borcherds identity (2.1). Let \(m = -\delta, k = \delta\) and denote by \(\text{LHS}(n)\) the left hand side of (2.1) with these choices of \(u, v, m,\) and \(k\). We have
\[
\text{LHS}(-1) = (\psi_{(-1)} \psi^\ast)^M = (\psi(0) \psi^\ast)^M - (\delta + a)(\psi(0) \psi^\ast)^M
\]
and
\[
\text{LHS}(-2) = (\psi_{(-2)} \psi^\ast)^M = (\psi_{(-1)} \psi^\ast)^M + \frac{1}{2} (\delta + a)(\delta + a + 1)(\psi(0) \psi^\ast)^M.
\]
Rearranging and using \(\psi(0) \psi^\ast = |0\rangle\) yields
\[
(\psi_{(-2)} \psi^\ast)_0 = \text{LHS}(-2) + (\delta + a) \text{LHS}(-1) + \frac{1}{2} (\delta + a)(\delta + a - 1).
\]

The corresponding right-hand side of (2.1) is
\[
\text{RHS}(n) = \sum_{j \in \mathbb{Z}_+} (-1)^j \binom{n}{j} \left[ \psi_{-\delta + n - j} \psi_{\delta + j - n} + (-1)^n \psi_{\delta - j} \psi_{-\delta + j} \right].
\]
If we apply this to \(|0\rangle\), then the first term vanishes and the second term equals \((-1)^n\).

Therefore, when applied to \(|0\rangle\),
\[
(\psi_{(-2)} \psi^\ast)_0 = 1 - (\delta + a) + \frac{1}{2} (\delta + a)(\delta + a - 1).
\]
A similar calculation shows that, when applied to \(|0\rangle\),
\[
(\psi_{(-2)} \psi^\ast)_0 = - (\delta + a) + \frac{1}{2} (\delta + a)(\delta + a + 1).
\]
Combining these with (11.3) yields (11.5) above (having also used \(a + x = 1 - \delta\)).

Let \(\phi(\tau) = \prod_{n=1}^{\infty} (1 - q^n),\) so that \(\eta(\tau) = q^{1/24} \phi(\tau)\).

Applying \(\psi_{(-n)} = \psi_{-n+a+x}^M\) to a monomial in \(V\) raises its \(L_0\)-eigenvalue by \(n - a - x = n - (1 - \delta)\). Similarly \(\psi_{(-n)} = \psi_{-n+1-a-x}^\ast\) raises the eigenvalue by \(n - \delta\). We have
\[
\chi_{\mu, \lambda}(\tau) = q^{h(M)-c/24} \prod_{n=1}^{\infty} (1 - \lambda q^{n-(1-\delta)}) \prod_{n=1}^{\infty} (1 - \lambda^{-1} q^{n-\delta}).
\]
The first product is the contribution of the $\psi$ terms, the second is that of the $\psi^*$ terms. Note that when $g = h = 1$ the supercharacter vanishes.

Recall the Jacobi triple product identity:

$$\prod_{m=1}^{\infty} (1 - z^{2m})(1 + z^{2m-1}y^2)(1 + z^{2m-1}y^{-2}) = \sum_{n \in \mathbb{Z}} z^{n^2} y^{2n}.$$ 

Set $z = q^{1/2}$, and $y^2 = -\lambda q^{\delta - 1/2}$. We obtain

$$\chi_{\mu, \lambda}(\tau) = \frac{q^{h(M) - c/24}}{\phi(q)} \sum_{n \in \mathbb{Z}} (-\lambda)^n q^{n^2/2 + (\delta - 1/2)n} = e^{2\pi i h(M)} e^{c/24} \phi(q),$$

where $\phi(q)$ is the Jacobi theta function defined by (3.5).

11.4. Modular transformations. Let $A = \delta - \frac{1}{2}$ and $B = \rho - \frac{1}{2}$. Using Proposition 3.3 we have

$$\chi_{\mu, \lambda}(\tau + 1) = \frac{e^{2\pi i h(M) - c/24} \theta(A\tau + B; \tau + 1)}{\eta(\tau + 1) \theta(A\tau + B + A + \frac{1}{2}; \tau + 1)} = e^{2\pi i h(M) - c/24} e^{c/24} \frac{\theta(A\tau + B + A + \frac{1}{2}; \tau + 1)}{\eta(\tau)} \theta((\delta - \frac{1}{2})\tau + (\rho - \frac{1}{2}); \tau).$$

This is proportional to $\chi_{\mu, \lambda, \mu}(\tau)$ the $\lambda, \mu$-twisted supercharacter of the irreducible $\mu$-twisted $V$-module.

Using Proposition 3.3 again we have

$$\chi_{\mu, \lambda}(-1/\tau) = \frac{e^{-2\pi i h(M) - c/24}\tau}{\eta(-1/\tau)} \theta(B\tau - A; -1/\tau) = e^{-2\pi i h(M) - c/24}\tau \frac{(-i\tau)^{1/2} e^{\pi i (B\tau - A)^2/\tau}}{\eta(\tau)} \theta(B\tau - A; \tau) = e^{-2\pi i A B} e^{-2\pi i h(M) - c/24 - A^2/2}\tau \frac{e^{\pi i (B^2/2)\tau}}{\eta(\tau)} \theta(B\tau - A; \tau).$$

Recall the formula for $c$ in terms of $a$, we use it to obtain

$$\frac{1}{24} (c - 1) + \frac{1}{2} A^2 = \frac{1}{8} (-4a^2 + 4a - 1) + \frac{1}{2} (\delta - \frac{1}{2})^2 = \frac{1}{2} (\delta - \frac{1}{2})^2 - \frac{1}{2} (a - \frac{1}{2})^2 = \frac{1}{2} (\delta - a)(\delta + a - 1) = h(M). \quad (11.6)$$
Hence
\[ \chi_{\mu,\lambda}(-1/\tau) = e^{-2\pi i AB}\frac{e^{2\pi i[B^2/2]\tau}}{\eta(\tau)}\theta(B \tau - A; \tau). \]

But by calculation (11.6) again, \( \frac{1}{2}B^2 = h(M')-\frac{1}{24}(c-1) \), where \( M' \) is the irreducible \( \lambda \)-twisted \( V \)-module. Therefore \( \chi_{\mu,\lambda}(-1/\tau) \) is proportional to \( \chi_{\lambda,\mu}(-1)(\tau) \) the \( \mu^{-1} \)-twisted supercharacter of the irreducible positive energy \( \lambda \)-twisted \( V \)-module.

In summary: \( \chi_{1,1} = 0 \) and for any \( (\lambda, \mu) \neq (1, 1) \) and \( A \in SL_2(\mathbb{Z}) \) we have
\[ \chi_{\mu,\lambda}(A\tau) \propto \chi_{(\mu, \lambda)A}(\tau). \]

If \( a \in \mathbb{Q} \) our VOSA has rational conformal weights, and if \( \mu \) and \( \lambda \) are roots of unity then \( g, h \) lie in some finite group of automorphisms of \( V \). In this case the modular transformations we have just derived follow from Theorem 1.3. The computation holds in general though.

12. VOSAs Associated to Integral Lattices

Let \((Q, \langle \cdot, \cdot \rangle)\) be a rank \( r \) integral lattice with positive definite bilinear form \( \langle \cdot, \cdot \rangle \). Let \( \mathfrak{h} = Q \otimes \mathbb{Z} \mathbb{C} \) with the induced positive definite bilinear form \( \langle \cdot, \cdot \rangle \). The loop algebra \( \tilde{\mathfrak{h}} = \mathfrak{h}[t^\pm 1] \) is equipped with a Lie bracket as follows:
\[ [ht^{m}, h't^{n}] = m\langle h, h' \rangle \delta_{m,-n}. \]

Let \( S_{-}(\mathfrak{h}) = U(\tilde{\mathfrak{h}})/U(\tilde{\mathfrak{h}})\mathfrak{h}[t] \). We write \( h_{m} \) for \( ht^{m} \). Explicitly \( S_{-}(\mathfrak{h}) \) has a basis of monomials
\[ h_{1}^{a_{1}} \cdots h_{s}^{a_{s}} 1, \]
where the \( h^{i} \) range over a basis of \( \mathfrak{h} \), and \( n_{1} \leq \ldots \leq n_{s} \leq -1 \) are integers.

The twisted group algebra \( \mathbb{C}_{e}[Q] \) of \( Q \) is a unital associative algebra with basis \( \{e^{\alpha}|\alpha \in Q\} \), unit element \( 1 = e^{0} \), and multiplication \( e^{\alpha}e^{\beta} = \epsilon(\alpha, \beta)e^{\alpha+\beta} \), where the function \( \epsilon : Q \times Q \rightarrow \{\pm 1\} \) has been chosen to satisfy

- \( \epsilon(0, a) = \epsilon(a, 0) = 1 \) for all \( a \in Q \),
- \( \epsilon(a, b)\epsilon(a + b, c) = \epsilon(a, b + c)\epsilon(b, c) \) for all \( a, b, c \in Q \),
- \( \epsilon(a, b) = \epsilon(b, a)(-1)^{(a,b)+(a,\alpha)(b,\beta)} \) for all \( a, b \in Q \).

It may be shown that such \( \epsilon \) exists.

Associated to this data there is a VOSA ([18], p. 148).

**Definition 12.1.** The lattice VOSA \((V_{Q}, |0\rangle, Y, \omega)\) associated to \( Q \) is defined to be \( V_{Q} = S_{-}(\mathfrak{h}) \otimes \mathbb{C}_{e}[Q] \) as a vector superspace, where the parity of \( s \otimes e^{\alpha} \) is \( \langle \alpha, \alpha \rangle \) mod 2. The vacuum vector is \( |0\rangle = 1 \otimes 1 \). Let \( h \in \mathfrak{h}, \alpha \in Q, \) and \( n \in \mathbb{Z} \). Define \( h_{n} : V_{Q} \rightarrow V_{Q} \) by
\[ h_{n}(s \otimes e^{\alpha}) = (h_{n}s) \otimes e^{\alpha} \text{ for } n < 0, \]
\[ h_{n}(1 \otimes \mathbb{C}_{e}[Q]) = 0 \text{ for } n > 0, \]
\[ h_{0}(1 \otimes e^{\alpha}) = \langle h, \alpha \rangle 1 \otimes e^{\alpha}, \]
and \( [h_{m}, h_{n}'] = m\langle h, h' \rangle \delta_{m,-n}. \)
Put \( h(z) = \sum_{n \in \mathbb{Z}} h_n z^{-n-1} \) and

\[
\Gamma_\alpha(z) = e^{\alpha} z^{\alpha_0} \exp \left[ -\sum_{j<0} \frac{z^{-j}}{j} \alpha_j \right] \exp \left[ -\sum_{j>0} \frac{z^{-j}}{j} \alpha_j \right],
\]

where by definition \( e^{\alpha} (s \otimes e^{\beta}) = e^{(\alpha, \beta)} (s \otimes e^{\alpha+\beta}) \). The state-field correspondence is given by \( Y(h \otimes 1, z) = h(z) \), \( Y(1 \otimes e^{\alpha}, z) = \Gamma_\alpha(z) \), and is extended to all of \( V_Q \) by normally ordered products, i.e.,

\[
Y(h_n a, w) = \text{Res}_z \left[ h(z) Y(u, w) i_{z,w}(z-w)^n - Y(u, w) h(z) i_{w,z}(z-w)^n \right] dz.
\]

Finally, the Virasoro vector is

\[
\omega = \frac{1}{2} \sum_{i=1}^r a_i^{(-1)} b_i^{(-1)} |0\rangle,
\]

where \( \{a^i\} \) and \( \{b^i\} \) are bases of \( \mathfrak{h} \) dual under \( \langle \cdot, \cdot \rangle \), i.e., \( \{a^i, b^j\} = \delta_{ij} \).

Some commutators between the generating fields are

\[
[h(z), h'(w)] = \langle h, h' \rangle \partial_w \delta(z, w),
\]

\[
[h(z), \Gamma_\alpha(w)] = \langle \alpha, h \rangle \Gamma_\alpha(w) \delta(z, w).
\]

There is an explicit expression for \([\Gamma_\alpha(z), \Gamma_\beta(w)]\) which we will not require. The conformal weight of \( h = h_{-1} |0\rangle \in S_-(\mathfrak{h}) \otimes 1 \) is 1, the conformal weight of \( 1 \otimes e^\alpha \) is \( \langle \alpha, \alpha \rangle / 2 \). The central charge of \( V \) equals the rank \( r \) of \( Q \). The lattice VOSAs are known to be \( C_\mathfrak{h} \)-cofinite.

**12.1. Irreducible modules and their (super)characters.** Let \( G = \{1, \sigma_V\} \). It is explained in [18] that \( V_Q \) is \( \sigma_V \)-rational. If \( Q \) is an even lattice, i.e., \( \langle \alpha, \alpha \rangle \in 2\mathbb{Z} \) for all \( \alpha \in Q \), then \( V_Q \) is purely even and so \( \sigma_V = 1 \). We focus on the case \( Q \) is not even. The same proof as in [18] shows that \( V_Q \) is also 1-rational.

Let \( Q^c \subseteq \mathfrak{h} \) be the lattice dual to \( Q \) and let \( \delta \in Q^c \). We define

\[
Y^\delta(h, z) = h(z) + \langle \delta, h \rangle z^{-1},
\]

\[
Y^\delta(e^\alpha, z) = z^{\langle \delta, \alpha \rangle} \Gamma_\alpha(z).
\]

Under this modified state-field correspondence \( V \) acquires the structure of a positive energy \( \sigma_V \)-twisted \( V \)-module (the fields \( Y^\delta(u, z) \) involve only integer powers of \( z \)) which depends on \( \delta \) only through \( \delta + Q \). Via this construction the cosets of \( Q^c \) modulo \( Q \) are in bijection with the irreducible positive energy (\( \sigma_V \)-twisted) \( V_Q \)-modules [18].

The Virasoro field acts on \( (V, Y^\delta) \) as

\[
L^\delta(z) = L(z) + \frac{1}{2} z^{-1} \sum_{i=1}^r \left[ \langle \delta, b^i \rangle a^i(z) + \langle \delta, a^i \rangle b^i(z) \right] + \frac{\langle \delta, \delta \rangle}{2} z^{-2}.
\]

From this we see that the \( L^0_0 \)-eigenvalue of \( 1 \otimes e^\alpha \) is \( \langle \alpha + \delta, \alpha + \delta \rangle / 2 \). The \( L^\delta_0 \)-eigenvalue of \( h \in \mathfrak{h} \) is 1 as before.
In a similar way the irreducible positive energy 1-twisted $V$-modules are exactly $(V, Y^\rho)$ (defined as in (12.1)) but for $\rho \in \mathfrak{h}$ satisfying

$$\langle 2\rho, \alpha \rangle \equiv \langle \alpha, \alpha \rangle \pmod{2} \quad (12.2)$$

for every $\alpha \in Q$.

Let $\{a^i\}$ be a basis of $Q$ and let $p(a^i)$ denote the parity of $\{a^i, a^i\}$. Let $\{b^i\}$ be the basis of $Q^0$ dual to $\{a^i\}$, and let

$$\rho = \frac{1}{2} \sum_{p(a^i) = 1} b^i + \sum_{p(a^i) = 0} b^i.$$

Clearly $\rho$ satisfies Eq. (12.2) for $\alpha \in \{a^i\}$. Now let $\alpha = \sum_i k_i a^i$, where $k_i \in \mathbb{Z}$. Then

$$\langle 2\rho, \alpha \rangle = \sum_i k_i \langle 2\rho, a^i \rangle \quad \text{and} \quad \langle \alpha, \alpha \rangle = \sum_{i,j} k_i k_j \langle a^i, a^j \rangle$$

but

$$\sum_{i,j} k_i k_j \langle a^i, a^j \rangle \equiv \sum_i k_i^2 \langle a^i, a^i \rangle \equiv \sum_i k_i \langle a^i, a^i \rangle \equiv \sum_i k_i \langle 2\rho, a^i \rangle \pmod{2},$$

so $\rho$ satisfies (12.2) for all $\alpha \in Q$. Let $Q^*$ be the set of all elements of $\mathfrak{h}$ satisfying (12.2) for all $\alpha \in Q$. As we have taken $Q$ not even, $Q^* \neq Q^0$ and $Q^0 \cup Q^*$ is a lattice containing $Q^0$ as an index 2 sublattice.

All simple components of $Zhu_{\mathfrak{g}}(V)$ (and hence all irreducible $V$-modules) are $h$-invariant for each $h \in G$. For $h = 1$ this is obvious, and for $h = \sigma_V$ it follows because each simple component has a unit element which is even and hence fixed by $\sigma_V$. Let us consider $\mathcal{C}(g, h; |0\rangle)$ only, so that we may ignore any contribution of modules of Type II. Then if $h = 1$ (resp. $\sigma_V$) we have $\gamma = 1$ (resp. $\sigma_M$). The space $\mathcal{C}(g, h; |0\rangle)$ is spanned by $\text{STr}_M h q^{L_0^\delta - c/24}$, where $M$ ranges over the set of irreducible $g$-twisted positive energy $V$-modules.

The bosonic part $S_-(\mathfrak{h})$ of the tensor product $S_-(\mathfrak{h}) \otimes_\mathbb{C} [Q]_{\epsilon}$ is purely even and $q^{-c/24} \text{Tr}_{S_-(\mathfrak{h})} q^{L_0} = \eta(\tau)^{-r}$. The contribution of $[Q]_{\epsilon}$ is given in terms of classical lattice theta functions:

$$\Theta_{Q}^{\text{even}}(q) = \text{Tr}_{C_{\epsilon}[Q]} q^{L_0^\delta} = \sum_{\alpha \in Q} e^{\pi i \tau (\alpha + \delta, \alpha + \delta)}$$

and

$$\Theta_{Q}^{\text{odd}}(q) = \text{STr}_{C_{\epsilon}[Q]} q^{L_0^\delta} = \sum_{\alpha \in Q} e^{\pi i \tau (\alpha + \delta, \alpha + \delta)} e^{\pi i \tau (\alpha, \alpha)}.$$

We see that $\mathcal{C}(g, h; |0\rangle)$ is spanned by

$$\Theta_{Q}^{\text{even}}(q)/\eta(\tau)^r \quad \text{for } \delta \in Q^0/Q \text{ if } (g, h) = (\sigma_V, \sigma_V),$$

$$\Theta_{Q}^{\text{even}}(q)/\eta(\tau)^r \quad \text{for } \delta \in Q^0/Q \text{ if } (g, h) = (1, \sigma_V),$$

$$\Theta_{Q}^{\text{odd}}(q)/\eta(\tau)^r \quad \text{for } \delta \in Q^0/Q \text{ if } (g, h) = (\sigma_V, 1),$$

$$\Theta_{Q}^{\text{odd}}(q)/\eta(\tau)^r \quad \text{for } \delta \in Q^0/Q \text{ if } (g, h) = (1, 1).$$
The transformation
$$
\sum_{\alpha \in Q} e^{-i \pi \langle \alpha, \alpha \rangle / \tau} = (\text{disc } Q)^{-1/2} (-i \tau)^{r/2} \sum_{\beta \in Q^{\text{c}}} e^{i \pi \tau \langle \beta, \beta \rangle}
$$
of the usual lattice theta function under $\tau \mapsto -1/\tau$ is proved using Poisson summation [14] (here disc $Q$ is the discriminant, defined to be the determinant of the Gram matrix of an integral basis of $Q$). In the same way the $SL_2(\mathbb{Z})$ transformations of $\Theta^{\text{even}}$ and $\Theta^{\text{odd}}$ may be deduced and it is confirmed that
$$(a \ c \ b \ d) : \mathcal{C}(g, h; |0\rangle) \rightarrow \mathcal{C}(g^ah^c, g^bh^d; |0\rangle).$$
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