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Dynamic signaling of mesolimbic dopamine (DA) neurons has been implicated in reward learning, drug abuse, and motivation. However, this system is complex because firing patterns of these neurons are heterogeneous; subpopulations receive distinct synaptic inputs, and project to anatomically and functionally distinct downstream targets, including the nucleus accumbens (NAc) shell and core. The functional roles of these cell populations and their real-time signaling properties in freely moving animals are unknown. Resolving the real-time DA signal requires simultaneous knowledge of the synchronized activity of DA cell subpopulations and assessment of the downstream functional effect of DA release. Because this is not yet possible solely by experimentation in vivo, we combine computational modeling and fast-scan cyclic voltammetry data to reconstruct the functionally relevant DA signal in DA neuron subpopulations projecting to the NAc core and shell in freely moving rats. The approach provides a novel perspective on real-time DA neuron firing and concurrent activation of presynaptic autoreceptors and postsynaptic targets. We first show that individual differences in DA release arise from differences in autoreceptor feedback. The model predicts that extracellular DA concentrations in NAc core result from constant baselines of DA firing, whereas DA concentrations in NAc shell reflect highly dynamic firing patterns, including synchronized burst firing and pauses. Our models also predict that this anatomical difference in DA signaling is exaggerated by intravenous infusion of cocaine.
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Significance Statement

Orchestrated signaling from mesolimbic dopamine (DA) neurons is important for initiating appropriate behavior in response to salient stimuli. Thus, subpopulations of mesolimbic DA neurons show different in vitro properties and synaptic inputs depending on their specific projections to the core and shell subterritories of the nucleus accumbens (NAc). However, the functional consequence of these differences is unknown. Here we analyze and model DA dynamics in different areas of the NAc to establish the real-time DA signal. In freely behaving animals, we find that the DA signal from mesencephalic neurons projecting to the NAc shell is dominated by synchronized bursts and pauses, whereas signaling is uniform for core-projecting neurons; this difference is amplified by cocaine.

Introduction

Dopamine (DA) signaling in the nucleus accumbens (NAc) plays a central role in motivation and reinforcement learning (Schultz, 2010; Salamone and Correa, 2012). However, anatomically distinct NAc subterritories, the “shell” and “core” (Groenewegen et al., 1999), exert opposing influences on reward delay discounting, impulsivity, and drug taking (Pothuizen et al., 2005; Murphy et al., 2008; Dalley et al., 2011) and subpopulations of DA neurons presumably transmit different signals in these territories (Sokolowski and Salamone, 1998; Di Chiara et al., 2004; Ito and Hayen, 2011). However, resolving the real-time DA signals would require simultaneous knowledge of the synchronized activity of the specific DA projections from the ventral tegmental area (VTA), and assessment of the real-time functional effects of the cell activity on postsynaptic targets, which is a technical impossibility at the present time.

In the absence of complete data, we show that combining mathematical models of DA signaling with real in vivo data from fast-scan cyclic voltammetry (FSCV; Aragona et al., 2008; Owesson-White et al., 2009; Badrinarayan et al., 2012) predicts the functional DA signal arising from projection-specific DA
neuron populations. Our analysis highlights several novel aspects of presynaptic and postsynaptic DA signaling. We first show that variable efficacy of presynaptic autoreceptors is the single most influential parameter for determining interstitial DA levels in the individual, such that high-efficacy results in low DA levels, and explains individual differences in pharmacologic responsiveness to psychostimulants and D2-receptor antagonists. We also predict that in freely behaving rats, interstitial DA levels in the NAc core are derived from a subset of mesolimbic DA neurons with nearly constant firing rate (Grace and Bunney, 1984b), whereas DA levels in the NAC shell result from DA neurons with highly dynamic firing pattern, including bursts and pauses (Grace and Bunney, 1984a; Paladini and Roeppe, 2014). Our model predicts that intravenous (i.v.) cocaine treatment enhances the phasic signaling by the mesolimbic DA neurons projecting to the shell, while decreasing the firing rate of neurons projecting to the core.

In the classical tonic/phasic model of DA signaling, phasic DA release signals at intrasynaptic receptors, whereas extrasynaptic receptors receive DA spillover (Grace, 2000). However the view that the functional DA signal depends on submicron-scale spatial effects has been challenged by numerical estimates of diffusion rates (Cragg and Rice, 2004; Arbuthott and Wicken, 2007), which support a temporal DA signal where D1-like and D2-like DA receptors are differentially activated by phasic deviations from some baseline DA neuronal firing (Frank, 2005; Hikosaka, 2007; Gurney et al., 2015). This view is in agreement with a detailed biophysical model of DA release (Dreyer et al., 2010), which has been generalized for conditions of pharmacologic blockade of plasma membrane transporters (DATs; Dreyer and Hounsgaard, 2013) and Parkinson’s disease (Dreyer, 2014). However, these biophysically constrained models also predict that DA receptors should be highly sensitive to synchronous activity in subpopulations of DA neurons. In the present study using a simplified model of the DA signal, we detect a striking pattern of differential real-time activation of DA receptors in NAc core and shell.

To gain insight into the functional consequences of these region-specific DA signals, we extended our computational model, including validation in a phantom experiment with recovery of a known input. We then investigated efficacy of presynaptic autoreceptors as a determinant of differing extracellular DA levels between individuals, and showed that our model captures real differences in dynamic firing of DA neurons projecting to NAc shell and core. Finally, we apply the model to investigate responses of firing patterns upon pharmacological challenge with cocaine.

Materials and Methods

Animals, surgery, and FSCV

Animals and surgery. Male Sprague-Dawley rats (~300 g; N = 36), preimplanted with jugular vein catheters, were obtained from Charles Rivers Laboratories. Rats were housed individually with ad libitum access to food and water and maintained on a 12 h reverse light/dark cycle (lights on at 1800). After 5 d of acclimation, rats were anesthetized with ketamine hydrochloride (90 mg/kg; i.m.) and xylazine hydrochloride (10 mg/kg; i.m.). Surgical procedures used were as previously described (Porter-Stransky et al., 2011). In brief, each rat was implanted with a guide cannula (Bioanalytical Systems) targeting coordinates relative to bregma dorsal of the left NAc core (AP +1.3 mm, ML +1.3 mm, DV −2.0 mm) or shell (AP +1.8 mm, ML +0.8 mm, DV −2.0 mm), and an Ag/AgCl reference electrode in the contralateral cortex (AP −0.4 mm, ML −4.0 mm, DV −4.0 mm). A bipolar stimulating electrode (Plastics One) was secured in the VTA (AP −5.2 mm, ML +0.8 mm, DV −7.5 to −8.0 mm), the position where we obtained maximal stimulated release under anesthesia (60 Hz, 60 p, 120 μA). Implants were secured to the skull with four surgical screws and dental acrylic. The University of Michigan Committee on Animal Use and Care approved all procedures and experiments.

FSCV. Following postoperative recovery for a week, rats were exposed to the testing chamber for ~2 h the day before commencing the pharmacology experiment. A recording cable, suspended from a rotating commutator (Crist Instruments) above the recording chamber, was secured with contact to the rat’s stimulating electrode, and polyethylene tubing loaded with saline vehicle was secured to the jugular vein catheter, and connected to a syringe pump outside the chamber. An epoxided carbon-fiber microelectrode (Exposed fiber length −120 μm) was lowered into the NAc core (DV = −6.6 mm from brain surface) or shell (DV = −5.7 mm from brain surface) and locked into position. We observed both naturally occurring DA release events (DA “transients”) and electrically stimulated DA release (60 Hz: 24 pulses, 12 pulses, 30 Hz; 24 pulses, 12 pulses, 6 pulses; 20 Hz, 4 pulses; 120 μA). FSCV recordings were collected at 10 Hz by applying a triangular potential (~0.4 to +1.3 V, and back to −0.4 V). For a detailed explanation of waveform parameters and signal analysis, see Robinson et al. (2003) and Wightman et al. (2007).

As in a previous FSCV pharmacological experiment (Vander Weele et al., 2014), we assessed DA during four distinct 15 min recording periods: (1) baseline, and following intravenous infusions of (2) saline, (3) cocaine HCl (Sigma-Aldrich; 3.0 mg/kg), and (4) raclopride HCl (Sigma-Aldrich; 1 mg/kg). All intravenous solutions were delivered as 0.2 ml boluses, initiated 30 s into the recording period. Recording during electrical stimulation of the VTA (60 Hz, 24 pulses, 120 μA) after each 15 min recording period was used to verify electrode quality. After in vivo recordings, electrodes were calibrated by immersion in 1 μM DA solution; current changes were converted to DA concentration using principle component regression, relative to earlier recordings of DA release and pH changes obtained with a training set (Heien et al., 2005; Keithley et al., 2009; Keithley and Wightman, 2011).

Upon completion of the experiment, rats were euthanized with ketamine hydrochloride (0.2 ml, 10 mg/ml, i.v), and an electrolytic lesion was made with a tungsten electrode to mark the recording sites, followed by removal and postfixation of brains in 4% formalin. To verify electrode placement, coronal brain slices were cut on a cryostat, mounted, and stained with cresyl violet before microscopic examination.

Theoretical analysis of dynamic DA levels

We assume that the FSCV measurement to reflect the action potential-dependent DA release from neuronal activity of a population of VTA DA neurons with terminals near the recording site. We furthermore assume the DA concentration, C, to be described by the nonlinear differential equation:

$$\frac{d}{dt}C = \gamma(t) \cdot \nu(t) - \frac{V_{max}C(t)}{K_M + C(t)}.$$  (1)

Here, the left-hand side describes the time derivative of the DA concentration. The first term on the right-hand side denotes DA release, described as the product of two time-dependent factors: $\gamma(t)$, the release capacity, and $\nu(t)$, the group mean firing rate of the relevant VTA DA neuron population. The second term on the right-hand side describes DA uptake in terms of $V_{max}$, the maximal uptake capacity, and $K_M$, the Michaelis–Menten constant, fixed to 0.16 μM (John and Jones, 2007). The value of $\gamma(t)$ corresponds to the incremental increase in extracellular DA concentration by a single synchronized action potential at time $t$. The release capacity is given as follows (Dreyer et al., 2010):

$$\gamma(t) = P_i(t)\frac{N_P}{\alpha_sN_A} = P_i(t)\frac{\gamma_i}{P_i},$$  (2)

where $P_i(t)$ is autoreceptor-dependent vesicular release probability, $N_P$ is the number of DA molecules released per vesicle fusion, $P_i$ is the volume density of release sites, $\alpha_s$ is the volume fraction of extracellular space, and $N_A$ is Avogadro’s number. In the model developed here, the release capacity $P_i(t)$ is regulated by presynaptic DA autoreceptors and changes...
with DA release and pharmacological manipulations, whereas the other parameters in Equation 2 are assumed to be constant. The release capacity from electrically evoked release is \( \gamma_p \) (see Eq. 13) and the corresponding release probability is denoted as \( P_p \) (see Eq. 8). The relationship between DA cell firing rate, presynaptic autoreceptors and release probability is further described below.

Equation 1 is a generalization of earlier models used to analyze artificially evoked DA transients in vivo or in ex vivo (Wightman and Zimmerman, 1990). Here, we aim to develop a universal model applicable to all aspects of the DA signal, including naturally occurring transients and tonic DA release. Because of the nonlinear nature of Equation 1, it is only valid when \( C \) indicates the real, absolute DA concentration, whereas our FSCV recordings provide only a relative measure of DA dynamics. For any self-consistent model, the prevailing DA level must be related to the average firing rate of the of the DA neurons. An essential step in our analysis is therefore to infer the absolute concentration of DA by assuming a value in Hz for the long-term average firing rate.

In FSCV recordings, we used electrically evoked transients to determine two constants \( V_{\max} \) and \( \gamma_p \) (see below), where \( \gamma_p \) is assumed to be close to the time average of \( \gamma(t) \). For a constant firing rate, \( \nu_0 \), where \( V_{\max} / \gamma_p \), the steady-state DA level \( C_{ss} \) is given by the following:

\[
C_{ss} = \frac{K_m \nu_0 \gamma_p}{V_{\max} - \nu_0 \gamma_p}.
\]  

(3)

The subscript s as a reminder that \( C_{ss} \) depends on the firing rate \( \nu_0 \).

We assume that the relevant VTA neurons have long-term average firing rate \( \nu_0 = 4 \text{ Hz} \) (Hyland et al., 2002), and then use Equation 3 as an approximation of the average DA level, denoted as \( C_{\text{ss},4\text{Hz}} \).

Before analysis of FSCV time-series recorded under baseline and saline infusion conditions, we first subtracted any linear trend in the FSCV data, and then defined:

\[
C(t) = C_{\text{FSCV}(t)} + C_{\text{SS}} - \langle C_{\text{FSCV}}(t) \rangle, \tag{4}
\]

where \( C_{\text{FSCV}(t)} \) is a calibrated FSCV recording (with removed linear trend) and \( C_{\text{SS},4\text{Hz}}(t) \) is the mean value of the FSCV signal. The resulting time series \( C(t) \) is a model-dependent approximation of the actual DA level at the recording site. Ideally, negative values should not occur in \( C(t) \), but can arise due to statistical noise in the FSCV recording and because of small deviations between \( C_{\text{SS},4\text{Hz}} \) and the true average DA. We estimate DA release rate from Equation 1 using the following:

\[
\gamma(t) \nu(t) = \frac{dC}{dt} + \frac{V_{\max}C(t)}{K_m + C(t)}. \tag{5}
\]

Here \( C^+(t) = C(t) \) whenever \( C(t) > 0 \), and 0 otherwise. The right-hand-side of Equation 5 is used in combination with Equation 2 to determine the firing rate \( \nu(t) \) in Hz, which represents the mean firing rate needed to reestablish the absolute DA level under Equation 1; because the average DA concentration is calculated assuming \( \nu_0 = 4 \text{ Hz} \), the average firing rate will lie close to this.

**Presynaptic autoreceptor control of vesicular release probability**

Direct experimental determination of the in vivo vesicular release probability is not available, although in vitro studies and numerical arguments suggest that DA release is dominated by failures (Wallace and Hughes, 2008; Dreyer et al., 2010; Pan and Ryan, 2012). We assumed that \( P_p(t) \) is controlled by occupancy of presynaptic D2-like autoreceptors [\( D_2^{\text{pre}}(t) \)] by DA. The \( D_2^{\text{pre}} \) occupancy is calculated dynamically from the DA concentration using on- and off-rates described by Dreyer and Hounsgaard, 2013, and takes values ranging between 0 and 1. From the occupancy we calculated the following:

\[
P_p(t) = \frac{P_{\max}}{1 + \beta D_2^{\text{pre}}(t)}. \tag{6}
\]

where \( P_{\max} = 12\% \) is the maximal allowed release probability and \( \beta \) is a control parameter determining the autoreceptor efficacy. We then let the following:

\[
D_2^{\text{pre}} = \frac{C_{\text{SS}}}{EC_{50}^{\text{pre}} + C_{\text{SS}}}, \tag{7}
\]

de note steady-state activation of \( D_2^{\text{pre}} \) at 4 Hz tonic cell firing, and use \( EC_{50}^{\text{pre}} = 0.040 \mu M \) (Dreyer and Hounsgaard, 2013).

**Determining efficacy of presynaptic autoreceptors from experimental data**

The autoreceptor efficacy, \( \beta \), is a key parameter in this study. Across the population we observe an overall linear relationship between \( \gamma_p \) and \( V_{\max} \) during evoked release, with \( \alpha = 0.0062 \text{ s} \) as constant of proportionality (see Fig. 4A, red dashed line). Thus on average one expects that \( \gamma_p / V_{\max} = \alpha \). However, in individual animals, the measured ratio, \( \gamma_p / V_{\max} \), deviates slightly from the group mean. This deviation leads to different predictions of average DA concentrations across the population, which we use to determine autoreceptor efficacy. We first define the following:

\[
P_p = \frac{P_{\max}}{V_{\max}/\gamma_p}, \tag{8}
\]

where \( P_p = 2/3 \ P_{\max} \) (ie, 8%) is the release probability under tonic firing for individual rats in which \( \gamma_p = \alpha V_{\max} \). We then estimated \( \beta \) directly from measured data as follows:

\[
\beta = \frac{P_{\max} - P_p}{P_p} \frac{D_2^{\text{pre}}}{V_{\max}} \left( \frac{V_{\max} - \gamma_p}{\gamma_p} - \nu_0 \right) + 1 \tag{9}
\]

The most critical parameters in this estimate model are the ratios \( P_{\max}/P_p \) and \( V_{\max}/\gamma_p \) (Eq. 9). The determination of autoreceptor control is consequently robust against uncertainty in absolute release probability and calibration of the carbon-fiber FSCV recording electrode.

Low DA levels (observed when \( \gamma_p < \alpha V_{\max} \)) lead to high value of \( \beta \), whereas high DA levels (observed when \( \gamma_p > \alpha V_{\max} \)) lead to low autoreceptor efficacy. Therefore, our theory predicts a negative correlation between \( C_{\text{SS},4\text{Hz}} \) and the increase in DA release if autoreceptors are blocked. Experimentally we test this prediction by measuring the ratio of DA release before and after blockade of autoreceptors using the D2/3 antagonsit raclopride and compare this to the prein fusion value of \( C_{\text{SS},4\text{Hz}} \).

**Estimation of postsynaptic activation**

Postsynaptic D1-like and D2-like receptors are found in both high- and low-affinity states (Richfield et al., 1989). Because the proportions of receptors in the biologically relevant high-affinity state remains controversial (Cumming, 2011; Skinnberg et al., 2012; Marcott et al., 2014), we estimated the functional postsynaptic effects by different methods. We first determined binding to both high- and low-affinity state receptors. We then used the low-affinity state binding to assess D1- and D2-regulated activation of postsynaptic cascades (Dreyer, 2014).

We used quasi-stationary Michaelis–Menten model to estimate binding to high-affinity (\( K_m^{\text{high}} = 0.01 \mu M \)) and low-affinity targets (\( R_{low} \), \( K_d = 1 \mu M \); Dreyer et al., 2010). Models of D1 or D2 regulated postsynaptic signals were implemented as follows (Dreyer, 2014):

\[
D1-activation = \begin{cases} \frac{1}{\gamma_p} (R_{low}^{\text{pre}}(t) - R_{\text{SS}low}^{\text{pre}}) & \text{for } R_{low}(t) \geq R_{\text{SS}low}^{\text{pre}}, \\ 0 & \text{for } R_{low}(t) < R_{\text{SS}low}^{\text{pre}} \end{cases} \tag{10}
\]

and

\[
D2-activation = \begin{cases} \frac{1}{\gamma_p} (R_{low}^{\text{pre}}(t) - R_{\text{SS}low}^{\text{pre}}) & \text{for } R_{low}(t) \geq R_{\text{SS}low}^{\text{pre}}, \\ 0 & \text{for } R_{low}(t) < R_{\text{SS}low}^{\text{pre}} \end{cases} \tag{11}
\]
Experimental determination of release and uptake constants

We used evoked DA release to determine release and uptake constants for each recording. Here, $V_{\text{max}}$ was estimated from the maximal clearance rate after evoked release after VTA stimulation (12–24 pulses at 60 Hz), and $\gamma_p$ from the maximal rate of DA appearance in the FSCV transients (Wu et al., 2001). We measured these directly on FSCV recorded transients and defined the following:

$$V_{\text{max}} = \frac{\Delta C(t_{\text{max}})}{C(t_{\text{max}})} \frac{K_u + C(t_{\text{max}})}{\Delta t}$$

where $C(t) = C_{\text{FSCV}}(t) - \min(C_{\text{FSCV}}(t))$, and where $C_{\text{FSCV}}$ is from the FSCV recording, with removed mean and linear trend, and $t_{\text{max}}$ is the time point where the rate of decay $\frac{\Delta C}{\Delta t}$ is maximal (see Fig. 3B1,B2, green). The second factor in Equation 12 is a correction for the finite level of DA at $t_{\text{min}}$. The derivative $\frac{\Delta C}{\Delta t}$ was determined from the difference between consecutive data points.

Similarly we determined $\gamma_p$ from the maximal rate of DA appearance during the stimulus train, and defined the following:

$$\gamma_p = \gamma_{p_{\text{max}}}^{-1} \left( \frac{\Delta C(t_{\text{max}})}{\Delta t} + V_{\text{max}} \right).$$

where $t_{\text{max}}$ is the time point where the rate of appearance $\frac{\Delta C}{\Delta t}$ is maximal (see Fig. 3B1,B2, red). Our method of obtaining $\gamma_p$ contains a correction term for the maximal possible DA uptake during the stimulus train; the corrections in Equations 12 and 13 ensure values of $V_{\text{max}}$ and $\gamma_p$ slightly higher than the maximal rates of appearance and disappearance of the evoked DA transient.

DA release was also measured after infusion of 1.0 mg/kg raclopride (i.v.). In our hands, transients recorded after raclopride infusion were longer, apparently indicating reduced uptake capacity. However, in simulations of auto-receptor blockade we also observed apparently reduced uptake even though $V_{\text{max}}$ was unaltered (see Fig. 4D, left); the apparent reduction of $V_{\text{max}}$ in simulations was due to competition with increased extracellular DA (Dreyer et al., 2010). We therefore only determined DA release, $\gamma_{p_{\text{max}}}$, using the method above and using preinfusion value of $V_{\text{max}}$. The raclopride data set includes observations where a cocaine or opioid (morphine or oxycodone) infusion was administered between pre- and post-raclopride measurements (Aragona et al., 2008; Vander Weele et al., 2014), but preinfusion values were always determined from transients recorded before any administration of active drugs.

3D diffusion model of DA detection with carbon fiber

For validation of our method we first applied our analysis in a simulated experiment. Here we implemented the 3D diffusion model as described by Dreyer and Hounsgaard (2013), which includes effects of terminal and somatodendritic DA autoreceptors. For accurate depiction of an FSCV measurement, we added a simulated carbon-fiber FSCV probe to the 43
Results

In the present study, we combine FSCV recordings in freely moving rats and a novel mathematical model of DA kinetics. We use FSCV data to predict DA levels, feedback by presynaptic terminal autoreceptors, firing patterns of the relevant subset of DA neurons projecting to the recording site, and postsynaptic effects thereof. We also compare our model to simulated experiments. Here DA concentrations are calculated from first principles using a detailed model that includes distinct release sites, the physical presence of the probe, and feedback from somatodendritic and presynaptic autoreceptors.

Different spontaneous DA signals in NAc shell and NAc core

In each rat, a carbon fiber recording electrode was placed in either NAc core or shell (Fig. 1A), to detect time-varying DA concentrations with a time resolution of 0.1 s. The presence of DA release near the probe was determined by evoking DA transients by electrical stimulation of VTA cell bodies (Fig. 1B, core, C, shell). Previous studies have shown that even in the presence of electrically releasable DA, the amplitude of spontaneously occurring DA transients is heterogeneous in NAc (Wightman et al., 2007). To test whether we could reproduce this heterogeneity, we analyzed spontaneous DA fluctuations recorded while freely moving rats were exploring the test chamber (Fig. 1D, NAc core, and E, NAc shell). We observed differing patterns of variability in NAc core and shell. Even though the electrically evoked DA transients could have similar mean amplitude, the SD of the spontaneous DA signals in NAc shell and NAc core were tested using Pearson’s linear correlation coefficient. The uncertainty in the estimate \( \gamma_p \) and \( V_{\text{max}} \) by Equations 12 and 13 and to use these to calculate \( C_{\text{4Hz}} \). Here, prestimulus and poststimulus DA levels were defined by a 4 Hz tonic firing pattern. In a second set of simulations, we simulated spontaneously fluctuating DA levels resulting from a phasic firing pattern, so as to evaluate the accuracy of the baseline approximation. Here, the average VTA neuron firing rate was set to 3, 4, or 5 Hz, but with a significant degree of bursts and pauses. 3D simulations without carbon fiber probe were used to simulate DA levels under intravenous cocaine, with DA levels reported as the volume average DA concentration in the simulation volume.

Statistical analysis

We used propagation of errors to determine the influence of the uncertainty in \( V_{\text{max}} \), \( \gamma_p \), and \( V_{\text{max}} \) on \( C_{\text{4Hz}} \). In the error analysis, we accounted for the covariance between \( V_{\text{max}} \) and \( \gamma_p \), introduced by Equation 13, and assumed a SE of 1 Hz in average firing rate. We used the Student’s t test to compare values of \( C_{\text{4Hz}} \) and the experimentally obtained \( V_{\text{max}} \) and \( \gamma_p \) between NAc core and shell. The correlations between \( C_{\text{4Hz}} \) and \( V_{\text{max}} \), and between \( \gamma_p \) and the fraction \( \gamma_p/\gamma_p \), were tested using Pearson’s linear correlation coefficient. The uncertainty in the estimate \( \gamma_p/\gamma_p \) was determined using SEM of \( \gamma_p/\gamma_p \) and \( \gamma_p \) in conjunction with propagation of errors.

We used the MATLAB function “gmdistribution” to check for multiple modalities on predicted firing rate. Here a trimodal distribution was fitted to the collection of firing rates recorded from animals in baseline and saline recordings, which gave a better fit to NAc shell data than did unimodal or bimodal distributions according to the Akaike Information Criterion. Simulations and analysis was performed in MATLAB R2012b.

μm simulation space. The carbon fiber was modeled as a square rod measuring 6 μm transecting the simulation volume (see Fig. 3A). The rod had a reflecting boundary condition, and a 2 μm dead layer around the electrode (Schmitz et al., 2003). DA terminals in the dead layer were restricted from releasing DA, but allowed to contribute to uptake. Volume fraction and tortuosity in the dead layer were the same as in the bulk tissue. Simulated FSCV data were estimated as the mean extracellular DA level in the vicinity of the probe sampled at 10 Hz, as in FSCV experiments. Note that because of periodic boundary conditions in the simulations, the simulated FSCV experiments represent the idealized situation of an infinitely long recording electrode, embedded in homogeneously distributed DA release sites.

The phantom experiment consisted of two simulations. In one we used an emulation of stimulated release (24 pulses at 60 Hz) for determination of \( \gamma_p \) and \( V_{\text{max}} \) by Equations 12 and 13 and to use these to calculate \( C_{\text{4Hz}} \). Here, pre- and poststimulus DA levels were defined by a 4 Hz tonic firing pattern. In a second set of simulations, we simulated spontaneously fluctuating DA levels resulting from a phasic firing pattern, so as to evaluate the accuracy of the baseline approximation. Here, the average VTA neuron firing rate was set to 3, 4, or 5 Hz, but with a significant degree of bursts and pauses. 3D simulations without carbon fiber probe were used to simulate DA levels under intravenous cocaine, with DA levels reported as the volume average DA concentration in the simulation volume.

Figure 2. Comparison of variability in FSCV recordings in NAc core and shell. A, SD of FSCV time series as function of maximal rate of electrically evoked DA release. Each marker represents a single animal. Blue, NAc shell; green, NAc core. B, Power spectrum of FSCV recordings. Blue, NAc shell; green, NAc core.
Figure 3. Application of model to phantom experiment and comparison with FSCV example. A, Geometry of simulated experiment. Left, Side view of simulation space (width 43 μm). Right: Top view of simulation space. Black area indicates carbon fiber, blue dots are DA release and re-uptake sites, red dots are sites with DA uptake only lying in the dead volume defined within 2 μm from the probe surface. B1–F1, Results from analysis of simulated data. Dark blue indicates results from simulation at 4 Hz average firing rate of VTA neurons. Black area indicates carbon fiber, blue dots are DA release and re-uptake sites, red dots are sites with DA uptake only lying in the dead volume defined within 2 μm from the probe surface. Light blue indicates results from simulation at 3 Hz or 5 Hz average firing. Black shows estimates of simulation results based on γp and Vmax recovered from transients. B2–F2, Results from same analysis on FSCV recorded data. B, Evoked transient in simulated experiment, red markers indicate the most rapid DA appearance, which is used for determination of γp (Eq. 13). Green markers indicate fastest DA removal, which is used for determination of Vmax (Eq. 3); slightly less than the true average base-line DA concentration. C, Estimated release probability (black), real value from simulation (blue). D, Estimated D2 autoreceptor activation (black) and real value from simulation (blue). E, Estimated DA release probability (black) real value from simulation (blue). F, Estimated firing rate from FSCV experiment. G, D1-regulated activation. Value from simulation (blue), estimated using model (black). H, D2-regulated activation. Value from simulation (blue), estimated using model (black).

DA signals can be reconstructed from transients in simulated experiment

We first assessed the accuracy of our method to recover known input parameters and DA levels in a simulated FSCV recording (Fig. 3A). Here, DA levels were calculated from first principles including vesicular release, diffusion in extracellular space, and spatially heterogeneous DA uptake specifically located near DA release sites (Fig. 3A, blue dots). The simulation included a dual autoreceptor system in which firing rate is controlled by somatodendritic autoreceptors, and vesicular release by and presynaptic terminal autoreceptors (Dreyer and Hounsgaard, 2013).

DA release, uptake, and extracellular DA concentrations are known quantities in the simulation (Table 1), which were to be calculated only from information in the transients, using the same method as for actual in vivo recordings. We therefore simulated electrically evoked DA release by transiently increasing the firing rate of DA neurons from 4 to 60 Hz for a period 0.4 s (giving 24 spikes on average). Before the stimulus onset, the average concentration of DA at the electrode was 59 nM, and stimulus led to a 1 μM DA transient (Fig. 3B1).

In this simulation, the estimate of Vmax was very close to the input value, whereas γp was slightly lower than the input (Table 1). Calculating the DA concentration from γp and Vmax requires knowledge of the average firing rate. When combined with a 4 Hz average firing rate, the estimated average DA level was 45 nM (C4Hz; Eq. 3); slightly less than the true average in the simulation. In our subsequent analyses, we use this value as an approximation of the true average baseline DA concentration.

We then simulated a baseline FSCV recording where DA levels result from a phasic DA firing pattern, including phasic bursts and pauses (Fig. 3C1, black). The firing rate was set to fluctuate in a physio-
Table 1. Recovery of known parameters from simulation and comparison with example of same analysis applied to experimentally recorded transient using FSCV

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Real value in simulation (Fig. 3A,B1–F1)</th>
<th>Determined from simulated transient (Fig. 3B1–F1)</th>
<th>FSCV example (Fig. 3B2–F2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{\text{max}}$ (Eq. 12)</td>
<td>1.53 μM/s</td>
<td>1.50 μM/s</td>
<td>0.90 ± 0.06 μM/s</td>
</tr>
<tr>
<td>$\gamma_p$ (Eq. 13)</td>
<td>100 nM</td>
<td>82 nM</td>
<td>52 ± 5 nM</td>
</tr>
<tr>
<td>$C_{\text{aut}}$ (Eq. 3)</td>
<td>59 nM</td>
<td>45 nM</td>
<td>48 ± 9 nM</td>
</tr>
<tr>
<td>$\beta$</td>
<td>−1.5</td>
<td>1.25</td>
<td>1.02</td>
</tr>
</tbody>
</table>

Analysis of the simulation experiment and the experimental example shown in Figure 1. Note that $\beta$ is not precisely defined in the simulation where autoreceptor activation is implemented as by Dreyer and Hougskaard (2013).

logically plausible range between 0 and 20 Hz, but the time average was fixed close to 4 Hz. The model predicted DA levels were slightly lower than the true input value, which was particularly visible during pauses in cell firing (Fig. 3CI, blue). Thus, even under ideal conditions of a phantom experiment, DA release may be slightly underestimated by our method. In the phantom experiment, the difference was mainly caused by $\gamma_p$ being ~20% underestimated, this being due to dynamic activation of autoreceptors during evoked release. We expect similar autoreceptor dynamics to occur experimentally, predicting that true DA levels in vivo may likewise be slightly underestimated by our method.

In theory, models that include the effect of tonic DA firing and dynamic activation of autoreceptors can give more accurate estimates of the input parameters. However, in this case, the parameters to be determined will influence the premises used to determine them. This reduces the robustness of more advanced methods, whereas the current method is stable and more transparent. Another uncertainty is that the true firing rate of the assemblage of specific DA neurons projecting to the recording site is not precisely known in experimental recordings. To test the influence of this uncertainty, we altered the mean firing rate in the phantom simulation. When the overall firing rate was reduced to 3 Hz, the mean extracellular DA concentration fell to 44 nM and when firing rate was increased to 5 Hz, the DA increased to 72 nM (as mentioned above, the true mean DA level was 59 nM when firing rate was 4 Hz). Thus a ±1 Hz deviation between the real firing rate and the 4 Hz input in the analysis will add ~25% uncertainty in the DA level (Fig. 3CI). Even though this uncertainty was carried into estimates of terminal DA release probability and firing rate, the recovered data were still qualitatively descriptive (Fig. 3DI–F1).

We compared the uncertainty in the simulation results to the statistical uncertainty in experimental parameters obtained from eight transients recorded in a single animal; $V_{\text{max}} = 0.90 ± 0.06 \mu M/s$ and $\gamma_p = 52 ± 5 nM$ (Table 1; Fig. 3B2 shows a single transient). Correspondingly the average DA level, $C_{\text{aut}}$, is ~48 ± 9 nM (here, the SEM is obtained using propagation of errors and includes the ±1 Hz uncertainty in tonic firing rate discussed above). We then analyzed recordings of spontaneous activity using $C_{\text{4Hz}}$ as the average (Fig. 3C2, black; SEM indicated as width of the horizontal red bar around 0). The predicted DA level peaked at 135 nM, but was also often statistically indistinguishable from 0 nM, with a nadir around two SDs below 0 nM. Thus, the magnitude and type of the error in simulated data and experimental recordings seems similar, and the systematic bias is of the same order of magnitude as the statistical error.

We also compared the ability of our method to recover activation of presynaptic D2 autoreceptors ($D2^{\text{PRE}}$) in the simulation (Fig. 3DI). The influence of $D2^{\text{PRE}}$ autoreceptors on release probability was slightly underestimated since the estimated efficacy, $\beta$, was lower in our simple model (Fig. 3E1). Finally, we solve the equations for firing rate of DA neurons (Fig. 3FI,F2). Due to nonlinearity of the model, the uncertainty in predicted firing rate is the largest when predicted DA levels are low. However, the predicted firing rate follows a similar time course as the input. In the analysis of experimental data, where the real input firing rate is unknown, the estimated firing rate is consistent with electrophysiology (Grace and Bunney, 1984ab; Hyland et al., 2002; Bingmer et al., 2011; Schiemann et al., 2012).

We next tested whether our analysis can make useful predictions of activation postsynaptic D1-like and D2-like receptors. Here we focused on phasic activation and inhibition of these receptors and the signaling cascades to which they are coupled (Dreyer, 2014). Our simplified analysis could reproduce the same activation by D1 and D2 receptors as in the simulation (Fig. 3GI,H1, compare black and blue). We also predicted the postsynaptic activation expected from the experimental recording (Fig. 3G2,H2). Here the amplitude and temporal patterns of activation were qualitatively similar compared with the simulation.

Model parameters are similar in NAc core and shell

The example above demonstrates that our model may extract novel and biologically relevant information from DA transients. We therefore analyzed DA levels in NAc shell ($N = 19$) and core ($N = 17$). We first determined $\gamma_p$ and $V_{\text{max}}$ for all animals (Fig. 4A). There was considerable variation between animals; $V_{\text{max}}$ was in the range from 0.5 μM/s to 2 μM/s in both NAc core and shell, and $\gamma_p$ was in the range from 20 to 100 nM. We found no statistical difference between the NAc subregions for $V_{\text{max}}$ (Two-sample, two tailed, Student’s t test: $p = 0.58$) or $\gamma_p$ ($p = 0.88$). On the other hand, Calipari et al. (2012) have reported differences in DA release and uptake between NAc core and shell. However, the large between-subject variance in parameters and recording sites masks such differences in our study, although as also reported by Calipari et al. (2012), we found a strong correlation between $\gamma_p$ and $V_{\text{max}}$ ($p = 0.92, p < 0.0001$); on average $\gamma_p$ is approximated by $\alpha V_{\text{max}}$, with $\alpha = 0.06 s^{-1}$ (Fig. 4A, red dashed line).

Baseline and phasic DA levels are determined by efficacy of presynaptic D2 autoreceptors

$C_{\text{4Hz}}$, calculated using $\gamma_p$ and $V_{\text{max}}$ results, ranged from 20 to 80 nM, with mean ~49 nM (Fig. 4B), which is in the same order of magnitude as recently reported experimentally by others (Atcherley et al., 2015). There was no significant difference in average DA levels between NAc core (mean 52 nm) and shell (mean 47 nm; $p = 0.15$), as previously observed with microdialysis (Cheng and Feenstra, 2006). If $C_{\text{4Hz}}$ indeed provides a useful approximation of the true DA concentration, we should expect that the amplitude of DA fluctuations scale with baseline DA concentrations. Consistent with this prediction, we found the SD of FSCV recordings and $C_{\text{4Hz}}$ to be correlated (Fig. 4G; $p = 0.52, p = 0.007$). In the current model, the strength of the presynaptic feedback is determined by the efficacy $\beta$, which again is determined by the ratio of $\gamma_p$ and $V_{\text{max}}$ measured at the beginning of the experiment (Eq. 9). In practice, the degree of autoreceptor influence on DA release can be examined by measuring the rate of DA release after pharmacologically blocking autoreceptors. We therefore administered the D2/3 antagonist raclopride, and quantified the rate of DA release during electrical stimulation (24 pulses at 60 Hz; Fig. 4D). For each individual rat, we quantified the experimental autoreceptor influence as the ratio $\gamma_p^\alpha / \gamma_p$, where $\gamma_p^\alpha$ is defined as the maximal DA release rate during the
transient, and is measured by the same means as $\gamma_p$. The ratios $\gamma^{\alpha_\text{rac}}/\gamma_p$ did not differ in NAc core and shell. Furthermore, they did not correlate with $V_{\text{max}}$ ($p = -0.16, p = 0.69$; Fig. 4E) nor $\gamma_p$ ($p = -0.41, p = 0.09$; Fig. 4F). However, there was a significant correlation between the theoretical efficacy, $\beta$, and $\gamma_p/\gamma_C$ (Fig. 4G; $p = 0.45, p = 0.011$).

As such, our model shows autoreceptor efficacy to be a highly potent regulator of DA signaling. For example, $C_{4\text{Hz}}$ is ~20 nm for $\beta = 6$, 40 nm for $\beta = 2$, 60 nm for $\beta = 0.5$, and >80 nm for $\beta = 0$. Consequently, in animals with high DA levels, our model predicts that there will be only a minor increase in DA release after raclopride (because $\beta$ is low). However, in low DA animals, blocking D2/3 autoreceptors will give a large increase in evoked DA release (because $\beta$ is high). Thus, our model predicts a negative correlation between $C_{4\text{Hz}}$ and the increase in DA release under autoreceptor blockade. Indeed, we found that the correlation between $C_{4\text{Hz}}$ and $\gamma^{\alpha_\text{rac}}/\gamma_p$ was negative, as predicted by our theory ($p = -0.84, p = 0.0048$; Fig. 4H). The observed correlation between $C_{4\text{Hz}}$ and spontaneous fluctuations (Fig. 4C) with autoreceptor efficacy (Fig. 4H) indicates that $C_{4\text{Hz}}$ provides a biologically meaningful approximation of the extra-cellular average DA concentration.

**Firing pattern determine postsynaptic response under normal signaling**

As described above, the link between extracellular DA concentration and release depends strongly on autoreceptor efficacy $\beta$. However, the information encoded by DA cell firing is itself mediated by DA levels, which according to our analysis can differ greatly between animals. We therefore asked how autoreceptor influence affects the decoding of DA cell firing patterns. We analyzed a representative recording in NAc shell, and then recalculated DA levels as they would have been realized under different autoreceptor control. The amplitude of DA levels proved to be strongly influenced by autoreceptor feedback, although their time course were relatively similar (Fig. 5A). Also, DA binding to high- and low-affinity DA receptors were qualitatively similar, but the absolute magnitudes reflected autoreceptor efficacy (Fig. 5B, C). However, we note that the postsynaptic response, when normalized by the amplitude of phasic signals (Dreyer, 2014), were quite similar (Fig. 5D, E).

We also estimated the predicted postsynaptic activation using a predominantly tonic DA firing pattern. Again DA levels and receptor binding were dependent on $\beta$ (Fig. 6A–C), and postsynaptic activation was again independent on autoreceptor efficacy. However for this firing pattern, the predicted activation of postsynaptic signals is much lower (Fig. 6D,E, compare with Fig. 5D,E). Thus, long-term differences in tonic and phasic DA signals between subjects can be

---

**Figure 4.** Comparison of basic model parameters in NAc core and shell and predictions for pharmacological blockade of autoreceptor. **A**, Experimental values of $\gamma_p$ and $V_{\text{max}}$ from NAc core ($n = 18$) and NAc shell ($n = 22$). Error bars indicate SEM. Red dashed line indicates $\gamma_p = \alpha V_{\text{max}}$. **B**, Histogram of $C_{4\text{Hz}}$ of all animals ($N = 40$). **C**, Correlation between SD of combined NAc shell baseline and saline FSCV time series and $C_{4\text{Hz}}$. Red dashed line is linear fit. **D**, Examples of evoked transients before and after raclopride treatment (red). Left, simulation. Middle, NAc core. Right, NAc shell. **E–H**, Effect of raclopride infusion on electrically evoked DA release. Circles: $\gamma^{\alpha_\text{rac}}$, ratio of DA release in raclopride condition experiments versus pre-raclopride control. Blue, Data points from NAc shell; green, NAc core; red dashed, linear fit. **E**, Test of correlation with $V_{\text{max}}$ ($p = -0.14, p = 0.46$). **F**, Correlation with $\gamma_p$ ($p = -0.31, p = 0.09$). **G**, Correlation between theoretical and experimental autoreceptor influence ($p = 0.45, p = 0.011$). **H**, Negative correlation between experimental autoreceptor influence and theoretical baseline ($p = -0.52, p = 0.0026$). Note that in the model there is a one-to-one mathematical relationship between $C_{4\text{Hz}}$ and $\beta$, such that tests in **G** and **H** are not independent.
compensated by plasticity of postsynaptic pathways. In particular, we note that strong autoreceptor regulation (for example, mediated by high expression of autoreceptors) will be associated with high gain of postsynaptic signals, which could be mediated by increased density of receptors and effectors.

**NAc core and shell receive functionally distinct DA signals in freely moving rats**

The analysis above indicates that DA firing patterns are the main determinant of the functional DA signal. However, DA dynamics appear to be different in the NAc core and shell (Figs. 1, 2). The examples above (Figs. 5, 6), which are based on FSCV recordings in NAc shell and core, indicate that also the functional DA signal can be highly different between individuals. We therefore analyzed a number of FSCV recordings from these two regions, and asked whether the functional DA signal differs in NAc core and shell. In NAc shell, transients occasionally reached 200 nM, but phasically low DA levels, close to 0 nM, were often encountered (Fig. 7A). In NAc core, the estimated DA concentration fluctuated only slightly \( \sim C_{	ext{thr}} \) (Fig. 7A2, C, compare blue and green). The predicted mean firing rates of VTA neurons innervating the NAc shell were in the range from 0 to 20 Hz, and episodes of high and low firing rates were almost always brief (Fig. 7B1). On the other hand, the firing rate of VTA neurons projecting to NAc core varied only little (Fig. 7B2, D, compare blue and green). In addition, the distribution of firing rates for NAc shell-projecting neurons showed a multimodal distribution (Fig. 7D, blue). When a trinodal Gaussian mixture model was fitted to the firing rates, peaks centered at 0.4 ± 0.8, 3.7 ± 1.7, and 6.5 ± 2.1 Hz were detected (peak center ± half-width at half-maximum). In particular, the peak \( \sim 0.4 \) Hz suggests that firing patterns targeting NAc shell often included pauses (Fig. 7D, inset).

Thus, our analysis suggests that the increased variance observed in NAc shell recordings (Fig. 2) originates from synchronized phasic cell firing NAc shell projecting VTA DA neurons. On the other hand, the low variance typically observed in NAc core recordings originates from constant cell firing of NAc core projecting DA neurons. This difference in firing patterns gives a highly anatomically resolved postsynaptic activation in downstream targets (compare Figs. 5 and 6).

**NAc shell receives increased phasic DA under intravenous cocaine infusion**

Cocaine is a DA uptake inhibitor known to increase extracellular DA levels in terminal regions, preferentially in the NAc shell (Di Chiara et al., 2004). It provides a highly salient and rewarding behavioral stimulus, but the details of its effects on DA signaling remain elusive. For example, in a recent study it was found in awake rats that in response to cocaine some midbrain DA neurons decreased their firing rate, whereas others increased both firing rate and degree of burst firing (Koulchitsky et al., 2012). However, with uptake inhibition, the link between cell firing and the perceived postsynaptic signal becomes highly skewed, and the functional effects of DA firing are hard to predict.

To address this issue, we applied our analysis to a set of FSCV recordings made after intravenous cocaine infusions (Aragona et al., 2008). After a bolus infusion, the concentration of cocaine in the brain is time-dependent, and causes a strong dynamic change in uptake inhibition during the experiment. We used a pharma-
In our analysis, we fixed the average pre-infusion DA level to compare autoreceptor efficacy, we were correcting for the time dependent DA uptake and taking into account individual differences in autoreceptor efficacy, we were able to solve for firing rates of projection-specific VTA DA neurons. The post-cocaine firing rates were on average lower for neurons projecting to NAc core than for the shell (Fig. 8C,D, red line). In contrast, DA levels recorded in NAc shell were all significantly larger in NAc shell than in core (p = 0.02). In the cocaine condition, the oscillations increased to a larger degree in NAc shell compared with core (p = 0.03; Fig. 8F).

To test whether the observed range of DA levels after cocaine can be explained by current models of DA signals, we compared recorded DA levels with simulations using previously developed models (Dreyer and Hounsgaard, 2013). In the first simulation, DA release was driven by tonic firing and included regulation by both somatodendritic and presynaptic autoreceptors, as previously described (Dreyer and Hounsgaard, 2013). Mean (±SD) terminal DA levels increased from 63 ± 10 nm before cocaine to 200 ± 15 nm at t = 60 s after infusion (Fig. 8B2, red, mean value taken between 40 and 80 s post-infusion). The terminal release probability was reduced from 7.3 ± 0.2% to 4.5 ± 0.1%, and the firing rate was reduced from 4 to 1 Hz (Fig. 8C, red). Thus, in the simulation, it was somatodendritic autoinhibition that accounted for the main blunting the DA response to cocaine challenge.

The simulated DA level and its intrinsic random variations were very similar to typical recordings in the NAc core (Fig. 8B2, compare green traces and blue traces for two samples, p = 0.004; mean taken 30–40 s after infusion, n = 5 in each group). Furthermore, the post-cocaine firing pattern varied among NAc-projection subterritories. VTA neurons projecting to the NAc shell showed phasic firing, with both bursts and pauses (Fig. 8C, blue, for an example). We quantified the degree of phasic signaling by calculating the power spectrum of the firing rate between 0.3 and 0.8 Hz (Fig. 8E, compare blue with green, black, and cyan). Cocaine led to a significant increase in slow oscillations in NAc shell (p = 0.004; two-sample t test), but not in the core (p = 0.45, two-sample t test). Furthermore, slow oscillations under cocaine were significantly larger in NAc shell than in core (p = 0.02). In the cocaine condition, the oscillations increased to a larger degree in NAc shell compared with core (p = 0.03; Fig. 8F).

Figure 6. Influence of autoreceptor efficacy on tonic DA signaling. See also Figure 5. A, DA concentrations from experimental firing rate at different value of β. Black, FSCV recording from NAc core in freely moving rat, β = 0.05 (experimental); green, β = 0.5; red, β = 2; cyan, β = 6. B, Model predicted DA binding to low-affinity receptors at different values of β. C, Predicted binding to high-affinity receptors. D, Postsynaptic signals expected to be activated by D1 receptors. E, Same as in D but for D2 receptors.
Furthermore, we bypassed the inhibition by somatodendritic autoreceptors, so that the tonic firing rate remained at 4 Hz. With these settings, the computational model reproduced the magnitude of DA concentrations in NAc shell, but failed to capture the observed large fluctuations in DA concentration (Fig. 8B1, magenta).

Thus, we find that a model of DA signals from first principles model (Dreyer and Hounsgaard, 2013) wherein tonic DA release is modulated by somatodendritic and presynaptic autoreceptors is sufficient to describe the DA levels in NAc core after cocaine challenge (Fig. 8B2, red). The same model can also reproduce NAc shell DA levels under cocaine when autoreceptor feedback is reduced (Fig. 8B1, magenta). The agreement between the low feedback simulation and FSCV data in NAc shell DA levels does not imply that lack of somatodendritic autoinhibition explains the difference in cocaine effects between NAc core and shell observed here, and by others (Di Chiara et al., 2004). In particular, NMDA receptors are required for both tonic and phasic response to cocaine in NAc shell (Sombers et al., 2009), suggesting that excitatory afferents to NAc shell-projecting DA neurons may in some circumstances overrule somatodendritic autoinhibition during cocaine challenge.

Figure 7. Analysis of baseline and intravenous saline data from 26 FSCV recordings adjusted to $C_{4Hz}$ predicted by Equation 3. A1, Sixteen traces from nine animals from NAc shell (gray), and a single representative recording (blue). A2, Ten traces from six animals from NAc core (gray), and a single representative recording (green). B1, Estimates of firing rates in the NAc shell, same colors as A1. B2, Estimates of firing rates in the NAc core, same colors as A2. C, All points histogram of DA levels in A1 and A2. Green, NAc core; blue, NAc shell. Vertical black dashed line indicates 0 nM. D, All points histogram of estimated firing rates. NAc core, green; NAc shell, blue. NAc shell firing rates fitted with a Gaussian mixture model (red, peak at 3.7 Hz; cyan, peak at 0.4 Hz). Inset, NAc shell firing rates ~ 0 Hz and Gaussian fits. Location of inset is indicated by black box in D.
The observed DA concentrations under cocaine were fully consistent with the model; recordings in animals with low β tended to have high increases in DA under cocaine, and in recordings from animals with high β, the increase in DA was relatively low. However, as observed above, the firing rate of DA neurons played the most important role in determining the cocaine response, such that β alone did not predict the DA level under cocaine.

**Discussion**

Here we combine computational modeling, mathematical analysis, and FSCV to provide a novel analysis of dynamic DA levels in the NAc of the freely moving rat. The model calculates firing rates of VTA neurons from recorded DA levels, and thereby directly addresses the causal relationship between target-specific neuronal firing patterns, extracellular DA, and signaling at presynaptic and postsynaptic DA receptors.

The FSCV data show fluctuations relative to baseline DA levels, but the baseline itself is unknown. As such, the underlying Michaelis–Menten equation (Eq. 1) is underdetermined, but can be qualified through the additional constraint that the long-term average of DA neuron firing is 4 Hz, as is reported experimentally (Grace and Bunney, 1984a,b). Furthermore, our model shows that individual differences in extracellular DA can be attributed to differing strength of presynaptic autoreceptor feedback. It might be supposed that other approaches would serve to relate FSCV data with a functional output. For example, one might assume that the extracellular DA is the same for all animals, and then solve for firing rate, in a scenario where individuals with a low DA release–uptake ratio will be assigned a high neuron-firing rate. However, this approach cannot explain why spontaneous fluctuations scale with maximal DA release rate in the NAc shell (Fig. 2A). Similarly, the low fluctuations in NAc core could be taken as indications that average DA is lower in NAc core compared with shell. However, this interpretation fails because the response to raclopride challenge is similar in NAc shell and core. Our model reproduces main features of DA signaling across a population of rats even when challenged pharmacologically. We therefore consider the model presented...
here to be the best possible, given current experimental limitations.

A compelling feature of our model lies in its fitness to account for scaling of the variance of the DA signal to baseline, for individual effect of raclopride and cocaine challenges, and provides a view of real-time dynamical DA cell signaling. However, we assume that DA cell firing is on average exactly 4 Hz. Single-cell firing rates, often found between 2 and 6 Hz, certainly deviate from that. However as our model reports the average firing rate of ∼100 VTA neurons (Matsuda et al., 2009), the deviation at the group level is likely to be less. However, some variations in the real average firing rate must occur in our dataset also and there may be experimental conditions were the mean firing rate deviate substantially from the literature value. We found, however, our results to be robust to a ± 1 Hz deviation in firing rate, which results in 25% shifts in the calculated mean DA level and with minor qualitative differences in predictions. We also found that the distribution of firing rates calculated from NAc shell recordings had a secondary peak at 0.4 ± 0.8 Hz (Fig. 7D) indicating that global pauses are a prominent functional feature of the firing pattern indicating that our method can resolve these with ∼1 Hz accuracy.

In the model presented here, DA is the sole modulator of presynaptic terminal DA release and DA cell firing is the only source of DA release. However, DA release may be influenced by cholinergic interneurons (Zhang and Sulzer, 2004; Cragg, 2006; Threlfell et al., 2012). In the present data, we did not observe strong violations to Equation 1 that would force us to increase the complexity of the model to accommodate such effects. However, our current model can be extended, for example by redefining $\gamma(t)$ to account for modulation of release probability, or by introducing an "apparent" firing rate, to account for DA release not depending on DA cell firing.

There is growing awareness that VTA DA neurons express complex orchestrated responses to different stimuli (Bromberg-Martin et al., 2010; Lammel et al., 2011, 2012; Roemer, 2013). At the same time, NAc core and shell have been assigned opposing roles in the control of behavior (Dalley et al., 2011; Ito and Hayen, 2011). However, the real-time nature of the DA signals conveyed by subclasses of VTA neurons is difficult to investigate by direct experiment. We applied our model to derive group-level cell activity of DA neuron populations to the NAc core and shell, and found that these neuron groups exhibit dichotomous activity in freely moving animals. According to our model, NAc shell received strong DA phasic inputs while the NAc core received a constant, tonic DA input. The DA signals appear to sufficient to activate both D1- and D2-like postsynaptic pathways in the NAc shell, but not always in the NAc core (compare Figs. 5 and 6). This difference between the NAc core and shell signaling could be consequence of the particular behavioral paradigm, where the rat is moving in a relatively (but not completely) novel environment. Thus, the dichotomous DA signaling need not generalize to all behavioral paradigms; for example, the DA release pattern in the NAc core might differ had the test chamber been previously associated with salient stimuli. However, the anatomical differentiation of our deduced VTA firing rates persisted after infusion of cocaine, which caused a slow 0.2–1 Hz, modulation of VTA neuron firing rates for the NAc innervation. At the level of single trials, slow bursts and pauses were often found in an alternating pattern. Similar firing pattern has been observed in anesthetized animals under cocaine and D2/3 receptor blockade (Zhou et al., 2006). Had the observed sequence of bursts and pauses occurred in the absence of the uptake inhibition, it would be expected to engage D1- and D2-regulated postsynaptic pathways in an alternating temporal pattern. However, in our model the postsynaptic signal is also strongly influenced by reduced DA uptake. When this is taken into account, the predicted DA signal evokes only a phasic D1 signal, strong in the NAc shell and slightly lower in the NAc core. On the other hand, phasic D2 signals, losing sensitivity to pauses in cell firing, would be absent both in shell and core; this model-based prediction is in overall agreement with studies of functional effects of cocaine (Svenningsson et al., 2000; Bertran-Gonzalez et al., 2008).

We assume that DA cell firing drives a purely temporal DA signal in NAc, but with functionally distinct signals at NAc divisions. Our model of DA signaling at postsynaptic DA receptors may be viewed as a physiologically derived equivalent of schemes developed from reinforcement learning paradigms (Frank, 2005; Frank and O’Reilly, 2006; Hikosaka, 2007; Gurney et al., 2015). However, the condition under which we recorded baseline activity does not involve direct experimentally controlled reinforcement, as noted above. Nevertheless, the model depicts phasic DA signals in NAc shell presenting both bursts and pauses in VTA neurons innervating the NAc shell. In fact, both bursts and pauses were present, and even exaggerated, during highly reinforcing cocaine administration.

Our theory assumes that individual differences in autoreceptor efficacy explain the large variation in prevailing dopamine concentrations, which ranged from 20 to 100 nM across the population (Figs. 4B, 5). This leads to the prediction of a negative correlation between individual DA baseline and the effect of raclopride on evoked DA transients (Fig. 4), which we confirmed by experiment. Although many physiological factors might influence the prevailing DA level in individuals, only variations in autoreceptors efficacy are apt to account for the observed negative correlation between DA levels and the increase in DA release under D2 blockade (Fig. 4H). For example, if individual differences in DAT expression or DA synthesis would account for the observed differences in DA levels ($C_{DA0}$), low DA levels would lead to less increase in DA release after raclopride than high DA levels, in contrast to what we observe (Fig. 4H). However, even though we argue that autoreceptors provide the dominant influence on DA levels, other factors may of course also play a role.

Individual differences in reinforcement learning and choice behavior have often been attributed to trait differences in D2 autoreceptor activation (Frank and O’Reilly, 2006; Cools et al., 2009; Jocham et al., 2011). Indeed, correlations similar to those we report here have been reported for effects of somatodendritic autoreceptors on cocaine self-administration in rats (Marinelli and White, 2000), novelty seeking in humans (Zald et al., 2008), and impulsivity and DA release under amphetamine challenge (Buckholtz et al., 2010). In our model, the magnitude of transient spikes and dips in extracellular DA arising from bursts and pauses in DA neuron firing depends on autoreceptor efficacy, as defined parameter via the parameter $B$. However, the resulting postsynaptic signaling depends not only on the amplitude of the DA transient, but also on coupling of intracellular postsynaptic cascades to fluctuations in extracellular DA. In our model, we assumed that this coupling sensitivity is inversely proportional to $\gamma_c$ (Eqs. 10, 11). This assumption leads to postsynaptic activation being qualitatively similar, regardless of baseline autoreceptor efficacy (Figs. 5, 6). The model also predicts minor differences in the postsynaptic signal; for example, the disinhibition of D2 regulated postsynaptic pathways by a single firing pause is ~40% higher when autoreceptor efficacy is set low (using Eq. 11, data...
not shown). However, such differences are highly dependent on particular model assumptions and should therefore be interpreted with caution. We believe that present results can serve as the foundation of a more detailed model of postsynaptic activation, which may be informative about how autoreceptors shape individual differences in the rate of learning.

In summary, we present an analysis of presynaptic and postsynaptic DA signals based on FCSV recordings in freely moving rats. The model, which is based upon physiologically plausible constraints, imparts unique insight into the neuronal activity producing real-time DA signaling in functional divisions of the NAc during spontaneous activity, and under conditions of pharmacological challenge.
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