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Abstract

Dynamic nuclear polarization (DNP) is a technique used to enhance signal intensities in NMR experiments by transferring the high polarization of electrons to their surrounding nuclei. The past decade has witnessed a renaissance in the development of DNP, especially at high magnetic fields, and its application in several areas including biophysics, chemistry, structural biology and materials science. Recent technical and theoretical advances have expanded our understanding of established experiments: for example, the cross effect DNP in samples spinning at the magic angle. Furthermore, new experiments suggest that our understanding of the Overhauser effect and its applicability to insulating solids needs to be re-examined. In this article, we summarize important results of the past few years and provide quantum mechanical explanations underlying these results. We also discuss future directions of DNP and current limitations, including the problem of resolution in protein spectra recorded at 80–100 K.

1. Introduction

The history of dynamic nuclear polarization (DNP) dates from 1953 when Overhauser proposed that irradiation of electron paramagnetic resonance (EPR) transitions could result in the enhancement of the polarization of coupled nuclei. [1]. Shortly thereafter, Carver and Slichter performed the first DNP experiments that confirmed the Overhauser effect (OE). In particular, they observed enhanced \(^{7}\)Li signal intensities obtained from Li metal dispersed in mineral oil [2]. The enhancement was also observed in solutions of Na\(^{+}\) in liquid NH\(_3\) [3]. The first DNP mechanism documented for insulating solids was the solid effect (SE) and was described by Jefferies [4; 5] and Abragam and coworkers [6; 7]. Five years later, the cross effect DNP mechanism was observed by Kessennikh [8; 9], and subsequently discussed in more detail by Hill and Hwang [10; 11] and Wollan [12; 13]. The goal of many of these early efforts was to understand the physics underlying DNP and to develop experiments that produced polarized targets for neutron scattering experiments. Indeed, preparation of polarized targets remains an area of active interest in experimental particle
physics, most recently using pulsed DNP methods (vide infra). For the interested reader there are excellent reviews of these early experiments [14–17].

In the 1980s and early 1990s, efforts to incorporate DNP into magic angle spinning (MAS) and other solid state NMR experiments were initiated by Wind [18] et al., Yannoni [19–21] and Schaefer et al. [22]. These experiments used klystron microwave sources and were performed primarily at a magnetic field of 1.4 T (60 MHz/40 GHz \(^1\text{H}/\text{electron Larmor frequencies}) although one experiment at 1.9 T was reported [23]. However, these experiments were limited to low fields because of the paucity of microwave sources operating above 40–50 GHz. In 1993 Becerra, et al. [24] introduced the gyrotron as a microwave source for DNP experiments at 5 T (140 GHz for electrons), with the specific aim of developing an experimental approach that would permit DNP at higher magnetic fields used for contemporary NMR experiments. These magnetic fields require microwave sources that ideally operate at the 10–100 watt level in the ~140–660 GHz frequency range, corresponding to magnetic fields of ~5–23 T and \(^1\text{H} \text{Larmor frequencies of ~200–1000 MHz. Subsequently, gyrotron based DNP/NMR spectrometers operating at 250 GHz/380 MHz and 460 GHz/700 MHz were successfully constructed [25–28]. In addition, DNP/NMR instruments operating at 263 GHz/400 MHz, 395 GHz/600 MHz and 527 GHz/800 MHz are now available commercially. The accessibility of this new instrumentation has stimulated a variety of new applications as well as investigations of new DNP mechanisms.}

In this review, we discuss key aspects of several known DNP mechanisms including continuous wave (CW) and time domain DNP. We present recent experimental results together with some new quantum mechanical treatments. Our analysis builds on the work by Hu et al. [29]. However, we emphasize the use of perturbation theories (both time independent and time dependent; non-degenerate and degenerate). Furthermore, we include the effects of MAS in CE DNP that have been considered recently [30; 31]. Our discussion focuses primarily on the mechanisms of DNP in insulating solids at high fields. For other aspects of DNP such as instrumentation, radical development, applications, etc., we refer the reader to other reviews by Ni et al. [32], Barnes et al. [33], Maly et al. [34], and Nanni et al. [35]. However, we do include a discussion of the effects of low temperature on resolution in spectra of proteins.

The paper is organized as follows. In Sections 2.1 and 2.2, we discuss CW DNP mechanisms in which the microwave fields are treated as time-dependent harmonic perturbations, while the remaining terms in the Hamiltonian are viewed as static. Diagonalization of the static Hamiltonian is conveniently approximated using time independent perturbation theory, without obscuring any conclusions. In the case of CE DNP (Section 2.2), despite the magic angle spinning, the Hamiltonian can also be regarded as static at each rotor angle. Section 3.1 deals with pulsed DNP methods using low microwave power including DNP in the nuclear rotating frame (NRF DNP) and the dressed state solid effect (DSSE) in which the microwave fields are treated as a perturbation. In Section 3.2, we discuss two time-domain DNP experiments: nuclear orientation via electron spin locking (NOVEL) and the integrated solid effect (ISE), where the microwave fields are large and
can no longer be treated as perturbations. Section 4 discusses resolution in low temperature spectra and some future directions of DNP.

2. CW DNP

2.1. Narrow EPR spectrum

The first class of DNP mechanisms in insulating solids involves radical dopants that satisfy the inequality \( \delta \Delta \leq \omega_0 \), where \( \delta, \Delta \) and \( \omega_0 \) are the homogenous electron paramagnetic resonance (EPR) linewidth, the breadth of the EPR spectrum and the nuclear Larmor frequency, respectively. In this case, DNP is mediated by the Overhauser effect and/or the solid effect. The influence of MAS can be conveniently ignored because the EPR spectrum is narrow and therefore the electron energy levels are only weakly modulated by the sample rotation. The molecular structures of four narrow line polarizing agents are shown in Figures 1a–d and include 1,3-bisphenylene-2-phenylallyl (BDPA), sulfonated-BDPA (SA-BDPA), trityl OX063 and Gd\(^{3+}\)–DOTA. These polarizing agents have small a g-anisotropy or, in the case of Gd\(^{3+}\) a narrow \( -\frac{1}{2} \rightarrow \frac{1}{2} \) central EPR transition due to molecular symmetry. However, the EPR lines are broadened by the proton hyperfine couplings (BDPA and SA-BDPA), residual g-anisotropy (trityl OX063), or second order zero field splitting (Gd\(^{3+}\)–DOTA).

2.1.1. Overhauser effect—The Overhauser effect was the first DNP mechanism proposed for systems with mobile electrons, namely conducting solids and liquids. The effect is operative in a two-spin system consisting of one electron and one nucleus (Figure 1e), and relies on the presence of the zero quantum (ZQ) and double quantum (DQ) relaxation pathways with differing relaxation rates. The imbalance between the two rates, \( \Gamma_0 \) and \( \Gamma_2 \) in Figure 1e) leads to an enhancement in nuclear polarization. In particular, upon microwave irradiation near the single quantum (SQ) EPR transition, the DQ and ZQ relaxation, mediated by molecular tumbling in liquids and translational motion of electrons in conducting solids, redistribute the populations via fluctuations of the anisotropic and isotropic couplings, respectively. This results in a Zeeman field profile that is symmetrically centered at the frequency of the EPR transition. In liquids, the DQ transition is generally the dominant relaxation pathway, and leads to the observation of negative DNP enhancements for \(^1\)H. However in insulating solids, we recently observed a significant OE DNP with a positive enhancement, indicating that the ZQ term is dominant [36]. This is illustrated in Zeeman field profiles of Figures 1g–1i where the positive enhancement in the center of the profiles is assigned to the OE. In addition, quantum mechanical simulations predict an OE even though the samples are insulators. In contrast to some other CW DNP mechanisms, the OE relies on allowed EPR transitions, requires much less microwave power, and appears to scale favorably with the magnetic field as is also illustrated in the panels in Figure 1g–1i.

To date the OE in insulators has only been observed for BDPA and its derivative SA-BDPA. In addition, perdeuteration of BDPA resulted in an order of magnitude decrease in DNP efficiency but, more importantly, in a sign change of the OE enhancement from positive to negative as well. This result suggests that \(^1\)H–e\(^-\) hyperfine coupling is essential for the OE and \( \sim 5 \) MHz \(^1\)H couplings are present in BDPA. This also provides an explanation of why
the OE is not observed for the trityl radical. In particular, trityl was designed to eliminate all $^1H$ couplings in order to have a narrow line to enhance Overhauser effects in solution.

Efforts are underway to improve the efficiency of the OE with the synthesis of new narrow-line radicals with hyperfine couplings larger than those found in BDPA. Furthermore, theoretical and experimental research is needed to fully understand the origin of cross relaxation mechanisms responsible for the OE in insulating solids.

### 2.1.2. Solid effect—

The solid effect (SE) is similar to the OE in that it involves a two-spin process between an electron spin $S$ and nuclear spin $I$. The Zeeman field profiles for the SE (plus the OE) are shown in Figure 1g–1i and the SE is responsible for the negative and positive signal enhancements at $\omega_{SE} = \omega_e \pm \omega_{0I}$. In the secular approximation, the static Hamiltonian for such a system can be written as

$$H = \omega_0 S_z - \omega_{0I} I_z + AS_S I_z + BS_I I_z$$

where the first two terms are the electron and nuclear Zeeman interactions, and the last two terms the secular and pseudo-secular hyperfine couplings, respectively. Using first order perturbation theory we rewrite $H$ as

$$H = H^{(0)} + H^{(1)}$$

where the small perturbation $H^{(1)}$ is the pseudo-secular hyperfine coupling term in 2.1.1. The unperturbed Hamiltonian $H^{(0)}$ is already diagonal in the direct product basis set. The energy levels and the corresponding eigenstates of $H$ can then be evaluated using perturbation theory. The direct product states are not eigenstates of $H$ and there is a small but essential mixing of these states due to the pseudo-secular hyperfine coupling (Figure 1f). The degree to which the states are mixed is given by the factor $q$ [37]

$$q \approx \frac{B}{2\omega_{0I}}$$

As a result, the nominally forbidden ZQ and DQ transitions become slightly allowed and can be driven by the microwave field, yielding an enhancement in the nuclear polarization that is positive or negative depending on the field position relative to the position of the EPR line. We refer to the plots shown in Figures 1g–1i as Zeeman field profiles. Note that in this CW DNP experiment the coefficient of state mixing is proportional to $\omega_0^{-1}$, and therefore the transition probability is $\omega_0^{-2}$. Thus, the SE enhancements decrease significantly at higher fields, which is a characteristic of continuous wave (CW) DNP experiments. On the other hand, the transition rate can be improved by increasing the microwave field strength [38; 39]. Another approach is to use a radical whose EPR linewidth is progressively narrowed with the magnetic field as demonstrated by Corzilius et al. using high spin transition metal ions [40]. An enhancement of 144 at 5 T has been reported using trityl-OX063 radical [39].

The Hamiltonian can also be expressed as a direct sum...
where $H_{13}$ and $H_{24}$ are the Hamiltonians in the electron spin up and spin down subspaces, respectively. Accordingly, diagonalization of $H$ in each subspace is straightforward, because $H_{13}$ and $H_{24}$ are both $2 \times 2$ matrices. This approach was used in the work by Hu et al. [29].

### 2.2. Cross effect

A third class of DNP experiments requires that the EPR spectra of the polarizing agents be inhomogenously broadened by the $g$-anisotropy and that the spectral breadth be large compared to the nuclear Larmor frequencies. Thus, in these “cross effect” (CE) experiments the inequality $\delta < \omega_{0I} < \Delta$ is satisfied [8; 9], and it is possible to have a three spin polarization transfer by satisfying the matching condition $\omega_{0I} = \omega_{0S_1} - \omega_{0S_2}$. Here, the subscripts refer to the nuclear Larmor frequencies and the two electrons whose Larmor frequencies are separated by the $g$-value differences, respectively. To date, the most efficient CE DNP is observed with biradicals containing two tethered nitroxide moieties, where the electron-electron coupling is 20–35 MHz [41–43]. Hu et al. presented a quantum mechanical description of the CE DNP in static samples [29]. Recent experimental data show that the effect of MAS is essential in understanding CE DNP. For example, there is significant signal quenching in DNP experiments during MAS but not for static samples [44]. It is therefore important to take into account the effect of sample spinning.

It is worth noting that in some circumstances the CE and SE are simultaneously present, such as, in static samples at low temperatures (~10 K) doped with either the monoradical TEMPOL [45] or the biradical TOTAPOL [46], but we refer the reader to the literature for a discussion of this case. Another topic that will not be discussed in detail in this article is the thermal mixing mechanism which requires that $\delta > \omega_{0I}$, that is a homogeneously broaden EPR spectrum. Thermal mixing has been studied recently with simulations by Hovav et al. [47], but to date it has not been of great practical importance for high field DNP since most of the EPR spectra are inhomogeneously broadened. Thus, at higher temperatures (~80–110 K) where most MAS experiments are being performed, the CE is dominant.

### 2.2.1. Cross effect DNP Zeeman field profiles

In order to establish the DNP mechanism that is present and to optimize the DNP enhancement, it is customary to record the enhancement as a function of the Zeeman field as illustrated in Figure 1 above and here we show Zeeman field profiles for the CE. In Figure 2a we show the $^1$H and $^{13}$C DNP field profiles of biradical TOTAPOL, and Figure 2b compares the $^2$H DNP Zeeman field profiles obtained with TOTAPOL and the narrow-line monoradical trityl-OX063 [48; 49]. The enhancements were normalized to the maximum positive enhancement. For TOTAPOL, the $^1$H, $^{13}$C and $^2$H field profiles span roughly the EPR line with the maximum positive and maximum negative enhancements appearing at the high and low field sides, respectively. For $^1$H, the maximum enhancement is at the positive field position and the asymmetry between the maximum positive and the maximum negative enhancements is ~ 20%. $^{13}$C and $^2$H, which are both low-$\gamma$ nuclei and relatively close in Larmor frequency, show almost identical field profiles. An asymmetry of ~20% was also observed for $^{13}$C and $^2$H, but the maximum enhancement is located at the negative field position. The reason for this
difference is that the nuclear Zeeman frequencies for $^{13}\text{C}$ ($\omega_{0,^{13}\text{C}}=53\text{MHz}$) and $^2\text{H}$ ($\omega_{0,^2\text{H}}=32.4\text{MHz}$) fit into the $\sim 20$ G field interval ($\sim 4.9690–4.9710$ T, $\sim 56$ MHz) which is the region where the largest number of electrons per Gauss occurs in the EPR spectrum. In contrast the largest $^1\text{H}$ enhancement requires a separation of 211 MHz, which in turn requires a larger spectral breadth leading the profile shown in Figure 2a.

The $^2\text{H}$ DNP field profile of trityl-OX063 suggests that cross effect is the dominating mechanism, consistent with the fact that the EPR linewidth of trityl satisfies the CE condition for $^2\text{H}$. This is also the case for other low gamma nuclei such as $^{17}\text{O}$ [50]. For these nuclei, the CE using trityl is more efficient than biradicals such as TOTAPOL due to the narrow EPR linewidth, which permits a larger fraction of the electrons to participate in the DNP processes. For example, Maly et al. obtained a factor of $\sim 4$ higher in the enhancement using trityl rather than TOTAPOL [49].

Figure 2c shows the $\varepsilon=400$ obtained with the biradical AMUPol, the most efficient biradical currently available [43], at 380 MHz/250 GHz. Overall, AMUPol provides approximately twofold larger DNP enhancements when compared to TOTAPOL. The improvement in the DNP efficiency can be attributed to the shorter intramolecular tether between the electron pairs, which increases the $e^-e^-$ dipole coupling from $\sim 23$ MHz in TOTAPOL to $\sim 35$ MHz in AMUPol. In addition, the four methyl groups on the TEMPO rings are replaced by two tetrahydropyran rings which increases the electronic relaxation times [41] [43] [51]. Finally, the water solubility of AMUPol is greatly improved by addition of the polyethylene glycol chain.

### 2.2.2. The Hamiltonian——

Figure 3a shows that the efficiency of the CE increases with spinning frequency ($\omega_r/2\pi$) [52], necessitating a description that includes the MAS effect. This effect was observed initially by K. Hu [53] and has been explored more recently by Mentink-Vigier et al. Using quantum mechanical simulations [30]. Concurrently, Thurber et al. independently presented a study of the CE in MAS experiments using a combination of theoretical analysis and simulations [31]. Both studies highlighted the importance of the dynamical behavior near the avoided level crossings (vide infra). The center piece of the simulations performed by both groups is the calculation of the time evolution of the quantum mechanical system. Due to the periodicity of the Hamiltonian in an MAS experiment, the time evolution can be evaluated by repeatedly applying the time evolution operator each rotor period. Calculation of the evolution operator during one rotor period was done in a stepwise manner and the orientation of the rotor was incremented (Figure 3b–e).

Here, we present an alternative approach based on a straightforward application of perturbation theory that can be used to understand important aspects of MAS CE. We begin with the Hamiltonian of a three-spin 1/2 system consisting of two electron spins $S_1$, $S_2$ and one nuclear spin $I$. We then decompose the Hamiltonian into an unperturbed part and a small perturbation from the pseudo-secular hyperfine coupling. The unperturbed Hamiltonian is block diagonal with four $2\times2$ blocks which can be diagonalized with minimum effort. The unperturbed energy levels give a good approximation of the electron-microwave crossing.
The degeneracy at the central energy levels results in either electron-electron crossing or three-spin crossing. More detailed calculations are presented below.

After a secular approximation, the Hamiltonian has the form

$$H = \omega_{0S_1} S_{1z} + \omega_{0S_2} S_{2z} - \omega_{0I} I_z + (A_1 S_{1z} + A_2 S_{2z}) I_z + (B_1 S_{1z} + B_2 S_{2z}) I_x + d \left( 3 S_{1z} S_{2z} - S_1 S_2 \right) - 2J S_1 S_2$$  \hfill (2.2.1)

where $\omega_{0S_1}, \omega_{0S_2}$ and $\omega_{0I}$ are Larmor frequencies. $A_1$ and $A_2$ are secular hyperfine couplings between the electrons and the nucleus, and $B_1$ and $B_2$ are pseudo-secular hyperfine couplings between the electrons and the nucleus. $d$ and $J$ are the dipolar coupling and J-coupling between the two electrons, respectively. It is worth noting that in a MAS experiment, $\omega_{0S_1}, \omega_{0S_2}, B_1, B_2$ and $d$ are time-dependent, ignoring the chemical shift anisotropy of the nucleus. The direct product basis set consists of eight states of the form $| IS_1 S_2 \rangle$ as illustrated in Figure 3c. Treating the pseudo-secular hyperfine coupling as a small perturbation, we write the Hamiltonian as

$$H = H^{(0)} + H^{(1)}$$  \hfill (2.2.2)

where $H^{(0)}$ is the unperturbed part and $H^{(1)}$ is the perturbation. $H^{(0)}$ is block diagonal and therefore can be written as direct sum of four $2 \times 2$ matrices, i.e.

$$H^{(0)} = H_{15} \oplus H_{23} \oplus H_{67} \oplus H_{48}$$  \hfill (2.2.3)

$H^{(1)}$ only connects the four center states. Consequently $H^{(1)}$ is reduced to a $4 \times 4$ matrix perturbing the four center states only.

$$H^{(1)} = H_{2367}^{(1)} = \begin{pmatrix}
0 & 0 & B \Delta & 0 \\
0 & 0 & 0 & -B \Delta \\
B \Delta & 0 & 0 & 0 \\
0 & -B \Delta & 0 & 0
\end{pmatrix}$$  \hfill (2.2.4)

where

$$B \Delta = B_1 - B_2$$  \hfill (2.2.5)

2.2.3. Level crossings

(a) Electron-microwave crossings: The electron-microwave crossing occurs when the applied microwave frequency is on resonance with one of the EPR transitions (single electron flip). In principle, diagonalization of the unperturbed Hamiltonian gives a good approximation of this type of level crossings. The electron-microwave crossings read

$$\omega_{\mu w} = \omega_{0S_1(2)} \pm A_1(2) \pm (d - J)$$  \hfill (2.2.6)

which can be approximated as
In other words, the three-spin system can be treated as non-interacting, and therefore flipping of a single electron occurs when the microwave frequency matches the Larmor frequency of either electron.

(b) The electron-electron crossings: The electron-electron crossings occur in the \{23\} and \{67\} subspaces (Figure 3c). This can be realized by treating the $d$ and $J$ terms in $H_{23}$ and $H_{67}$ as perturbations. The avoided level crossings correspond to the degeneracy of these subspaces in the absence of the $d$ and $J$ perturbation. It follows that

$$\omega_\Delta = \mp \frac{A_\Delta}{2} \approx 0 \quad (2.2.8)$$

where

$$A_\Delta = A_1 - A_2 \quad (2.2.9)$$

$$\omega_\Delta = \omega_{0S_1} - \omega_{0S_2} \quad (2.2.10)$$

The signs in (2.2.8) correspond to the degeneracy in $H_{23}$ and $H_{67}$, respectively.

We then use degenerate perturbation theory, resulting in 1:1 mixing of states in the \{23\} and \{67\} subspaces due to the electron-electron couplings. As a consequence, the two electrons exchange polarization at these level crossings (Figure 3c). The rate at which electrons exchange polarization at these level crossings can be approximated using Landau-Zener theory as demonstrated by Thurber et al. To see that the energy levels actually do not cross, hence the name avoided level crossing, we note that in the vicinity of the degeneracy point, $H_{23}$ and $H_{67}$ can be diagonalized analytically. For example, diagonalization of $H_{23}$ gives the following eigenenergies

$$\tilde{E}_2 = \frac{1}{2} \left[ \left( \frac{\omega_{0l} - D_d}{2} \right) \pm \sqrt{\left( \frac{\omega_\Delta + A_\Delta}{2} \right)^2 + D_0^2} \right] \quad (2.2.11)$$

$$\tilde{E}_3 = \frac{1}{2} \left[ \left( \frac{\omega_{0l} - D_d}{2} \right) \mp \sqrt{\left( \frac{\omega_\Delta + A_\Delta}{2} \right)^2 + D_0^2} \right] \quad (2.2.12)$$

where

$$D_d = 2(d - J) \quad (2.2.13)$$

$$D_0 = -(d + 2J) \quad (2.2.14)$$
The + in (2.2.11) and − in (2.2.12) corresponds to positive $\omega_\Delta + A_\Delta/2$. Whereas, the − in (2.2.11) and + in (2.2.12) corresponds to negative $\omega_\Delta + A_\Delta/2$.

\[
\lim_{\omega_\Delta + A_\Delta \Delta \to 0^+} \tilde{E}_2 = \lim_{\omega_\Delta + A_\Delta \Delta \to 0^-} \tilde{E}_3 = \frac{1}{2} \left[ \left( \omega_{0f} - \frac{D_d}{2} \right) + D_0 \right] \quad (2.2.15)
\]

\[
\lim_{\omega_\Delta + A_\Delta \Delta \to 0^-} \tilde{E}_2 = \lim_{\omega_\Delta + A_\Delta \Delta \to 0^+} \tilde{E}_3 = \frac{1}{2} \left[ \left( \omega_{0f} - \frac{D_d}{2} \right) - D_0 \right] \quad (2.2.16)
\]

This means that the energy levels do not cross and the energy gap is approximately equal to the perturbation $D_0$ from the e-e couplings as demonstrated in Figure 3e.

**c) Three-spin crossings:** In general this type of level crossing does not coincide with the electron-electron crossing, i.e. the condition (2.2.8) is not fulfilled. Let us assume that

\[
\omega_\Delta \pm \frac{A_\Delta}{2} \geq 0 \quad (2.2.17)
\]

In this case, the two energy levels at the center are

\[
\tilde{E}_3 = \frac{1}{2} \left[ \left( \omega_{0f} - \frac{D_d}{2} \right) - \sqrt{\left( \omega_\Delta + \frac{A_\Delta}{2} \right)^2 + D_0^2} \right] \quad (2.2.18)
\]

\[
\tilde{E}_d = \frac{1}{2} \left[ \left( -\omega_{0f} - \frac{D_d}{2} \right) + \sqrt{\left( \omega_\Delta - \frac{A_\Delta}{2} \right)^2 + D_0^2} \right] \quad (2.2.19)
\]

Imposing the degeneracy of the two levels in (2.2.18) and (2.2.19), we obtain

\[
\omega_{0f} = \frac{1}{2} \left[ \sqrt{\left( \omega_\Delta + \frac{A_\Delta}{2} \right)^2 + D_0^2} + \sqrt{\left( \omega_\Delta - \frac{A_\Delta}{2} \right)^2 + D_0^2} \right] \quad (2.2.20)
\]

This condition can be simplified for small $A_\Delta$.

\[
\omega_{0f} \approx \sqrt{\omega_\Delta^2 + D_0^2} \quad (2.2.21)
\]

Note that the matching conditions in (2.2.20) and (2.2.21) were established without any assumption on the size of the e−-e− dipolar and J couplings. For biradicals that have been used for CE, the e−-e− dipolar coupling is 20–35 MHz; the J coupling is usually negligible except for the case of BTurea (~ 20 MHz). Therefore, we can assume that e−-e− dipolar and J couplings are very small compared to the nuclear Larmor frequency. In this case, the condition (2.2.21) can be simplified further.
The $1:1$ state mixing due to $H^{(1)}$ given in (2.2.4) arises from degenerate perturbation theory, resulting in the change in the nuclear polarization. Similar to the electron-electron avoided level crossings, the energy gap for this type of avoided level crossings is equal to $B_\Delta$.

2.2.4. Paramagnet induced signal quenching—Another result associated with the MAS is the signal quenching effect due to the paramagnetic dopants. This was documented recently by Corzilius et al. [44] and Thurber et al. [54]. Corzilius et al. studied the effect of four different polarizing agents including both single (trityl-OX063, 4-amino TEMPO, Gd$^{3+}$-DOTA) and two electron (TOTAPOL) species. Figure 4a shows the signal losses during CP MAS and static experiments for both trityl and TOTAPOL. The signal quenching appears to associate with the enhanced spin-lattice relaxation (Figure 4b), which implies that the MAS modulation of the electron-nuclear dipole coupling is essential for the quenching. The signal quenching in CP MAS experiments could be due to: (i) the large shift in resonances of nuclei in close proximity with the magnetic dopants, (ii) the homogenous linebroadening originating from the modulation of the electron-nuclear coupling, and (iii) decrease in the CP efficiency as a consequence of the PRE effect on the $T_{1\rho}$ of $^1$H.

The work by Thurber et al. only used cross effect radicals including biradical (TOTAPOL) and triradicals (DOTOPA-4OH and DOTOPA-Ethanol). A factor as large as ~6 in the signal loss was observed at very low temperature (~ 20K) and with sample spinning (Figure 4c). The effect at higher temperature (80 K) was smaller, consistent with the data from Corzilius et al. Using quantum mechanical simulations, the authors suggest that the signal loss is due to the cross effect in the absence of microwaves and that the effect is dependent on the electron spin diffusion.

3. Pulsed DNP

3.1. Pulsed DNP using low microwave power

3.1.1. DNP in the nuclear rotating frame (NRF DNP)—This class of pulsed DNP mechanisms does not impose a defined resonance condition on the microwave power, and thus can operate at low microwave power. Accordingly, for this type of pulsed DNP sequences the microwave field is treated as a small perturbation, as was the case of CW DNP.

DNP in the nuclear rotating frame (NRF DNP) is conveniently described as the solid effect in the NRF. By transforming to the nuclear rotating frame, the mixing of states is no longer dependent on the magnetic field, but rather on the RF field strength, thereby eliminating the unfavorable field dependence of the conventional (lab frame) SE. The idea was first utilized by Bloembergen and Sokorin in a nuclear spin system [55], then by Wind [56] and, most recently, by Farrar [57] in an electron-nuclear system.

The Hamiltonian in the lab frame assumes the form

$$\omega_\Delta \approx \sqrt{\omega_{\text{rf}}^2 - D_0^2} \approx \omega_{\text{rf}} - \frac{D_0^2}{2\omega_{\text{rf}}} \approx \omega_{\text{rf}} \quad (2.2.22)$$

The Hamiltonian in the lab frame assumes the form
In the nuclear rotating frame, after secular approximation with respect to $I_z$ and redefining the transverse axis of spin $S$, the Hamiltonian simplifies to

$$H=\omega_{0S}S_z - \omega_{0I}I_z + \mathbf{A} \cdot \mathbf{I} - 2\omega_{1I}\cos(\omega_{rf}t)I_x$$  \hspace{1cm} (3.1.1)$$

where $A$ and $B$ are the secular and pseudo-secular hyperfine coupling, respectively. We have assumed that the RF field is on resonance with the nuclear Larmor frequency.

After a $-\pi/2$ rotation about $I_y$, the Hamiltonian is transformed to

$$H=\omega_{0S}S_z + BS_xI_x + AS_zI_z - \omega_{1I}I_x$$  \hspace{1cm} (3.1.2)$$

As opposed to the lab frame SE DNP, NRF DNP does not require pseudo-secular hyperfine coupling. In other words, the secular approximation with respect to $S_z$ is valid and the Hamiltonian can be truncated to

$$H=\omega_{0S}S_z - BS_zI_x - \omega_{1I}I_z$$  \hspace{1cm} (3.1.3)$$

which is block diagonal in the direct product basis, and $H$ is a direct sum of two $2 \times 2$ matrices.

$$H=H_{13} \oplus H_{24}$$  \hspace{1cm} (3.1.5)$$

Diagonalization of $H$ is straightforward, and the matching condition is given as

$$\Omega_S=\omega_{\mu\nu} - \omega_{0S} = \pm \sqrt{\omega_{1I}^2 + \left(\frac{A}{2}\right)^2}$$  \hspace{1cm} (3.1.6)$$

The mixing of states in each electronic subspace is defined by an angle $\theta$

$$\theta=\arctan\left(\frac{A}{2\omega_{1I}}\right)$$  \hspace{1cm} (3.1.7)$$

The state mixing is due to the secular hyperfine coupling, which is inversely proportional to the RF field instead of $B_0$ and is much larger than that for the SE. On the other hand, the separation between the positive and the negative enhancement conditions are much narrower compared to the lab frame SE. This feature is illustrated in Figure 5a for trityl radical. Note that the peaks of the lab frame SE and the NRF DNP appear to be opposite, which can be explained by the fact that the sign of the enhancement of NRF DNP is also dependent on the phase of the RF field.

### 3.1.2. Dressed state solid effect (DSSE)—

The dressed state solid effect (DSSE) uses an RF field to drive the polarization transfer. Thus, the RF field is treated as a small, harmonic, time-dependent perturbation. The microwave field acts to create an electron spin...
dressed state, an analogy to the dressed atom states in optics [60]. In the microwave rotating frame, the Hamiltonian is written as

$$H = -\omega_{0}I_{z} + \omega_{1S}S_{x} + AS_{z}I_{z} + BS_{z}I_{x} \tag{3.1.8}$$

After a secular approximation with respect to $I_{z}$, the Hamiltonian is truncated to

$$H = -\omega_{0}I_{z} + AS_{z}I_{z} + \omega_{1S}S_{x} \tag{3.1.9}$$

which is block diagonal in the direct product basis set, i.e.,

$$H = H_{12} \oplus H_{34} \tag{3.1.10}$$

where $H_{12}$ and $H_{34}$ are the Hamiltonian in the nuclear spin up and spin down subspaces, respectively. After diagonalization, we obtain the following matching condition for the RF frequency

$$\Omega_{rf} = \omega_{rf} = \pm \sqrt{\omega_{1S}^{2} + \left(\frac{A}{2}\right)^{2}} \tag{3.1.11}$$

The matching condition (3.1.11) implies that during the DNP period the RF is applied far off resonance and the NMR signal is observed on resonance. Thus far, DSSE has only been observed indirectly via the loss of the electron polarization [59]. In the case of d$_{21}$-BDPA, the secular hyperfine coupling is negligible and the matching conditions can be simplified to

$$\Omega_{rf} = \pm \omega_{1S} \tag{3.1.12}$$

This explains the result in Figure 5b, as the peak position appears to be displaced linearly with respect to the microwave field strength.

### 3.2. Pulsed DNP using high microwave power

In contrast to NRF DNP and DSSE, the microwave fields in the cases of nuclear orientation via electron spin locking (NOVEL) and the integrated solid effect (ISE) can no longer be treated as small perturbations. Both NOVEL and ISE rely on matching the Hartman-Hahn condition between the microwave rotating frame ($\omega_{1S}/2\pi$) and the nuclear lab frame ($\omega_{0}/2\pi$). Even though ISE also functions with low microwave power, it performs optimally at the Hartman-Hahn condition, which requires strong microwave fields. In both cases the polarization is transferred coherently by the electron-nuclear dipolar coupling on the submicrosecond time scale, about three orders of magnitude faster than in conventional $^{1}$H-$^{13}$C/$^{15}$N CP experiments. Both sequences were initially developed for the preparation of polarized targets using photoexcited triplet states of pentacene doped into host crystals of naphthalene or ortho- or para-terphenyl (Figure 6a). In the original experiments, the source of polarization was a photoexcited triplet state of pentacene generated by a laser pulse (Figure 6b). More recently, we have used NOVEL to enhance $^{1}$H polarization in samples of polystyrene doped with BDPA. As illustrated in Figure 7 the microwave field profile shows a sharp rise to a peak at $\omega_{1S} = \omega_{0} = 15$MHz followed by a long tail. There is a hint of a second maximum in the data at ~30 MHz (second harmonic),
but it is not much above the S/N. Note that the breadth of the matching condition is broad, indicating that the electron couples strongly to the $^1$H’s in the lattice. Solid echoes were used to record the $^1$H spectra, and the enhancement $\varepsilon=100$ was obtained with experiments at 300 K. In addition, we have performed similar experiments on systems containing nitroxide radicals and on frozen solutions of SA-BDPA and trityl. Therefore, the experiment appears to be robust and widely applicable even at this early stage.

3.2.1. Nuclear orientation via electron spin locking (NOVEL)—The NOVEL sequence is an electron-nuclear analogue of cross polarization (CP) in NMR. In a heteronuclear spin system such as $^1$H-$^{13}$C, the separation in energy levels due to the difference in the gyromagnetic ratios inhibits the polarization transfer. In a CP experiment, the separation is removed in the doubly rotating frame, leading to a matching in the energy levels, and thus enabling the polarization transfer between nuclei via dipolar coupling. For an electron-nuclear system, the difference in gyromagnetic ratios is so large that matching in a double rotating frame is difficult. However, matching between the electron rotating frame and the nuclear lab frame is possible and also allows efficient polarization transfer and generation of z-polarization. This idea was mentioned in the original Hartman-Hahn paper on cross polarization [62] and was implemented on an electron-nuclear system by Wenckenbach et al. in a NOVEL experiment. In the next section, we derive the matching condition, and for a more detailed discussion on the NOVEL sequence we refer the readers to the papers by Wenckebach et al. [63; 64]

In the laboratory frame, the Hamiltonian for the NOVEL experiment has the form

$$H = \omega_{0S} S_z - \omega_{0I} I_z + \frac{\gamma}{A} I + 2\omega_{1S} \cos(\omega_{\mu w} t) S_x$$  \hspace{1cm} (3.2.1)$$

where the first two terms are the Zeeman interactions, the third is the electron-nuclear interaction, and the last is the microwave spin lock field. Upon transforming to the microwave rotating frame, the Hamiltonian can be truncated to

$$H = \Omega_S S_z - \omega_{0I} I_z + A_{zz} S_z I_z + A_{yg} S_y I_y + A_{zx} S_x I_x + \omega_{1S} S_x$$  \hspace{1cm} (3.2.2)$$

where $\Omega_S$ is the microwave offset

$$\Omega_S = \omega_{0S} - \omega_{\mu w}$$  \hspace{1cm} (3.2.3)$$

Transformation to a tilted frame that combines the first and the last terms yields

$$H = \omega_{eff} S_z - \omega_{0I} I_z + \left( A_{xz} S_x I_x + A_{yg} S_y I_y + A_{zx} S_z I_x \right) \left( S_z \cos\theta - S_x \sin\theta \right)$$  \hspace{1cm} (3.2.4)$$

where

$$\omega_{eff} = \pm \sqrt{\Omega_S^2 + \omega_{1S}^2}$$  \hspace{1cm} (3.2.5)$$

The sign of $\omega_{eff}$ depends on the phase as well as the offset of the microwave.
We now redefine the transverse axes of the nuclear spin by combining the terms containing \(I_x\) and \(I_y\) yielding the Hamiltonian

\[
H = \omega_{\text{eff}} S_z - \omega_{0l} I_z + (A I_z + B I_x) (S_z \cos \theta - S_x \sin \theta) \quad (3.2.6)
\]

where \(A\) and \(B\) are secular and pseudo-secular hyperfine couplings, respectively.

\[
A = A_{zz} \quad (3.2.7)
\]

\[
B = \sqrt{A_{zz}^2 + A_{yg}^2} \quad (3.2.8)
\]

Using perturbation theory, we can write the Hamiltonian as

\[
H = H^{(0)} + H^{(1)} \quad (3.2.9)
\]

where the unperturbed Hamiltonian \(H_0\) and the perturbation \(H_1\) are given as

\[
H^{(0)} = \omega_{\text{eff}} S_z - \omega_{0l} I_z + A \cos \theta I_x S_z \quad (3.2.10)
\]

\[
H^{(1)} = BI_z (S_z \cos \theta - S_x \sin \theta) - A \sin \theta I_x S_x \quad (3.2.11)
\]

The inter-subspace splitting between the ZQ subspace and the DQ subspace is approximately \(\omega_{0l}\), which is very large compared to the perturbation even at a magnetic field as low as 0.35 T. On the other hand, if the matching condition is fulfilled, states in either the DQ or ZQ subspace are degenerate, resulting in a complete intra-subspace state mixing due to the perturbation, and thus leading to polarization transfer. The perturbation can be truncated to contain only DQ (flip-flip) and ZQ (flip-flop) terms as the following

\[
H^{(1)} \approx B \sin \theta I_z S_x \quad (3.2.12)
\]

For the positive \(\omega_{\text{eff}}\), the degeneracy in the DQ subspace leads to the matching condition

\[
\omega_{0l} = \omega_{\text{eff}} = \sqrt{\omega_{1S}^2 + \omega_{1S}^2} \quad (3.2.13)
\]

If the microwave offset is negligible, the matching condition is simplified to

\[
\omega_{1S} \approx \omega_{0l} \quad (3.2.14)
\]

which means that the nuclear Larmor frequency equals the Rabi frequency of the electron. In other words, nutation of the nucleus in the laboratory frame matches that of the electron in the rotating frame.

### 3.2.2. Integrated solid effect (ISE)

The ISE was originally developed as an improvement to the SE for cases in which the EPR spectrum is broad, and thus did not exclusively require high microwave power. In this case, the overlap of the positive and the negative SE (differential SE) limits the net DNP enhancement. The idea was to sweep the
magnetic field in such a manner so that different electron spin packets constructively contribute to the net DNP enhancement. The first experiment showed a 21-fold improvement compared to the regular SE. In subsequent experiments, ISE was performed while satisfying the Hartman-Hahn matching condition similar to the NOVEL sequence, which led to the name integrated cross polarization (ICP).

The Hamiltonian has the form

\[ H = \omega_{0S}(t)S_z - \omega_{0l}(t)I_z + \mathbf{S} \cdot \mathbf{A} - \frac{1}{2} \mathbf{I} + 2\omega_{1S}\cos(\omega_{\mu\nu}t)S_x \]  

(3.2.15)

The Zeeman terms are time dependent due to the magnetic field sweep.

In the microwave rotating frame, ignoring the time dependence in the nuclear Zeeman term

\[ H = \Omega_S(t)S_z - \omega_{0l}I_z + A_{xx}S_zI_x + A_{xy}S_yI_y + A_{zz}S_zI_z + \omega_{1S}S_x \]  

(3.2.16)

\[ \Omega_S(t) = \omega_{0S}(t) - \omega_{\mu\nu} \]  

(3.2.17)

And we obtain the following matching condition that is identical to the NOVEL matching condition

\[ \omega_{0l}^2 = \Omega_S^2(t) + \omega_{1S}^2 \]  

(3.2.18)

Solving for \( \Omega_S(t) \)

\[ \Omega_S(t) = \pm \sqrt{\omega_{0l}^2 - \omega_{1S}^2} \]  

(3.2.19)

The ± sign indicates that two electron spin packets located at \( \omega_{0S} \pm \sqrt{\omega_{0l}^2 - \omega_{1S}^2} \) contribute constructively to the DNP enhancement as opposed to the destructive contribution of two spin packets located at \( \omega_{0S} \pm \omega_{0l} \) in the original solid effect. Furthermore, sweeping of the magnetic field allows participation of all electron spin packets in a broad EPR line to participate in the DNP process.

4. Applications to biological systems

Another important issue in biomolecular DNP is the loss of resolution that occurs in protein spectra at low temperatures. Although this is not directly related to the topic of “DNP mechanisms” discussed in the remainder of this review, it is of considerable importance to the development of the field, and we therefore consider it here.

The primary rationale for developing high field biomolecular DNP experiments is to provide a solution to the issue of low sensitivity that is a universal problem in NMR spectroscopy, and in MAS spectra in particular. Furthermore, it is now well established in several studies that DNP functions most efficiently at low temperatures, where the electronic and nuclear relaxation times are longer. For example, recent temperature dependent data shows that the enhancement obtained from a sample of \(^{13}\)C-urea dispersed in TOTAPOL/glycerol/H\(_2\)O
mixtures doubles when the temperature is reduced from ~100 K to ~80 K [32]. However, in several studies of proteins, low temperatures have resulted in spectral broadening and a concomitant loss of spectral resolution. Thus, in order to optimize the benefit of DNP experiments, it is important to determine the factors that are leading to the loss of resolution and to develop methods for preparation of samples that maintain resolution at low temperatures. At the moment it appears that the optimal results are obtained with $^{13}$C-$^{15}$N spectra of proteins that have a well defined structure and are resident in a preexisting matrix. In addition, there is evidence that high fields will improve resolution significantly. Some representative systems studied with DNP that illustrate these temperature dependent effects are small molecules (urea and proline are typical standards), small microcrystalline proteins (αspectrin-SH3[65]), membrane proteins in a native matrix (bacteriorhodopsin, bR [66–69], proteorhodopsin[70; 71]) or in an artificial lipid bilayer (M2$_{18–60}$[72], neurotoxin[73]), amyloid fibrils (TTR$_{105–115}$[74], PI3-SH3 [75]) or macromolecular complexes such as needle proteins [76], ribosomal particles[77], or virus particles[78].

In essentially all of these experiments, it is necessary to disperse the system in glycerol/H$_2$O solvent for two reasons. First, a glycerol/H$_2$O mixture is cryoprotectant that forms a glass, thereby preventing ice crystal formation and protecting the protein from cold denaturation. Second, it simultaneously disperses the paramagnetic polarizing agent, preventing formation of microcrystals of the polarizing agent, so that DNP functions optimally. The requirement for cryoprotection is well established from low temperature X-ray crystallography, and the necessity of dispersing the polarizing agent in a glass is known from EPR experiments. Since samples for MAS experiments are frozen slowly, it is customary to use ~60%/40% glycerol/water solutions since they always form a glass regardless of the cooling rate [79; 80]. In an MAS experiment the rotor accounts for ~50–75% of the heat capacity of the sample and the sample itself freezes via contact with the cold rotor walls. Since sapphire has a high thermal conductivity at low temperatures, it is desirable to use that material rather than ZrO$_2$ for DNP experiments. In X-ray crystallography the glycerol concentration is lower since the samples have a small heat capacity and freeze rapidly.

At the moment it is not clear that there is a generally applicable approach to deal with the loss of resolution at low temperatures, but there are some tantalizing hints in spectra published by several groups involved in high frequency DNP experiments. First, in some of the initial DNP MAS protein spectra of bR photocycle intermediates recorded at ~90 K and 380 MHz/250 GHz that were published, the resolution of the retinal-Schiff peaks was ~1 ppm in $^{13}$C-$^{15}$N spectra. These results are documented in several publications [66–69] and discussed elsewhere [81] so we refer the reader to those references. However, the salient feature of bR is that it is a protein in its native “purple membrane” environment. Second, Gelis, et al. [77] demonstrated that peptides such as the factor IF-1 bound to ribosomal particles (E30S) (a 800 kDa complex) yield well resolved spectra when specifically labeled Tyr, His and Lys residues are examined in 2D $^{13}$C-$^{15}$N spectra. Again this is a system where the ribosomal particle has a structure that remains intact at low temperatures. The well resolved cross peaks from Lys, Thr and Ala residues present in $^{13}$C-$^{15}$N spectra are illustrated in Figure 8.
Finally, PI3-SH3 amyloid fibrils exhibit resolved cross peaks in $^{13}$C-$^{15}$N ZF-TEDOR [75] and the fibril structure provides a lattice for the proteins. It is worth mentioning that $^{13}$C-$^{13}$C spectra of these systems that were recorded at 380 or 400 MHz $^1$H frequencies exhibit aliphatic regions that are broadened and resemble the results from Aβ$_{1-40}$. Illustrated in Figure 9a below. In contrast, the $^{13}$C-$^{15}$N spectra are well resolved and yield important information. Thus, if the spectroscopy is confined to low frequencies, ~ 400 MHz, then it appears that the optimal resolution is available from the $^{13}$C-$^{15}$N rather than $^{13}$C-$^{13}$C spectra.

A second possible approach to increasing the resolution is to move the experiments to higher fields. This is illustrated in Figure 9 with spectra from del Amo et al. that shows spectra of Aβ$_{1-40}$ fibrils at 400, 600 and 850 MHz $^1$H frequencies and a remarkable increase in resolution with operating field. In particular, the aliphatic region which is broadened at 400 MHz is progressively more well resolved at higher fields, especially at 850 MHz. A second example illustrating this behavior is shown in Figure 10 that is the PDSD spectrum obtained from MixH needles at 600 MHz/14.1T and again shows remarkable resolution at 100 K. The broad aliphatic region between 20–70 ppm is much reduced, but much of the rest of the spectrum is resolved. This is currently the most well resolved low temperature DNP spectrum present in the literature, and it would be interesting to examine similar systems at higher and lower fields to establish the effect of $B_0$ on resolution. Finally, a third example of the field effect was recently reported in spectra of a virus particle. In particular, the 400 MHz spectra resemble those in Figure 9a but at 800 MHz they are well resolved [78]. These results suggest, but do not prove, that at low temperatures the $^{13}$C-$^{13}$C couplings in the aliphatic region assume increased homogeneous character that does not narrow with MAS, an effect discussed by Mariq and Waugh [83]. At the higher field where the chemical shift difference is larger, the flipflop terms in the Hamiltonian are truncated and the inhomogeneous character is restored and the spectra narrow with MAS. Clearly, this is an area ripe for investigation and as higher field DNP instruments become more common, additional data will permit further elucidation of these effects. In addition, the possibility of NMR spectrometers operating at 1.2–1.3 GHz $^1$H Larmor frequencies or 28.2–30.5 T is on the horizon [84], and these instruments could further improve the resolution of low temperature spectra.

5. Summary

In summary we have seen that there are now well established methods to perform biomolecular MAS DNP experiments. Perhaps the most successful approach has involved the CE together with nitroxide biradicals. Thus, using AMUPol as a polarizing agent we have achieved enhancement of 400 at 380 MHz/250 GHz and further improvements seem likely. This approach has been used to polarize a variety of biomolecular samples and will likely continue to be important in future experiments. However, in the last few years it has become clear that other mechanisms could be important for high field DNP depending on the availability of suitable polarizing agents and instrumentation. For example, the recently discovered Overhauser effect in insulating solids appears to scale favorably with $B_0$ and, with polarizing agents that exhibit larger hyperfine couplings, it could become the method of choice for high field CW experiments. In addition, the data in the literature to date appears
to indicate that DNP at higher magnetic fields will offer higher resolution due to the dispersion of chemical shifts and truncation of homogeneous couplings that are present in the spectra. Finally, it is possible to perform time domain DNP experiments and these approaches should not exhibit the field dependence displayed by CW methods like the CE or SE. However, implementing pulsed DNP methods will likely require the development of new instrumentation, namely gyroamplifiers, and new methods for time domain polarization transfer. When these become available we anticipate that pulsed DNP will become the method of choice for electron-nuclear polarization transfer.
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Highlights

- Overhauser effect exists in insulating solids and appears to scale with $B_0$
- Cross effect DNP gives an enhancement of 400 at 9 T using AMUPol biradical
- Pulsed DNP on samples dope with BDPA or nitroxide radicals gives enhancement as high as 100
Figure 1.
Molecular structures of radicals for the solid effect (a) BDPA, (b) sulfonated BDPA (SA-BDPA), (c) trityl-OX063 and (d) Gd$^{3+}$-DOTA.

(e) Energy level diagram for the Overhauser effect. The imbalance between the ZQ and DQ relaxation rates act to distribute the polarizations upon the microwave driven saturation of the EPR transition, resulting in the DNP enhancement. (f) Energy level diagram for the solid effect. Neither the ZQ or DQ relaxations are required. Instead, saturation of the ZQ or DQ transitions leads to the DNP enhancement.

$^1$H DNP enhancement Zeeman field profiles of BDPA in polystyrene are shown for (g) 9.4 T, (h) 14.1 T and (i) 18.8 T [36]. The positive enhancement due to the Overhauser effect is present at the center of each field profile and appears to scale with $B_0$. In contrast, the solid effect enhancements scales very closely to $B_0^{-2}$. At 18.8 T, the maximum enhancement of the Overhauser effect is one order of magnitude larger than that of the solid effect.
Figure 2.
(a) $^1$H and $^{13}$C DNP field profiles of TOTAPOL. (b) $^2$H DNP field profiles of TOTAPOL and trityl-OX063. For TOTAPOL, the maximum $^1$H enhancement is obtained at the DNP(+) field position, whereas for other nuclei of lower gyromagnetic ratios such as $^{13}$C and $^2$H, the maximum enhancements are at the DNP(−) field position. In both cases, the asymmetry is ~20%. For low gamma nuclei, trityl-OX03, a narrow-line radical, still satisfies the CE condition and gives higher enhancement by a factor of ~4 compared to TOTAPOL. (c) Cross effect DNP at 380 MHz/250 GHz using biradical AMUPol. The sample contains 1 M $^{13}$C, $^{15}$N-urea in 60/30/10 (volume ratio) $d_8$-glycerol/$D_2$O/$H_2$O glassy matrix doped with 10 mM AMUPol. We obtained an enhancement of 400 at 80 K. To date, AMUPol is the best biradical for CE DNP. The radical also gives significant enhancement at temperatures above 150 K. Figures (a) and (b) are from Maly et al.[48] [49].
Figure 3.
Cross effect DNP in a three-spin system consisting of two electrons $S_1, S_2$ and one nuclear spin $I$. (a) Enhancement as a function of the spinning frequency on bTBK, bCTbK and TEKPol biradicals [52]. All three radicals show a similar trend with a local minimum at $\sim 12$ kHz, and appear to increase at faster spinning. (b) Polarization of electrons during one rotor period. (c) The modulations of the energy levels during one rotor period due to anisotropic interactions including the $g$-anisotropy and the e-e dipolar coupling. (d) Nuclear polarization during one rotor period. (e) Electron-electron avoided level crossing. The dashed lines 1a and 1b indicate the flipping of the electron spins as the microwave frequency crosses one of the electron Larmor frequencies. The green dashed line 2 corresponds to the electron-electron electron avoided level crossing where the two electrons exchange their polarizations. The red dashed line 3 represents the three-spin avoided crossings at which DNP transfer occurs, as seen in the change of the nuclear polarization. Figures (b) to (e) were reproduced with slight modifications from the simulations by Mentink-Vigier et al. [30].
Figure 4.
(a) Signal quenching in homogenous frozen DNP samples induced by the paramagnetic dopants [36]. (b) $T_1$ of $^1$H appears to correlate with signal quenching effect [36]. (c) CE in the absence of microwave acts to reduce the NMR signal [54]. This effect was observed at very low temperature.
Figure 5.
(a) EPR spectrum (dashed), SE DNP (open square) and NRF DNP (solid circle) field profiles of trityl radical at 139.5 GHz [57] [58]. Note that the separation between the negative and the positive enhancements is much narrower in NRF DNP compared to the SE DNP. Observation of the positive NRF DNP in the low field side, which is in opposite of SE DNP, can be explained by its dependence on the phase of the RF field.
(b) The loss in the electron polarization as a function of $\omega_{\text{rf}}$ in DSSE. The center peak is attributed to the ENDOR effect, whereas the two satellite peaks are attributed to DSSE. The experiment was performed on polystyrene doped with perdeuterated d$_{21}$-BDPA [59] in which the hyperfine coupling is negligible. The disposition of the satellite peak is proportional to the microwave field strength.
Figure 6.
(a) Naphthalene doped with pentacene, a favorite sample for NOVEL and ISE pulsed DNP.
(b) Photoexcited triplet state of pentacene created by a laser pulse. State with $S_z = 0$ is preferably populated due to the selection rules for the intersystem crossing (ISC) process.
(c), (d) NOVEL and ISE pulse sequences on samples doped with pentacene. (e) NOVEL matching condition shows a sharp peak and a long tail at high microwave power indicative of higher order processes involving one electron and multiple nuclei [61].
Figure 7.
NOVEL experiment at 0.35 T and 300 K on a sample of protonated polystyrene doped with 2% BDPA (mass ratio). (a) The matching condition shows a maximum at $\omega_1 S = \omega_1 l \approx 15$ MHz followed by a long tail at high field strength, similar to the published data in Fig. 6e. (b) Proton NMR spectra of the sample obtained with (red, solid line) and without (blue, dashed line) pulsed DNP. The spectra were acquired using solid echo sequence. A maximum enhancement of 100 was observed.
Figure 8.
Resolved regions of a $^{15}$N–$^{13}$C correlation spectrum (NCACX) of uniformly labeled IF1 bound to E30S from Gelis, et al. [77]. Two cross-polarization transfers from $^1$H to $^{15}$N and from $^{15}$N to $^{13}$C preceded, $^{13}$C–$^{13}$C exchange via PDSD ($\tau_{\text{mix}} = 15$ ms). The top panel shows spectra from the Lys sidechains and the resolution of Ce, C and Cg $^{15}$N cross peaks. This sequence permitted observation of two-bond (N-CB) and three-bond (N-CG) intra-residue correlations (lower panel) and identification of the spin systems and their assignment. The highlighted connectivities of Thr residues and the methyl group of Ala33 can be readily distinguished.
Figure 9.
Low temperature (100 K) $^{13}$C-$^{13}$C PDSD spectra of Aβ 1–40 at (a) 9.4 T, (b) 14.1 T and (c) 20.0 T [82]. The spectra clearly show the advantage of high field which results in a progressively narrow linewidth. At 20.0 T, the spectrum at low temperature shows no compromise in linewidth compared to the one at room temperature. The linewidths of the well-resolved crosspeaks are ~0.7 ppm at 20 T. For example, the resolved Ser C$_β$ line is 160 Hz at 100 K. At 273 K it is 130 Hz.
Figure 10. 
$^{13}$C-$^{13}$C PDS spectrum of protein MixH needles at 14.1 T and 100 K [76]. Excellent linewidth of ~ 1 ppm was obtained (along the dotted trace) due to the highly ordered structure of the protein assembly. The top trace illustrates the linewidths I71 cross peaks. The one denoted with an asterisk is 1.1 ppm full width and the others are of similar width.