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SATISFIABILITY THRESHOLD FOR RANDOM REGULAR NAE-SAT

*JIAN DING, †ALLAN SLY, AND ‡NIKE SUN

ABSTRACT. We consider the random regular \(k\)-NAE-SAT problem with \(n\) variables, each appearing in exactly \(d\) clauses. For all \(k\) exceeding an absolute constant \(k_0\), we establish explicitly the satisfiability threshold \(d_* = d_*(k)\). We prove that for \(d < d_*\), the problem is satisfiable with high probability; while for \(d > d_*\), the problem is unsatisfiable with high probability. If the threshold \(d_*\) lands exactly on an integer, we show that the problem is satisfiable with probability bounded away from both zero and one. This is the first result to locate the exact satisfiability threshold in a random constraint satisfaction problem exhibiting the condensation phenomenon identified by Krzakala et al. (2007). Our proof verifies the one-step replica symmetry breaking formalism for this model. We expect our methods to be applicable to a broad range of random constraint satisfaction problems and combinatorial problems on random graphs.

1. INTRODUCTION

Given a conjunctive normal form (CNF) boolean formula (an "AND of ORS"), a \textit{not-all-equal-SAT} (NAE-SAT) solution is an assignment \(x\) of literals to variables so that both \(x\) and its negation \(\neg x\) evaluate to \textit{true} — equivalently, so that no clause evaluates its variables to all \textit{true} or all \textit{false}. A \(k\)-NAE-SAT problem is defined by a \(k\)-CNF formula, in which each clause has exactly \(k\) literals.

A major direction of research on boolean satisfiability has concerned the large-system limit for random problem instances, seeking to establish typical behavior and phase transitions. A random \(k\)-satisfiability problem is given by choosing uniformly random clause literals, then assigning variables to clauses so that the constraint structure is that of a random \(k\)-uniform hypergraph. In the relevant asymptotic scaling the clause density \(\alpha\) (clause-to-variable ratio) is of constant order, that is to say the graph is sparse. Much effort has been directed towards locating the satisfiability transition: the critical density \(\alpha_*\), where solutions cease to exist.

The (sparse) random satisfiability problems belong to a broad universality class of sparse random constraint satisfaction problems (CSPs) — which includes also the coloring and independent set problems on sparse random graphs — that has been intensively studied in theoretical computer science, statistical physics, and combinatorics. A common feature of these problems is that in a non-trivial regime below \(\alpha_*\), the number of solutions fails to concentrate about its mean, preventing standard (first and second) moment methods from locating the exact transition.

Statistical physicists ([MP85, MZK+99, MPZ02] and references therein) have described these problems via a deep but non-rigorous theory of \textit{replica symmetry breaking} (RSB) which posits a breakup of the solution space into well-separated \textit{clusters}. The non-concentration of the number of solutions below \(\alpha_*\) is understood in terms of a regime of \textit{condensation} [KMR+07, MRS08] in which most solutions are contained in a bounded number of large clusters. Inference on clusters yields an explicit prediction of the satisfiability threshold, the \textit{one-step replica symmetry breaking} (1RSB) solution, for a wide range of models including random \(k\)-SAT, coloring, and independent set. However, no such prediction has been rigorously verified in the presence of a condensation regime, with all previous bounds leaving a constant gap.
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In this paper we consider random $d$-regular $k$-NAE-SAT, in which each variable is involved in exactly $d$ clauses, and clause literals are chosen uniformly at random. We establish the following sharp satisfiability threshold, the first of its kind among this class of CSPs:

**Theorem 1.** For $k \geq k_0$ there is a threshold $d_* = d_*(k)$, given by the largest zero of the explicit function (1), such that the probability for a random $d$-regular $k$-NAE-SAT instance to be satisfiable tends to one for $d < d_*$, to zero for $d > d_*$, and stays bounded away from zero and one for $d = d_*$. 

Throughout we consider the large-system limit in which the number $n$ of variables tends to infinity while $d, k$ remain fixed. Explicitly, $d_*$ is given by the largest zero of the function

$$
*\Phi(d) = -\log(1-x) - d(1-k^{-1} - d^{-1}) \log(1-2x^k) + (d-1) \log(1-x^{k-1}),
$$

where $x = x(d)$ is the unique solution of the equation

$$
d = 1 + \left( \log \frac{1-2x}{1-x} \right) / \log \left( \frac{1-2x^{k-1}}{1-x^{k-1}} \right),$$

on the interval $\frac{1}{2} - 2^{-k} \leq x \leq \frac{1}{2}$. 

Furthermore, $d_*$ is the unique zero of $*\Phi$ on the interval $(2^{k-1} - 2) k \log 2 \leq d \leq 2^{k-1} k \log 2$.

It is possible for the root $d_*$ to be integer-valued, though we have no reason to believe that this ever occurs. Nevertheless, we address this hypothetical possibility by showing that if $d = d_*$, then the probability for the $k$-NAE-SAT instance to be satisfiable is asymptotically bounded away from both zero and one. This gives a full characterization of the satisfiability transition in this problem.

The threshold $d_*$ has been predicted before using 1RSB methods [CNRZ03, DRZ08], and arises from solving survey propagation recursions, a special case of the 1RSB cavity recursions — for further background we refer the reader to [MPZ02, AGK04, BZ04, BMZ05, MMW07, MM09]. The main challenge overcome in this paper is the non-concentration of the number of solutions occurring before the satisfiability transition. Our approach is based on the 1RSB intuition that while the number of solutions is not well concentrated, the number of clusters is. Indeed, a key innovation in our proof is to rigorously establish a simple combinatorial description of clusters, with which we show the necessary concentration to locate the exact threshold $d_*$. Our method of proof thus gives rigorous validation of the 1RSB heuristics for this problem.

We believe that the methods developed in this paper are flexible to the model specification, and offer a robust new approach to establishing exact thresholds for other problems within this class of sparse random CSPs. Indeed, in a companion paper [DSS13] we consider the maximum independent set (MAX-IND-SET) problem on random regular graphs, and apply similar methods to determine the explicit MAX-IND-SET threshold, and furthermore show tight concentration of the maximum independent set size about the threshold value.

Previous work has identified sharp satisfiability transitions in models not exhibiting condensation. The 2-SAT transition can be identified by a branching process argument [CR92, Goe96, FdJ01], and even the finite-size scaling has been characterized [BBC01]. The satisfiability transitions in the 1-in-$k$-SAT [ACTM01] and XOR-SAT [MRTZ03, PS12] problems have also been exactly determined. See [MM09] for more detailed discussions. The study of random $k$-satisfiability problems has focused on the Erdős–Rényi version, where variables are included in clauses independently at random. For random $k$-CNF formulas with $k \geq 3$, successively improving bounds on the location of the satisfiability transition have been proved ([KIKS98, AP04, CP13, Coj14] for random $k$-SAT, and [AM06, CZ12, CP12] for random $k$-NAE-SAT); in each case a gap remains to be closed.

After we announced this result, A. Coja-Oghlan posted a paper [Coj13] on a different symmetrization of regular $k$-SAT in which a 2-clause joins each consecutive pair of variables, forcing them to take opposite literals. While not establishing a satisfiability threshold, he establishes a 1RSB-type formula for the existence of solutions that satisfy all but $O(n)$ clauses, via an approach of modeling clusters which is similar to ours. In subsequent work [Coj14] he demonstrated how to apply the method to establish an improved bound on the threshold for random $k$-SAT, but removing the gap to establish an exact threshold remains an open problem.
In the remainder of this introductory section, we review the concept of RSB and explain why it obstructs standard approaches for locating thresholds, then present a brief overview of our solution. A more detailed overview is available in conference proceedings [DSS14].

1.1. Moments and non-concentration. Throughout we let $G_{n,d,k}$ denote a uniformly random $d$-regular $k$-NAE-SAT problem instance, on $n$ boolean variables constrained by $m$ clauses where $nd = mk$ (see §2.1 for the formal definition). A natural approach to locating the satisfiability transition is via the (first and second) moment method, as follows. Let $Z = Z_n$ count the number of solutions for the random NAE-SAT instance $G_{n,d,k}$. The probability of satisfiability is upper bounded by Markov’s inequality, $\mathbb{P}(Z > 0) \leq \mathbb{E}Z$. Given any fixed $z \in \{0,1\}^m$, each clause has probability $2/2^k$ to evaluate its $k$ variables to all 0 or all 1, thereby invalidating the solution; otherwise the clause is satisfied. The clauses are satisfied independently of one another, thus

$$\mathbb{E}Z = 2^n(1 - 2/2^k)^m = \exp\{n\Phi(d)\}$$

with $\Phi(d) = \log 2 + (d/k) \log(1 - 2/2^k)$.

(2)

For fixed $k$ the rate function $\Phi$ is clearly decreasing in $d$, with unique zero at

$$d_0 = \frac{k \log 2}{-\log(1 - 2/2^k)} = \left[2^{k-1} - 1/2 - (6 \cdot 2^k)^{-1} - O(4^{-k})\right]k \log 2 \leq 2^{k-1}k \log 2 \equiv \text{dabd}$$

(3)

Above $d_0$ the first moment $\mathbb{E}Z$ is exponentially small in $n$, so the random NAE-SAT instance is unsatisfiable with high probability (with probability tending to one as $n \to \infty$).

On the other hand, the probability to be satisfiable can be lower bounded by the Cauchy–Schwarz inequality, $(\mathbb{E}Z^2) \leq \mathbb{P}(Z > 0)\mathbb{E}[Z^2]$. If the second moment remains within a bounded factor of the first moment squared as $n \to \infty$, then $Z > 0$ with positive probability (with probability bounded uniformly away from zero in the limit $n \to \infty$). We show that

Proposition 1.1. For $k \geq k_0$ and $d \leq d_{\text{abd}} \equiv (2^{k-1} - 2)k \log 2$, the number $Z$ of NAE-SAT solutions on $G_{n,d,k}$ satisfies $\mathbb{E}[Z^2] \leq (\mathbb{E}Z)^2$, implying that the problem is satisfiable with positive probability.

(We write $f \leq_k g$ to indicate $\limsup_{n \to \infty} f/g \leq C_k$ for a constant $C_k$ depending only on $k$. If $f \leq_k g$ and $g \leq_k f$ then we write $f \approx_k g$. We drop the subscript $k$ to indicate that the constant can be chosen uniformly over all $k \geq k_0$.) Propn. 1.1 is entirely analogous to the second moment estimates of [AM06] for the Erdős–Rényi version of random NAE-SAT.

1.2. Non-concentration due to clustering. The above shows that if the threshold $d_*$ exists, then it must lie between $d_{\text{abd}}$ and $d_0 \leq d_{\text{abd}}$. However, the basic moment approach cannot locate the exact satisfiability transition: there is a non-trivial regime $d \leq d_0$ in which the first moment of $Z$ is exponentially large, but the second moment is exponentially larger than the first moment squared, yielding no conclusions about the typical behavior of $Z$.

We will now review a heuristic explanation for the failure of the second moment. We refer also to detailed discussions in prior work on satisfiability lower bounds [AM06, AP04]. Observe that, due to the sparsity of the graph, a typical NAE-SAT solution will have a non-negligible fraction of “free” variables, whose states can be flipped without violating any clauses. Indeed, suppose variable $v$ is incident to clause $a$: if the other $k - 1$ variables incident to $a$ have the same evaluation (which occurs with probability roughly $4/2^k$), then $v$ will be forced to a particular literal to satisfy $a$; otherwise, $a$ is satisfied regardless of the literal on $v$. The probability that $v$ can be flipped without violating any of its $d$ neighboring clauses is then

$$\varepsilon \approx \frac{(1 - 4/2^k)^d}{2(1 - 4/2^k)^d - (1 - 4/2^k)^d},$$

(4)

where the denominator accounts for the fact that we have conditioned on a valid solution, so different clauses cannot force the variable to conflicting literals. Let us emphasize again that this discussion is only meant as a heuristic guide; in particular, the calculation incorrectly assumes that
neighboring variables are roughly independent, when in fact the model has long-range correlations.) Thus the existence of a single solution implies the existence of a cluster of at least $2^{nc}$ nearby solutions, related by flips on the free variables, where $c$ is a positive constant depending on $k$ and $d$. Observe moreover that $\epsilon$ remains positive (at least on the order of $2^{-k}$) up to and beyond the first moment threshold, and consequently $c$ can be chosen uniformly over $d < d_c$. Thus there is a regime $d < d_c$ where

$$E[Z^2] \geq 2^{nc} EZ \gg (EZ)^2$$

that is, the amount of non-rigidity in a typical solution overcomes the total expected number of solutions, causing the second moment method to fail.

Statistical physicists have developed a sophisticated but non-rigorous theory which explains how this non-concentration fits within a more comprehensive picture. We briefly summarize here the (conjectural) phase diagram of a CSP, referring the reader to [KMR'07, MRS08] for the details. For small $d$, almost all of the solution space belongs to a single well-connected cluster. As $d$ surpasses a certain clustering threshold $d^*$, the solution space undergoes an abrupt structural transition: for $d > d^*$, most of the mass in the solution space becomes divided into exponentially many well-separated clusters, each contributing an exponentially small fraction of the total mass. This geometry persists up to a further (conjectured) condensation transition $d_c^*$, above which most of the solution space becomes concentrated within a bounded number of large clusters. In the non-trivial regime between the condensation and satisfiability transitions, the within-cluster correlation dominates the moment calculation, causing the failure of the second moment method. In a sense this issue characterizes this class of CSPs.

1.3. Combinatorial representation of clusters. Given a random NAE-SAT instance, define a graph on the solution space by putting an edge between any two solutions differing in a single variable. Each connected component of this graph constitutes a cluster. Note that changing the state of a free variable can potentially free some of its neighboring variables, so the path joining two solutions in the same cluster may be complicated. Nevertheless, we have the following simple combinatorial description of clusters:

**Definition 1.2** (frozen model). On a given NAE-SAT instance, a frozen configuration is a vector $\eta \in \{0, 1, \overline{x}\}^V$ satisfying the following properties:

(i) No clause is invalidated by having $k$ variables evaluating to all 0 or all 1 ($\overline{x}$ evaluates to $\overline{x}$, so a clause involving any $x$-variables is automatically satisfied);

(ii) Variables take value 0 or 1 if and only if forced to do so, that is, $\eta_v$ takes value $x \in \{0, 1\}$ if and only if setting $\eta_v = \overline{x}$ invalidates a clause.

Variables with spin $\overline{x}$ are free while the rest are rigid or forced.

We claim that frozen configurations effectively encode NAE-SAT solution clusters. Indeed, the following coarsening algorithm projects clusters to frozen configurations:

**Definition 1.3** (coarsening algorithm). Starting from a valid NAE-SAT solution, whenever a 0/1 variable is seen to be unforced (that is, can be flipped without invalidating any clause), change its state to $\overline{x}$. Iterate until no more variables can be set to $\overline{x}$.

Natural analogues of this procedure can be defined for many CSPs of interest. Coarsening was originally introduced in the context of the coloring model, where it was called whitening [Paa02]. We refer to [MMW07] for a study of the combinatorics of the coarsening procedure.

In the regime $d^* \leq d \leq d_{ubd}$, we see from (4) that the density of variables which are already free in the initial NAE-SAT solution is very low, on the order of $2^{-k}$. Setting a variable to free can cause more of its neighbors to become free, so in principle the coarsening algorithm may terminate in the configuration of all frees (which clearly does satisfy the conditions for a frozen configuration). However, the following heuristic calculation suggests that this propagation of frees
will be extremely subcritical: suppose variables $u$ and $v$ are joined through clause $a$. Freeing $u$ can change the state of $v$ from forced to free only if (i) the other $k-2$ variables in $a$ have the same evaluation, which has probability $8/2^k$; and (ii) $v$ is not forced by any of its neighboring clauses other than $a$, which also has probability around $2^{-k}$ (roughly, (4) with $d-1$ in place of $d$). Altogether this has probability $\leq 4^{-k}$, while each variable has $d(k-1) \ll 4^k$ neighboring variables: thus the free propagates through the graph in the manner of a subcritical branching process. Based on this intuition we prove

**Proposition 1.4.** In the regime $d_{bd} \leq d \leq d_{abd}$, with high probability the coarsening algorithm projects all NAE-SAT solutions to frozen configurations with density of frees $\leq 7/2^k$.

In reverse, if we start from a frozen configuration and try to recover a valid NAE-SAT solution, setting a free variable to 0 or 1 can force the states of neighboring variables, and cycles in the graph can create conflicts making it impossible to recover any solution. However, a simple argument shows that a valid NAE-SAT solution can be recovered as long as each connected component in this propagation contains at most one cycle. But by the same token as above, if the initial density of frees in the frozen configuration is sufficiently low, then the propagation of this effect is subcritical. As a result

**Proposition 1.5.** Conditioned on the event that there exist frozen configurations with density of frees $\leq 7/2^k$, with high probability there also exist NAE-SAT solutions.

1.4. **Sharp threshold for clusters.** In view of Propns. 1.4 and 1.5, Thm. 1 will follow by establishing a sharp threshold $d_*$ for positivity of the “cluster partition function”

$$Z = Z_n = \text{number of frozen configurations on } \mathcal{G}_{n,d,k} \text{ with density of frees } \leq 7/2^k. \quad (6)$$

The sharp threshold for $Z$, which comprises the majority of our proof, is proved via the moment method followed by a variance reduction argument. The principle is that the frozen model does not suffer the non-rigidity (5) present in the original model, and consequently its partition function $Z$ can be expected to have good concentration. Guided by this intuition, in §3-5 we prove

**Theorem 2.** For $k \geq k_0$, $d_{bd} \leq d \leq d_{abd}$, and $^*\Phi = ^*\Phi(d)$ as in (1),

$$EZ = \exp\{n^*\Phi\} \quad \text{and} \quad E[Z^2] \leq_k (EZ)^2 + EZ.$$

The proof of Thm. 2 comprises a large portion of the present paper. The first moment $EZ$ is calculated in §3. We refer to [MS08] for prior work upper bounding $EZ$ in random (Erdős-Rényi) 3-SAT, where the definition of $Z$ differs but is closely analogous. In this work, in order to obtain the precise asymptotic order of $EZ$, we identify the exact local neighborhood profile that gives the maximal contribution to the expectation. This is done by a Bethe variational principle which relates stationary points of the rate function to fixed points of certain tree recursions. A major technical difficulty is the high dimensionality of the maximization problem, and the possibility of multiple stationary points which must be ruled out. This is done by delicate a priori estimates which allow us to reduce the dimensionality by certain symmetry conditions.

The second moment can be understood in the same framework by regarding it as the first moment of the pair model: on a given NAE-SAT instance, a valid pair configuration is a pair $(\vec{y}^1, \vec{y}^2)$ where each $\vec{y}^i$ is a valid frozen configuration for the same underlying instance. The dimensionality is substantially increased in the pair model compared with the original (single-copy) model, so the analysis becomes more difficult. We show in §4 that the dominant contribution comes from two local maximizers: one corresponding to pairs whose overlap distribution looks like product measure, and the other corresponding to perfectly correlated pairs — in each case, with marginals given by the first moment maximizer. The results of §3 and 4 control the moments up to polynomial prefactors, which are determined in §5 by establishing negative-definiteness of the Hessians for the first- and second-moment rate functions at their maximizers.
Recall $(\mathbb{E}Z)^2/\mathbb{E}[Z^2] \leq \mathbb{P}(Z > 0) \leq \mathbb{E}Z$. It follows from Thm. 2 (with Props. 1.4 and 1.5) that for $d > d_\ast$, the NAE-SAT instance $G_{n,d,k}$ is with high probability unsatisfiable, while for $d \leq d_\ast$, it is satisfiable with positive probability. For $d$ strictly below $d_\ast$, we improve the latter statement from positive probability to high probability to establish the sharp transition:

**Theorem 3.** For $k \geq k_0$ and $d_{bd} \leq d < d_\ast$, the cluster partition function $Z$ is positive with high probability. For $d \leq d_{bd}$ the original NAE-SAT partition function $Z$ is positive with high probability.

Thm. 3 is proved in §6 by a variance reduction argument. The variance issue arises commonly in applications of the moment method, and is most often dealt with by a somewhat standard machinery known as the subgraph conditioning method ([RW92, RW94]; see also [JLR00, W099]) which "explains" the variance in terms of the short cycles in the graph. However, applying this method is technically demanding, though we refer to [GSV14] for recent advances on this front. It seems to us potentially intractable in our models due to the dimensionality of the problem.

We develop instead a novel approach of taking a certain log-transform of the partition function, and bounding the incremental fluctuations of its Doob martingale with respect to the edge-revealing filtration; each increment amounts to the effect of adding a clause. We control the variance by discrete Fourier analysis applied on the spins at the boundary of a large local neighborhood of the added clause, and we show that the main contribution comes from the degree-two Fourier coefficients which correspond to the formation of short cycles in the graph. We expect this approach to be applicable within a broad range of models.

**Acknowledgements.** We are grateful to Amir Dembo, Elchanan Mossel, Andrea Montanari, David Wilson, and Lenka Zdeborová for helpful conversations. We thank the anonymous referee for helpful comments on the manuscript.

### 2. Satisfying Assignments

#### 2.1. Preliminaries

The constraint structure of a $d$-regular $k$-NAE-SAT problem corresponds to a $d$-regular $k$-uniform hypergraph — equivalently, a $(d,k)$-regular bipartite graph $G = (V,F,E)$, where $(V,F)$ gives the bipartition of the vertex set into $n$ variables $V$ (each degree $d$) and $m$ clauses $F$ (each degree $k$), and $E$ is the set of edges joining clauses to variables, with $|E| = nd = mk$ (Fig. 1). Multi-edges are permitted, i.e. a clause may include the same variable more than once.

![Figure 1. $(d,k)$-regular bipartite factor graph](image)

Write 0 \equiv TRUE, 1 \equiv FALSE, and \neg x \equiv x \oplus 1. A variable assignment is a vector $x \in \{0,1\}^V$, and a literal assignment is a vector $L = \{0,1\}^E$. Use $\partial a = (v_1, \ldots, v_k)$ to denote the $k$ variables adjacent to clause $a$, with repetition if the graph has multi-edges. More generally, for any subset $U$ of $V \cup F$, we use $\partial U$ to denote the external boundary of $U$, that is to say, the vertices in $(V \cup F) \backslash U$ which are neighboring to $U$. For a variable $v \in V$ participating in a clause $a \in F$, the value of $v$ is $x_v$, while the evaluation of $v$ in $a$ is $L_a \oplus x_v$. Let $(Lx)_a \equiv (L_a \oplus x_v)_{v \in \partial a} \in \{0,1\}^k$ denote the vector of evaluations for the variables incident to $a$; the evaluation of $x$ by clause $a$ is the boolean OR of this vector. The assignment $x$ is SAT if all clauses evaluate to TRUE, and is NAE-SAT if both $x$ and its negation $\neg x$ are SAT.
To generate a random problem instance, sample \( G \) according to the usual “configuration model”: starting with \( V \cup F \) as a collection of \( n + m \) isolated vertices, equip each \( v \in V \) with \( d \) half-edges, and each \( a \in F \) with \( k \) half-edges. The edge set \( E \) is given by a uniformly random matching between clause and variable half-edges. (Equivalently, take a uniformly random permutation \( \pi \) on \([nd]\), and for each \( 1 \leq i \leq nd \) put an edge between variable \([i/d]\) and clause \([\pi(i)/k]\).) Each edge \( e \in E \) is equipped with an independent random literal \( L_e \), 0 or 1 with equal probability. The resulting random graph \( G_{n,d,k} \) constitutes a random \( d \)-regular \( k \)-NAE-SAT problem instance.

For non-negative functions \( f(k,d,n) \) and \( g(k,d,n) \) we shall use any of the equivalent notations \( f = O_k(g), f = \Omega_k(f), f = \omega_k(f), g = \Omega_k(f), g = \omega_k(f) \) to indicate \( f \leq C(k)g \) for a finite constant \( C(k) \) depending on \( k \) but not on \( d,n \). (In this paper, if \( f \leq C(k,d)g \) then \( f \leq C(k)g \) simply by taking the maximum of \( C(k,d) \) over the finitely many integers \( d \leq d_{\text{ubd}}(k) \).) We drop the subscript \( k \) to indicate when we can take the same constant \( C(k) \equiv C \) for all \( k \geq k_0 \).

2.2. Satisfiability below critical regime. We now prove Propn. 1.1 by applying the second moment method to the NAE-SAT partition function. The analysis here is similar to that of [A\cite{A10}], but due to the slightly different combinatorics of the random regular model we are not able to directly apply their result. We begin by fixing some notation. For any measures \( p,q \) defined on a discrete space \( \mathcal{S} \) we denote the entropy by \( H(p) \), and the relative entropy by \( H(q|p) \):

\[
H(p) = - \sum_{x \in \mathcal{S}} p(x) \log p(x), \quad H(q|p) = \sum_{x \in \mathcal{S}} q(x) \log \frac{q(x)}{p(x)}.
\]

If \( p,q \) are measures on the binary set \( \{0,1\} \) then we may abuse notation and represent the measures \( p,q \) by the scalars \( x = p(1), y = q(1) \):

\[
H(x) = -x \log x - (1-x) \log (1-x), \quad H(y|x) = y \log \frac{y}{x} + (1-y) \log \frac{1-y}{1-x}.
\]

Write \( \binom{n}{j} p^j (1-p)^{n-j} \).

Proof of Propn. 1.1. Assume throughout that \( d \leq d_{\text{ubd}} \). By definition, \( \mathbb{E}[Z^2] \) is the sum over pairs \( x^1, x^2 \in \{0,1\}^V \) of the probability that both \( x^1 \) are valid NAE-SAT solutions. By symmetry, the sum over \( x^2 \) is the same for all \( x^1 \); further, conditioned on \( x^1 \) being a valid solution, the probability that \( x^2 \) is also valid depends only on the number \( n_\alpha \) of vertices in which the \( x^1 \) agree. Therefore

\[
\mathbb{E}[Z^2] = (\mathbb{E}Z) \sum_{\alpha} \binom{n}{n_\alpha} \sum_\gamma p_\gamma (1-\theta)^{m_\gamma}
\]

where \( \theta \equiv 2/(2^k - 2) \), and \( p_\gamma \) is the probability, given vectors \( x^1, x^2 \in \{0,1\}^V \) which agree in \( n_\alpha \) coordinates, that there are exactly \( m_\gamma \) clauses \( a \in F \) for which \( (x^1 \oplus x^2) \delta_a \) is not identically 0 or identically 1. Let \( D_1, \ldots, D_n \) be i.i.d. \text{Bin}(k, \alpha) \) random variables: then

\[
p_\gamma = \mathbb{P}(\sum_{a=1}^n 1\{D_a = \{0, k\}\} = m_\gamma | \sum_{a=1}^n D_a = m, \alpha \in \mathbb{R}) = \binom{m}{m_\gamma} \cdot \exp \{-m \mathbb{H}(\gamma | \alpha)\} \mathbb{H}(\gamma | \alpha).
\]

where \( \gamma = 1 - \alpha^k - (1 - \alpha)^k \). Thus we conclude

\[
\mathbb{E}[Z^2] \leq \mathbb{E}Z \sum_{\alpha} \mathbb{H}(\gamma | \alpha) \exp \left\{ n \sup_{\gamma} a(\alpha, \gamma) \right\}
\]

with \( a(\alpha, \gamma) \equiv H(\alpha) + (d/k) [-H(\gamma | \alpha) + \gamma \log(1 - \theta)] \).

For fixed \( \alpha, a \) is strictly concave in \( \gamma \) with second derivative \(-[\gamma(1-\gamma)]^{-1} \leq -4 \), and is uniquely maximized at \( \gamma^*(\alpha) = \gamma_0 (1 - \theta)/(1 - \theta \gamma_0) \) with optimal value

\[
\mathbb{E}(\alpha) = H(\alpha) + (d/k) \log(1 - \gamma_0 \theta)
\]

\[
= (d/k) \log(1 - \theta) + H(\alpha) + (d/k) \log(1 + \frac{\theta}{1 - \theta}[\alpha^k + (1 - \alpha)^k]).
\]
The function $\bar{a}$ is symmetric in $\alpha$ with $\bar{a}(1/2) = \Phi$, the first-moment exponent of (2). We now show that $\alpha = 1/2$ is the global maximizer for $d \leq d_{\text{bd}}$. Since $\bar{a}(\alpha) - \Phi$ is nondecreasing in $d$, it suffices to show this for $d = d_{\text{bd}}$. Since $(d/k)[\vartheta/(1 - \vartheta)] = \log 2$ for $d = d_{\text{bd}}$ we find

$$\bar{a}(\alpha) - \Phi \leq H(\alpha) + [(-1 + \alpha^k + (1 - \alpha)^k - 2/2^k)] \log 2 + O(8^{-k}).$$

It is straightforward to calculate that for $k^{-1}(\log k)^2 \leq \alpha \leq 1 - k^{-1}(\log k)^2$,

$$(\bar{a})''(\alpha) = H''(\alpha) + O(k^{-7/(\log k)^2}) < -3,
$$

so clearly $\alpha = 1/2$ is the unique maximizer on this interval. For $0 \leq \alpha \leq 1/2$, $H(\alpha)$ is increasing while $\alpha^k + (1 - \alpha)^k$ is decreasing, and we use this to bound

$$\sup \{\bar{a}(\alpha) - \Phi : k^{-3/2} \leq \alpha \leq k^{-4/5}\} \leq O(k^{-4/5} \log k) - k^{-1/2} \log 2 < 0.$$

For $\alpha \leq k^{-3/2}$, we have $(1 - \alpha)^k = 1 - k\alpha + O(k^{1/2} \alpha)$, therefore

$$\sup \{\bar{a}(\alpha) - \Phi : 2^{-3k/4} \leq \alpha \leq k^{-3/2}\} \leq \alpha(3k/4) \log 2 - \alpha k \log 2 + O(k^{1/2} \alpha) < 0.$$

Lastly, recalling $H(\alpha) + x \log c \leq \log(1 + c) \leq c$ gives

$$\sup \{\bar{a}(\alpha) - \Phi : \alpha \leq 2^{-3k/4}\} \leq -(2/2^k) \log 2 + O(k^2/2^{3k/2}) + \sup_{0 \leq \gamma \leq 2^{-3k/4}} [H(\alpha) - \alpha \log 2]
\leq 2^{-k}[1 - \log 2] + O(k^2/2^{3k/2}) < 0.$$

Therefore $\alpha$ is uniquely maximized at $(\alpha^*, \gamma^*(\alpha^*)) = (1/2, 1 - \vartheta)$ with maximal value $\Phi$, which proves $\mathbb{E}[Z^2] \leq n^{O(1)}(\mathbb{E}Z)^2$.

To remove the polynomial factor we give a more precise calculation of the probabilities $p^*_j$ of (7). Let $D_1, \ldots, D_m$ be i.i.d. $\text{Bin}(k, \alpha)$ as before, and for $0 \leq j < k$ let $p_j(\alpha) \equiv (1 - \vartheta)^{1/[j^{1/2}(k-\vartheta)/k]} \bin_{k, \alpha}(j)$. Then, since $\bar{a}(\alpha)$ is uniquely maximized at $\alpha = 1/2$,

$$\mathbb{E}[Z^2]/(\mathbb{E}Z)^2 = o(1) + \sum_{n \geq k \geq 1/3} \left(\sum_{\nu \geq k \geq 1/4} \frac{1}{\mathbb{E}Z} \log[n \sup_{\alpha \geq 1/2} \frac{\mathbb{E}[Z^2]/(\mathbb{E}Z)^2}{\mathbb{E}Z}]$$

where the inner sum is taken over probability measures $\nu$ on $\{0, \ldots, k\}$ such that $m\nu$ is integer-valued. By Stirling’s approximation,

$$\mathbb{E}[Z^2]/(\mathbb{E}Z)^2 = o(1) + \sum_{n \geq k \geq 1/4} \exp[n \mathbb{E}[Z^2]/(\mathbb{E}Z)^2],$$

where $b(\alpha, \nu) \equiv H(\alpha) - (d/k) \sum \nu_j \log[n \sup_{\alpha \geq 1/2} \frac{\nu}{\mathbb{E}Z}]$, and the correction term $\mathcal{C}(\alpha, \nu)$ is $n^{O(1)}$ in general, and is $\approx_{\nu} n^{k-1/2}$ for $\nu$ satisfying $\max \nu_j / \nu_j \leq_k 1$. It is easily seen that this is indeed satisfied by arg max $\nu_j b(\alpha, \nu)$ for $1/4 \leq \alpha \leq 3/4$, so it follows using the strict concavity of $b$ that

$$\mathbb{E}[Z^2]/(\mathbb{E}Z)^2 = o(1) + O(k(1) \sum_{n \geq k \geq 1/4} \exp[n \sup_{\alpha \geq 1/2} \frac{\nu}{\mathbb{E}Z}]^{1/2}.$$
Definition 2.1. Given \( n \in \{0,1,\xi\}^V \), a clause–variable edge \((av)\) is said to be \( n \)-forcing (or simply \( n \)-forcing if \( n \) is unambiguous) if \( n_{av} \in \{0,1\}^k \) with \( L_{av} \Theta n_v = -L_{av} \Theta n_w \) for all \( w \in \partial a \setminus \{v\} \). We also say that \( a \) is \( n \)-forcing and \( v \) \( n \)-forced; note each clause can have at most one \( n \)-forcing edge.\(^1\) Given \( n_{av} \in \{0,1\}^k \), of the \( 2^k - 2 \) valid configurations of \( L_v \) there are exactly two which are \((av)\) forcing for each \( 1 \leq i \leq k \), with the remaining \( 2^k - 2 - 2k \) configurations not forcing to any \( u_i \). A variable which is not \( n \)-forced is said to be \( n \)-free.

Coarsening algorithm.

Set \( n^0 = \xi \). For \( t \geq 0 \), if there exists \( v \in V \) which has \( n^t \neq \xi \) but which is not \( n^t \)-forced, then take the first such \( v \) and set \( n^{t+1} = \xi \). Set \( n_{av} = n^{t+1} \) for all \( w \neq v \).

Iterate until the first time \( t \) that no such vertex \( v \) remains.

Denote the terminal configuration \( n = n(x) = n^t \).\(^3\) Let \( Z_{\geq n_{av}} \) denote the contribution to \( Z \) from assignments \( x \in \{0,1\}^V \) such that the coarsened configuration \( n(x) \in \{0,1,\xi\}^V \) has more than \( n_{av} \) free variables.

Proposition 2.2. In regime (9), \( \mathbb{E}Z_{\geq n_{av}} \) is exponentially small in \( n \) for \( \beta = 7/2^k \).

Proof. By symmetry, \( \mathbb{E}Z_{\geq n_{av}} = \mathbb{E}Z_{\geq n_{av}} \) where \( f_{n_{av}} \) denotes the probability, conditioned on \( x = 0 \) being a valid NAE-SAT solution, that its coarsening \( n \) has at least \( n_{av} \) free variables.

We simulate the coarsening algorithm as follows: of the \( nd \) half-edges incident to variables, choose \( e_1, \ldots, e_m \) uniformly at random (with random ordering) to be potentially forcing. Edge \( e_a \) corresponds to clause \( a \), though here the clauses are not explicitly formed. Conditioned on \( x \) being a valid solution, each clause independently has probability \( \vartheta = 2k/(2^k - 2) \) to be \( x \)-forcing (cf. Defn. 2.1): therefore set each \( e_a \) to be initially forcing with probability \( \vartheta \), independently over \( a \). Then, for each \( t \geq 0 \), if there exists \( v \in V \) which is incident to no (remaining) initially forcing half-edge, then take the first such \( v \) and

(i) Delete all \( d_{av} \) remaining potentially forcing half-edges incident to \( v \); and
(ii) Delete the first \( d_{av} \) potentially forcing half-edges among all those remaining.

The interpretation is that the coarsening algorithm sets \( v \) to be a free variable at stage \( t \). Thus the \( d_{av} \) clauses incident to \( v \) and potentially forcing to other variables can no longer be forcing, so we remove these clauses from consideration (step (ii)).\(^4\)

Say a variable \( v \) is \( t \)-free if it has no initially forcing half-edges remaining after \( nt \) iterations of the above procedure. Since initially forcing edges are deleted in order, \( v \) must avoid the set \( E_t \) of initially forcing edges \( e_a \) with index \( a > nt \). If there are \( \geq nt \) free variables in the coarsened configuration \( n \), then the above process must survive at least \( nt \) iterations. The law of \( |E_t| \) is Bin\((m - ndt, \vartheta)\), so (by a union bound)

\[
f_{nt} \leq \binom{n}{nt} \mathbb{E}[\binom{nd(1-t)}{|E_t|}] \leq \binom{n}{nt} \mathbb{E}[|E_t|] = n^{O(1)} \exp[nH(t) + d(k^{-1} - t) \log(1 - \vartheta t)].
\]

If \( t = C/2^k \) with \( C = 1 \) then \( f_{nt} \leq n^{O(1)} \exp[n(C/2^k)[1 - \log C + O(k^2/2^k)]] \). Then recalling (9) we have \( \mathbb{E}Z_{\geq nt} \leq e^{n\theta} f_{nt} \) exponentially small in \( n \) for \( C = 7 \). \( \square \)

Definition 2.3. We say \( n \in \{0,1,\xi\}^V \) is a 0/1/\( \xi \) frozen model configuration on \((G, L)\) if

(a) No clause \( a \in F \) is unsatisfied (meaning \( n_{av} \in \{0,1\}^k \) with \((L_v)_{av} \) identically 0 or 1);

\(^1\)Recall that \( a \) indicates the neighbors of \( a \) with multiplicity; for example, if \( a = (v,w,v,w) \) with \( n_v = n_w \) and \( L_v = (0)^4 \), the clause is not considered \( n \)-forcing.

\(^2\)First with respect to the ordering on \( V = [n] \). This choice is useful for the analysis of the coarsening algorithm, but in fact the terminal configuration does not depend on the order in which variables are set to free.

\(^3\)We could define a cluster of NAE-SAT solutions to be the pre-image of any \( n \) under the coarsening algorithm.

\(^4\)Step (i) does not delete any initially forcing half-edges, but step (ii) can.
(b) Each variable \( v \in V \) has \( \eta_v \neq \ell \) if and only if there is a clause \( \alpha \in \partial v \) with \( \eta_{w_\alpha} \in \{0, 1\}^k \) and 
\[ L_{w_\alpha} \oplus \eta_v = -L_{w_\alpha} \oplus \eta_w \] for all \( w \in \partial (v) \) (cf. Defn. 2.1).

Some of our computations are simplified by working with the image of the \( 0/1/\ell \) frozen model under the projection \( \{0, 1\} \mapsto r \), hereafter \( r/\ell \) frozen model.

Let \( Z_{n, \beta} \) denote the frozen model partition function on \((G, L)\) restricted to configurations with exactly \( n \beta \ell \)-vertices. In view of Propn. 2.2, in regime (9) we hereafter restrict all consideration to the truncated \( 0/1/\ell \) frozen model partition function
\[ Z = \sum_{t \leq \beta_{\text{max}}} Z_{n, t}, \quad \beta_{\text{max}} \equiv 7/2^k. \tag{10} \]

We will show in §7 that restricted frozen model solutions indeed correspond to true NAE-solutions.\(^5\)

3. First moment of frozen model

In this section we identify the leading exponential order \( \Phi = \lim_{n \to \infty} n^{-1} \log E Z \) of the first moment of the (truncated) frozen model partition function (10). The random \((d, k)\)-regular bipartite factor graph \( G = G_{n, d, k} \) converges locally weakly (in the sense of \([BS01, AL07]\)) to the infinite \((d, k)\)-regular tree \( T_{d,k} \) — the infinite tree with levels indexed by \( \mathbb{Z}_{\geq 0} \) such that all vertices at even integer levels are of degree \( d \) (variables) and all vertices at odd integer levels are of degree \( k \) (clauses). Our calculation is based on a variational principle which relates the exponent \( \Phi \) to a certain class of Gibbs measures for the frozen model on \( T_{d,k} \) which are characterized by fixed-point recursions. In fact the recursions can have multiple solutions, and much of the work goes into identifying (via \textit{a priori} estimates) the unique fixed point which gives rise to \( \Phi \). We begin by introducing the Gibbs measures which will be relevant for the variational principle.

3.1. Frozen model tree recursions. We shall specify a Gibbs measure \( \nu \) on \( T_{d,k} \) by defining a consistent family of finite-dimensional distributions \( \nu_U \) on finite subtrees \( U \subseteq T_{d,k} \). A typical manner of specifying \( \nu_U \) is to specify a "boundary law" for the configuration on \( \partial U \), and then to define \( \nu_U \) as an appropriate finite-volume Gibbs measure on \( U \) conditioned on the \( \partial U \)-configuration. The family \( (\nu_U) \) is consistent if \( \nu_S \) is a marginal \( \nu_U \) whenever \( S \subseteq U \).

In our setting some difficulty is imposed by the fact that the frozen model is not a factor model (or Markov random field) in the conventional sense that \( \eta|_A \) and \( \eta|_B \) are conditionally independent given the configuration \( \eta|_C \) on any subset \( C \) separating \( A \) from \( B \) — in particular, given the variable spins at level \( 2t \) of \( T_{d,k} \), whether a variable at level \( 2(t + 1) \) is permitted to take spin \( \ell \) depends on whether its neighboring \( 0 \)'s and \( 1 \)'s in level \( 2t \) are forced by clauses in level \( 2t + 1 \).

We shall instead specify Gibbs measures for the frozen model via a message-passing system, as follows. First sample uniformly random literals \( L \) on the edges of the tree. Given the literals, each variable \( v \) will send a message \( \sigma_{v \to a} \) to each neighboring clause \( a \in \partial v \) which represents the "state of \( v \) ignoring \( a \)", and will receive in return a message \( \sigma_{a \to v} \) representing the "state of \( a \) ignoring \( v \)." That is, \( \sigma_{v \to a} \) will be a function \( \hat{\sigma}_{d-1} \) of \( d - 1 \) incoming messages \( \sigma_{b \to v} \) for \( b \in \partial v \setminus \{a\} \), and likewise \( \sigma_{a \to v} \) will be a function \( \hat{\sigma}_{\ell} \) (which will involve the literals at \( a \)) of \( k - 1 \) incoming messages \( \sigma_{w \to a} \) for \( w \in \partial a \setminus \{v\} \).

The actual state \( \eta_v \) of \( v \) is then a function \( \hat{\sigma}_d \) of all its incoming messages \( \hat{\sigma}_{2d-1} \equiv (\sigma_{u \to v})_{u \in \partial v} \); the configuration may be invalidated if any variable receives conflicting incoming messages.

Say at the boundary of the subtree \( U \) we are given a vector \( \eta^l \equiv (\eta_i^l)_x \) of incoming messages, where \( x \) runs over the external boundary \( \partial U \) and \( \eta_i^l \) stands for the message \( \sigma_{x \to y} \) from \( x \) to its unique neighbor \( y \in U \). Then there is at most one valid completion of \( \eta^l \) to a bi-directional message configuration on \( U \), which is obtained simply by iterating the maps \( \hat{\sigma}_{d-1}, \hat{\sigma}_{\ell} \) from the leaves inward.

\(^5\)Some truncation is indeed necessary: the identically-\( \ell \) vector is a valid configuration of the unrestricted frozen model, and in fact it turns out that the dominant contribution to the partition function of the unrestricted \( 0/1/\ell \) frozen model comes from configurations with much higher density of free variables (roughly \( \approx (\log k)/k \)) — hence not corresponding to NAE-solutions.
The measure \( \nu_U \) can then be specified by giving the law of the boundary messages \( \eta^1 \): our choice will be to take the \( \eta^1_w \) mutually independent, distributed according to law \( q \) if \( x \) is a variable, and law \( \bar{q} \) if \( x \) is a clause. Consistency of the family \((\nu_U)_U\) will then amount to fixed-point relations on \( \hat{q} \), as we see below.

The message-passing rules for our frozen model are as follows:

1. **Vertex message-passing rule** \( \hat{\nu}_D : \{0, 1, f\}^D \to \{0, 1, f\} \): output
   
   \[
   \begin{cases}
   f & \text{if all } D \text{ incoming messages are } f; \\
   0 & \text{if at least one 0 but no 1's incoming; } \\
   1 & \text{if at least one 1 but no 0's incoming; } \\
   \text{UNSAT} & \text{otherwise (i.e. both 0,1 incoming).}
   \end{cases}
   \]

2. **Clause message-passing rule** \( \hat{\nu}_v : \mathcal{F}_v \to \nu_v \): output
   
   \[
   \begin{cases}
   0 & \text{if } L_v \oplus 0 = -L_{av} \oplus \sigma_{w \to a} \text{ for all } w \in \partial a \setminus v; \\
   1 & \text{if } L_v \oplus 1 = -L_{av} \oplus \sigma_{w \to a} \text{ for all } w \in \partial a \setminus v; \\
   f & \text{otherwise.}
   \end{cases}
   \]

We then define

\[
Z_U \nu_U(L_U, \bar{\eta}_U, \bar{\eta}^1) = I(L_U, \bar{\eta}_U, \bar{\eta}^1) \prod_{v \in V \cap \partial U} \hat{q}(\eta^1_v) \prod_{a \in \mathcal{F} \cap \partial U} \hat{q}(\eta^1_a)
\]

where \( I(L_U, \bar{\eta}_U, \bar{\eta}^1) \) is the indicator that, under the literals \( L(t) \), the boundary messages \( \eta^1 \) can be completed (no UN SAT messages) to a valid message configuration on \( U \), which in turn corresponds to the frozen configuration \( \eta_U \). The marginal at the root vertex \( o \) is then given by

\[
\nu_o(\eta_o = x) = \frac{(\hat{\eta}_t + \hat{\eta}^d)^d - (\hat{\eta}_t)^d}{(\hat{\eta}_t + \hat{\eta}^d)^d + (\hat{\eta}_t + \hat{\eta}^d)^d - (\hat{\eta}_t)^d}
\]

for \( x = 0 \) or \( 1 \),

with the remaining probability going to \( \eta_o = f \). The measures \((\nu_U)_U\) are consistent if and only if \( q = (\hat{q}, \bar{q}) \) satisfies the frozen model recursions

\[
\begin{align}
\hat{q}_0 &= \hat{q}_1 = \frac{2}{2^k} \left( \hat{q}_0 + \hat{q}_1 \right)^{k-1} = 1 - \hat{q}_t/2, \\
\hat{q}_0 &= \hat{q}_1 = \frac{\hat{q}_t + \hat{q}_0}{\hat{q}_t + \hat{q}_0 + \hat{q}_t + \hat{q}_1} = 1 - \hat{q}_t/2.
\end{align}
\]

For example, the equations for \( \hat{q} \) can be obtained by comparing \( \nu_o \) and \( \nu_U \) where \( U \) is the subgraph induced by \{o,a\} for some clause \( a \in \partial v \). In particular one sees that \( \hat{q}_0 = \hat{q}_1 \) due to the randomness of the literals in clause \( a \).

**Lemma 3.1.** In the regime \( \hat{q}_t \leq 2^{-k} \), the recursion (12) has a unique solution \( q^* \), which furthermore satisfies \( 2^k(\hat{q}_t)^* = 1/2 + O(k^2/2^k) \).

**Proof.** Writing \( q = 1 - \hat{q}_t \) and \( v = \hat{q}_t/(\hat{q}_0 + \hat{q}_t) \), we see that a solution of (12) corresponds to a solution of the equations

\[
q = q_{d-1}(u) \equiv \frac{2 - 2u^{d-1}}{2 - u^{d-1}}, \quad v = v_{k-1}(q) \equiv \frac{1 - 2(q/2)^{k-1}}{1 - (q/2)^{k-1}}.
\]

If \( 1 - q \leq 2^{-k} \) then \( v_{k-1}(q) = 1 - 2k^{d-1} + O(k^2/2^k) \), therefore \( v_{k-1}(q)^{d-1} = 2^{-k} + O(k^2/2^k) \) and then \( q_{d-1} \circ v_{k-1}(q) = 1 - 2^{-k} + O(k^2/2^k) \). In this regime we also calculate

\[
\nu_{k-1}(q) = \frac{(k - 1)(q/2)^{k-1}}{q(1 - (q/2)^{k-1})^2} = k^{2-k}, \quad q_{d-1}(u) = -\frac{2(d - 1)u^{d-1}}{v(2 - u^{d-1})^2} = k,
\]

thus \( (q_{d-1} \circ v_{k-1})' = k^2/2^k \) so in this regime (13) must have the unique solution as claimed. \(\square\)
Remark 3.2. Note that if $\nu$ is the Gibbs measure on $T_{d,k}$ corresponding to a solution $\sigma^*$ of (12), then $\nu(\sigma_{a} \neq 1)$ is a fixed point of $q_d \circ v_{k-1}$. In the regime of Lem. 3.1 the fixed points of $q_d \circ v_{k-1}$ and $q_{d-1} \circ v_{k-1}$ are nearly identical, so in view of Propr. 2.2 we are justified in restricting attention to fixed points with $\hat{q}_d \leq 2^{-k}$.

3.2. Auxiliary model. On the tree $T_{d,k}$, the frozen model configuration $\eta$ can be uniquely recovered from the configuration $\sigma$ of messages on all the directed edges: each vertex spin $\eta_v$ is determined by applying $\hat{m}_d$ to the incoming messages. We refer to $\sigma$ as the auxiliary configuration, and we now observe that we can define a model on auxiliary configurations on $(d,k)$-regular bipartite graphs which is in bijection with the frozen model but has the advantage of being a factor model in a relatively simple sense.

The spins of the auxiliary model on the bipartite factor graph are the bidirectional messages $\sigma_{uv} = (\sigma_{a\rightarrow u}, \sigma_{a\leftarrow v})$, taking values in the alphabet $\mathcal{M} = \{0,1,\top\}^2 \setminus \{01,10\}$. Write $\hat{\sigma}_v$ for the $d$-tuple of spins on the edges incident to variable $v \in V$, and write $\hat{\sigma}_a$ for the pair of spins on the edges incident to clause $a \in F$.

In the auxiliary model, each configuration $\sigma \in \mathcal{M}^E$ receives the factor model weight
\begin{equation}
\psi(\sigma) = \psi_{C,d}(\sigma) = \prod_{v \in V} \phi(\hat{\sigma}_v) \prod_{a \in F} \phi^0(\hat{\sigma}_a)
\end{equation}
where the variable factor weight $\phi(\hat{\sigma}_v)$ is simply the indicator that each outgoing message $\sigma_{v\rightarrow u}$ is determined by the message-passing rule $m_{d-1}$ from the incoming messages $\sigma_{v\rightarrow w}$, $b \in \mathcal{M}$, and likewise the clause factor weight $\phi^0(\hat{\sigma}_a)$ is the indicator that each outgoing message $\sigma_{a\rightarrow u}$ is determined by the message-passing rule $\hat{m}_{d-1}$ from the incoming messages $\sigma_{a\rightarrow w}$, $u \in \mathcal{A} \setminus \mathcal{V}$. Then, with $\top = 1$, we have $\phi^0(\hat{\sigma}_a) = \phi^0(\hat{\sigma}_a \oplus \hat{L}_a)$ where $\phi$ and $\phi^0$ are given explicitly by
\begin{equation}
\phi(\hat{\sigma}) = \begin{cases}
1, & \hat{\sigma} = (\top^d), \\
1, & \hat{\sigma} \in \text{Per}([0,0,\top^{d-1}]), \\
1, & \hat{\sigma} \in \text{Per}([\top,1,\top^{d-1}]), \\
1, & \hat{\sigma} \in \text{Per}([0,0,\top^{d-j}], j > 2), \\
1, & \hat{\sigma} \in \text{Per}([1,1,\top^{d-j}], j > 2), \\
0, & \text{else;}
\end{cases}
\text{ and } \phi^0(\hat{\sigma}) = \begin{cases}
1, & \hat{\sigma} \in \text{Per}([00, \top^{k-1}]), \\
1, & \hat{\sigma} \in \text{Per}([11, \top^{k-1}]), \\
1, & \hat{\sigma} \in \text{Per}([0, \top^{k-j}], 2 \leq j \leq k-2), \\
1, & \hat{\sigma} \in \text{Per}([\top, \top, \top^{k-j}], 1 \leq j \leq k-2), \\
1, & \hat{\sigma} \in \text{Per}([\top, \top, \top^{k-1-j}], j > 2), \\
0, & \text{else;}
\end{cases}
\end{equation}
with Per($\sigma$) the set of permutations of $\sigma$. We refer to this as the factor model with specification $\varphi = (\phi, \phi^0)$.

Remark 3.3. The frozen model is in exact bijection with the auxiliary model. Given an auxiliary configuration $\sigma \in \mathcal{M}^E$, the corresponding frozen configuration $\eta$ is given by coordinate-wise application of $\hat{m}_d$. The inverse mapping $\eta \mapsto \sigma$ can be defined as follows: first determine the clause-to-variable messages by setting $\sigma_{a\leftarrow v}$ to be $\eta_v$ if $(av)$ is $\eta$-forcing and $\top$ otherwise, equivalently $\sigma_{a\leftarrow v} = \hat{m}_{d-1}(\eta_{\mathcal{A} \setminus \mathcal{V}})$. Then determine the variable-to-clause messages $\sigma_{v\rightarrow a}$ by applying $\hat{m}_{d-1}$ (since we assumed $\eta$ is a valid frozen model configuration, $\nu$ cannot receive conflicting incoming messages $\sigma_{v\rightarrow a} = 0$ and $\sigma_{v\leftarrow a} = 1$).

Definition 3.4. The 0/1/\top auxiliary model on $G$ is defined to be the average of the auxiliary model (14) over all literal configurations $\hat{L}$. The r/\top auxiliary model is the image of the 0/1/\top auxiliary model under the projection $\Pi : \{0,1\} \rightarrow r, \top \mapsto \top$.

It is easily seen that the 0/1/\top auxiliary model is again a factor model on $G$, with variable factor $\phi$ as before and clause factor $\phi(\hat{\sigma}) = 2^{-k} \sum_{\hat{L}} \phi^0(\hat{\sigma} \oplus \hat{L})$. Further, $\varphi(\hat{\sigma})$ and $\varphi(\hat{\sigma})$ depend on $\hat{\sigma}$ and $\hat{\sigma}$ only through their projections under $\Pi$, so we conclude that r/\top auxiliary model on $G$ is a factor model.
model with specification

\[ \phi(\hat{\varphi}) = \begin{cases} 
1, & \hat{\varphi} = (tf^d), \\
2, & \hat{\varphi} \in \text{Per}(fr, rtf^{d-1}), \\
2, & \hat{\varphi} \in \text{Per}(fr^j, rtf^{d-j})_{j \geq 2}, \\
2k, & \hat{\varphi} \in \text{Per}(fr^j, rtf^{k-1}), \\
2k - 4, & \hat{\varphi} \in \text{Per}(fr^j, rtf^{k-1})_{j \geq 2}, \\
2k - 2 - 2k, & \hat{\varphi} \in \text{Per}(f, rtf^{k-1}), \\
2k - 2 - 2k, & \hat{\varphi} \in \text{Per}(fr, rtf^{k-1}), \\
0, & \text{else;}
\end{cases} \]

\[ \phi(\hat{\varphi}) = 2^k. \]

3.3. Bethe variational principle. The primary purpose of defining the auxiliary model is that it gives us the following approach for calculating \( \mathbb{E} Z \). Given an auxiliary configuration \( \varphi \), consider the normalized empirical measures

\begin{align*}
\hat{h}(\hat{\varphi}) &= n^{-1} \sum_{\hat{v} \in V} 1\{\hat{\varphi}_v = \hat{\varphi}\} \quad (\hat{\varphi} \in M^d) \quad \text{variable empirical measure;} \\
\hat{H}(\hat{\varphi}) &= m^{-1} \sum_{\alpha \in F} 1\{\hat{\varphi}_\alpha = \hat{\varphi}\} \quad (\hat{\varphi} \in M^k) \quad \text{clause empirical measure.}
\end{align*}

We regard \( \hat{h} \equiv (\hat{h}, \hat{H}) \) as a vector indexed by \( \text{supp} \varphi \equiv (\text{supp} \phi, \text{supp} \varphi) \). For \( \sigma \in M \) and \( \hat{\varphi} \in \text{supp} \varphi \), let \( \hat{H}_{\sigma, \hat{\varphi}} \) denote the number of appearances of \( \sigma \) in \( \hat{\varphi} \), and similarly write \( \hat{h}_{\sigma, \hat{\varphi}} \) for the number of appearances of \( \sigma \) in \( \hat{\varphi} \). For \( \hat{h} \) to correspond to a valid configuration \( \varphi \), the variable and clause empirical measures must give rise to the same edge marginals

\[ \hat{h} = d^{-1} \hat{H} \hat{h} = k^{-1} \hat{H} \hat{h}, \quad \hat{h}(\sigma) = (nd)^{-1} \sum_{(\alpha, \sigma) \in \hat{H}} 1\{\sigma_{\alpha \sigma} = \sigma\}. \]

Definition 3.5. Given \( \varphi \equiv (\hat{\varphi}, \hat{\varphi}) \) let \( \Delta \) denote the space of probability measures \( h \equiv (\hat{h}, \hat{H}) \) on \( \text{supp} \varphi \) (that is, \( \hat{h} \) is a probability measure on \( \text{supp} \phi \) while \( \hat{H} \) is a probability measure on \( \text{supp} \varphi \)) such that

(i) \( (\hat{h}, (d/k) \hat{H}) \) lies in the kernel of matrix \( H_{\Delta} \equiv (\hat{H} - \hat{H}) \), and

(ii) \( \hat{h}(\hat{\omega}_d(\hat{\varphi}) = \ell) \leq \beta_{\max} \) (cf. (10)).

Let \( \bar{s} \equiv |\text{supp} \phi| \), \( \bar{s} \equiv |\text{supp} \phi| \), and \( \bar{s} \equiv |\text{supp} \varphi| = |M| \): we shall show (Lem. 6.6) that \( H_{\Delta} \) is surjective, therefore \( \Delta \) is an \( (d + \bar{s} - 3) \)-dimensional space.

The expected number of auxiliary configurations on \( \Phi_{n,d,k} \) with empirical measure \( h \) is

\[ \mathbb{E} Z(h) = \left( \begin{array}{c} n h \end{array} \right) \frac{(m h)^m}{(n d h)^d} \frac{n! \prod_{\sigma} (n h(\sigma))!}{(n d h)!} \prod_{\hat{\varphi}} \frac{\phi(\hat{\varphi})^{nh(\hat{\varphi})}}{(nh(\hat{\varphi}))!} \prod_{\hat{\varphi}} \frac{\phi(\hat{\varphi})^{mh(\hat{\varphi})}}{(mh(\hat{\varphi}))!}. \]

Stirling's formula gives \( \mathbb{E} Z(h) = n^{O(1)} \exp\{n \Phi(h)\} \) where

\[ \Phi(h) \equiv \sum_{\hat{\varphi}} \log \frac{\hat{h}(\hat{\varphi})}{\hat{H}(\hat{\varphi})} \log \frac{\hat{\varphi}(\hat{\varphi})}{\hat{\varphi}(\hat{\varphi})} = d \sum_{\sigma} \hat{h}(\sigma) \log \frac{\hat{h}(\sigma)}{\hat{h}(\sigma)} - d \sum_{\sigma} \hat{h}(\sigma) \log \frac{1}{\hat{h}(\sigma)}. \]

If further min \( h \gtrsim_k 1 \) as \( n \to \infty \), then

\[ \mathbb{E} Z(h) = \frac{e^{O_k(n^{-1})}}{(2 \pi n)^{(\bar{s} + \bar{s} - 1)/2}} \left[ \frac{1}{k \prod_{\hat{\varphi}} (\hat{h}(\hat{\varphi}) \prod_{\hat{\varphi}} (\hat{h}(\hat{\varphi}))^{1/2} \exp\{n \Phi(h)\} \right]^{1/2} \Phi(h) \]

The first moment of frozen model configurations is \( \mathbb{E} Z = \sum_{h \in \Delta} \mathbb{E} Z(h) \). The aim of this section is to compute the exponent \( * \Phi = \lim_n n^{-1} \log \mathbb{E} Z \) by determining the maximizer \( * h \equiv (\hat{h}, * h) \) of \( \Phi \) on \( \Delta \). Observe it is clear from the functional form of \( \Phi \) that \( * h \) and \( * \hat{h} \) must be symmetric functions on \( M^d \) and \( M^k \) respectively.

If \( * \hat{h} \) lies in the interior \( \Delta^c \) of \( \Delta \) then it must be a stationary point for \( \Phi \). Such points correspond to a generalization of the tree Gibbs measures considered in §3.1, where the boundary conditions are specified by a law on incoming and outgoing messages, as follows. Given a finite subtree \( U \) of the infinite tree \( T_{d,k} = (V, F, E) \), sample uniformly random literals \( L_U \) on the edges of \( U \) as
before. Let \( U^o \) denote the interior vertices of \( U \) (the vertices with no neighbors in \( T \setminus U \)). Let \( \delta U \) denote the internal edge boundary of \( U \), that is, the edges \((xy)\) where \( x \in U^o \) and \( y \in U \setminus U^o \). Let \( \delta V \subseteq \delta U \) denote the subset of such \((xy)\) where \( x \in V \); and let \( \delta F \) denote the rest, with \( x \in F \). For probability measures \( h, h' \) on \( \mathcal{M} \) we define the measures

\[
Z_U \nu_U(L_u, \sigma_U) = \prod_{u \in V \setminus U^o} \phi(\delta u) \prod_{a \in F \setminus U^o} \phi(a) \prod_{e \in \delta V} h_{\sigma_e} \prod_{e \in \delta F} h_{\sigma_e},
\]

(19)

with \( Z_U \) the normalizing constant which makes \( \nu_U \) a probability measure. This generalizes the definition of \( \nu_U \) in (11) by taking \( \hat{h}_{\eta'} \) proportional to \( \hat{q}_\eta \) and \( \hat{h}_{\eta'} \) proportional to \( \hat{q}_\eta \), i.e.

\[
\hat{h}_{\eta'} = \hat{q}_\eta/(2 + \hat{q}t), \quad \hat{h}_{\eta'} = \hat{q}_\eta/(2 + \hat{q}t).
\]

(20)

The family \( (\nu_U) \) is consistent if and only if \( h = (h, h) \) satisfies the Bethe recursions

\[
\hat{z}_h h = \sum_{\delta \in \delta \sigma} \phi(\delta) \prod_{i=2}^d \hat{h}_{\sigma_i}, \quad \hat{z}_h h = \sum_{\delta \in \delta \sigma} \phi(\delta) \prod_{i=2}^k \hat{h}_{\sigma_i}
\]

(21)

(with \( \hat{z}_h, \hat{z}_h \) the normalizing constants); these generalize the frozen model recursions (12), as we shall see explicitly below. Thus a solution \( h \) of (21) specifies a Gibbs measure \( \nu \) for the auxiliary model on \( T_{d,k} \) which generalizes the measures \( \nu \) described in \( \S 3.1 \).

It is clear from the \( 0/1 \) symmetries of \( \phi \) that any solution \( h \) of the \( 0/1/\ell \) Bethe recursions must also have the \( 0/1 \) symmetry, and as a consequence must correspond to a solution \( g \) of the \( \tau/\ell \) Bethe recursions via

\[
\hat{h}_{\eta'} = \hat{g}_{\eta\eta''}/(2 - \hat{g}tt), \quad \hat{h}_{\eta'} = 2^{1(\eta = \eta'' = \tau)} \hat{g}_{\eta\eta''}/2.
\]

(22)

The \( \tau/\ell \) Bethe recursions read explicitly as follows:

\[
\hat{z}_g g_{\tau} = \hat{z}_g g_{\tau} = (2/2^k)(g_{\tau})^{k-1},
\]

\[
\hat{z}_g g_{\tau} = (g_{\tau} + g_{\tau})^{k-1} - (4/2^k)(g_{\tau})^{k-1},
\]

\[
\hat{z}_g g_{\tau} = (g_{\tau} + g_{\tau})^{k-1} - (2/2^k)(g_{\tau})^{k-1} + (2/2^k)(g_{\tau})^{k-2}(g_{\tau} + g_{\tau} - 2g_{\tau}),
\]

\[
\hat{z}_g g_{\tau} = (g_{\tau})^{d-1}, \quad \hat{z}_g g_{\tau} = 2(g_{\tau})^{d-1}, \quad \hat{z}_g g_{\tau} = 2[(g_{\tau} + g_{\tau})^{d-1} - (g_{\tau})^{d-1}],
\]

where \( g_{\tau} \) was simplified using \( g_{\tau} = g_{\tau} \). The recursion for \( g_{\tau} \) then simplifies to

\[
\hat{z}_g g_{\tau} = \hat{z}_g g_{\tau} + (2/2^k)(g_{\tau})^{k-2}(g_{\tau} - 2g_{\tau}),
\]

so we see that \( g_{\tau} = 2g_{\tau} \) if and only if \( g_{\tau} = g_{\tau} \), in which case the corresponding solution \( h \) of the \( 0/1/\ell \) Bethe recursions satisfies the symmetries (20). A fixed point of the recursion (13) is given by

\[
q = g_{\tau}/(g_{\tau} + g_{\tau}) \quad \text{and} \quad \nu = g_{\tau}/(g_{\tau} + g_{\tau}) = h_{\tau}/(h_{\tau} + h_{\tau}) = h_{\tau}/(1 + h_{\tau}),
\]

using the relation \( 4h_{\tau} + 3h_{\tau} = 1 \). In the reverse direction, any solution \( q, \nu \) of (13) gives rise to a Bethe solution via

\[
\hat{g}_{\tau} = \hat{g}_{\tau} = 2h_{\tau}/(1 + h_{\tau}) = \nu/2, \quad \hat{g}_{\tau} = \hat{g}_{\tau} = 2h_{\tau}/(1 + h_{\tau}) = (1 - \nu)/2, \quad \hat{g}_{\tau} = \hat{g}_{\tau} = 2h_{\tau}/(1 + h_{\tau}).
\]

(23)

This proves our claim that the measures \( \nu \) generalize the measures \( \nu \) of \( \S 3.1 \).

The connection between these Gibbs measures and the rate function \( \Phi \) is given by the following variational principle. Versions of this principle have appeared in many places in the prior literature; we refer the reader to the bibliographic notes of [MM09, Ch. 14].

**Lemma 3.6.** If \( \varphi \equiv (\varphi, \varphi) \) is such that both \( H \) and \( \hat{H} \) are surjective, then any stationary point \( h \) of \( \Phi \) belonging to \( \Delta^o \) corresponds to a Bethe fixed point solving (21) via

\[
\hat{z}_h h(\delta) = \varphi(\delta) \prod_{i=1}^d \hat{h}_{\sigma_i}, \quad \hat{z}_h h(\delta) = \varphi(\delta) \prod_{i=1}^k \hat{h}_{\sigma_i}, \quad \hat{z}_h h(\sigma) = \hat{h}_\sigma h_{\sigma}
\]

(24)

with \( \hat{z}_h, \hat{z}_h, \hat{z}_h \) normalizing constants satisfying \( \hat{z}_h = \hat{z}_h/\hat{z}_h = \hat{z}_h/\hat{z}_h \) for \( \hat{z}_h, \hat{z}_h \) as in (21).
Proof. At an interior stationary point \( h \), consider differentiating \( \Phi \) in direction \( \delta = (\delta, 0) \) with \( \dot{H}\delta = 0 \), so that \( h + s\delta \in \Delta^\circ \) for \( |s| \) small. Writing \( \dot{\lambda} \equiv \log(\varphi(\dot{\lambda})/\dot{h}(\dot{\lambda})) \),
\[
0 = \partial_\delta \Phi(h + s\delta)|_{s=0} = \sum_{i=1}^d \delta(\dot{\lambda})\dot{\varphi}(\dot{\lambda}) = \sum_{i=1}^d \delta(\dot{\lambda})\dot{\varphi}(\dot{\lambda}) = \dot{\lambda}(\dot{\lambda}) + \sum_{i=1}^k \lambda_i \lambda_i \text{ with } \lambda : \mathcal{M} \to \mathbb{R} \text{ arbitrary.}
\]
We claim it is possible to choose \( \dot{\lambda} \) such that \( \dot{\epsilon} \) has marginals \( \dot{\epsilon} \equiv 0 \): in vector notation \( \dot{\epsilon} = \dot{\lambda} + \dot{H}'\dot{\lambda} \), so this amounts to solving \( \dot{H}\dot{\lambda} + \dot{H}'\dot{\lambda} = 0 \), which has a unique solution \( \dot{\lambda} \) by surjectivity of \( \dot{H} \).
Taking \( \dot{\delta} = \dot{\epsilon} \) with this value of \( \dot{\lambda} \) in the above derivative gives
\[
\dot{\lambda}(\dot{\lambda}) = \dot{\lambda}(\dot{\lambda}) \prod_{i=1}^d \dot{\lambda}(\dot{\lambda}) = \dot{\lambda}(\dot{\lambda}) \prod_{i=1}^k \dot{\lambda}(\dot{\lambda}). \tag{25}
\]
Now differentiate in the direction of general \( \delta \) with \( d^{-1}\dot{H}\dot{\delta} = \delta = k^{-1}\dot{H}\dot{\lambda} \), so \( h + s\delta \in \Delta \) for small \( |s| \). Applying (25) and simplifying gives
\[
0 = \partial_\delta \Phi(h + s\delta)|_{s=0} = d\left(\delta, \delta, \dot{p}\right) \text{ where } \dot{p}(\sigma) \equiv \log\dot{h}(\sigma) - \dot{\lambda}(\sigma) - \dot{\lambda}(\sigma).
\]
By surjectivity we may choose \( \delta \) with \( \delta(\dot{\lambda}) = \dot{p}(\sigma) - |\mathcal{M}|^{-1}\sum_{\sigma'} \dot{p}(\sigma') \), and then substituting into the above we find that \( \log \dot{h} - \dot{\lambda} - \dot{\lambda} \) is a constant function of \( \sigma \), that is,
\[
\dot{h}(\sigma) \text{ equals } \dot{e}(\sigma) \dot{e}(\sigma), \text{ up to normalizing constant.}
\]
On the other hand, the marginal of (25) reads
\[
\dot{\lambda}(\sigma) = \dot{e}(\sigma) \prod_{\sigma_i = \sigma} \dot{e}(\sigma) = \dot{e}(\sigma) \prod_{\sigma_i = \sigma} \dot{e}(\sigma) = \dot{e}(\sigma) \prod_{\sigma_i = \sigma} \dot{e}(\sigma).
\]
Comparing the expressions for \( \dot{h}(\sigma) \) shows that the probability measures \( \dot{h} \) and \( \dot{h} \) on \( \mathcal{M} \) obtained by normalizing respectively \( \dot{e}(\sigma) \) and \( \dot{e}(\sigma) \) must solve the Bethe recursions (21). Lastly (25) shows that \( h \) corresponds to \( h = \dot{h} \) via (24), concluding the proof. \( \square \)

**Theorem 3.7.** In the 0/1/1/1 auxiliary model, let \( h \) denote the unique stationary point of \( \Phi \) which corresponds — via (24) and (20) — to the solution \( q^* \) of the frozen model recursions (12) which was identified in Lem. 3.1. The unique maximizer of \( \Phi \) on \( \Delta \) is given by \( h \).

In view of Lem. 3.6 and our preceding discussion of Gibbs measures, Thm. 3.7 will follow by showing

1. Any global maximizer \( h \) of \( \Phi \) on \( \Delta \) must lie in the interior \( \Delta^\circ \), and so corresponds via (24) to
   a solution \( h \) of the Bethe recursions (21). (For the required surjectivity of \( \dot{H}, \dot{H}' \) see Lem. 6.6.)
2. Any such Bethe solution \( h \) satisfies the symmetries (21), therefore reduces to a solution \( q^* \) of the
   frozen model recursions (12). Further \( q^* \) is in the regime of Lem. 3.1, which uniquely identifies
   \( h = h \).

**3.4. Boundary maximizers.** In this section we verify (by a priori estimates) that \( \Phi \) has no
maximizers on the boundary of \( \Delta \). By Rmk. 3.3 we may work interchangeably with the frozen and auxiliary models.

We begin with a preliminary calculation. For a vector \( \xi \in \mathbb{Z}^d \) let \( g^\xi(n, E) \) denote the probability, with respect to a uniformly random assignment of \( E \) forcing half-edges to \( n \) degree-\( d \) variables, that variable \( i \) receives at least \( \xi_i \) of the \( E \) edges for each \( 1 \leq i \leq n \). If \( \xi \) is the constant vector \( (l, \ldots, l) \) we write \( g^\xi_{\text{const}}(n, E) \equiv g^\xi_{\text{const}}(n, E) \).

**Lemma 3.8.** For \( \zeta = y/(\log d)/d \) with \( y = 1 \) and \( \xi \) upper bounded by \( l \leq 1 \) (uniformly in \( d \)),
\[
g^\xi(n, nd\zeta) = \exp\{O(nd^{-2y}(\log d)^{2d-1})\} \prod_{i=1}^n \mathbb{P}_\zeta(X_i \geq \xi_i).
\]
Proof. Let \( X_1, X_1, \ldots, X_n \) be i.i.d. Bin\((d, \theta)\) random variables, with joint law \( \mathbb{P}_\theta \). Then
\[
\mathbb{E}^{\ell}(n, nd\zeta) = \frac{\mathbb{P}(\sum_{i=1}^n X_i = nd\zeta | X_i \geq \ell_i \forall i)}{\mathbb{P}(\sum_{i=1}^n X_i = nd\zeta)}.
\]
For any \( \ell \) the conditional mean \( \mathbb{E}_\theta[X | X \geq \ell] \) is increasing in \( \theta \) (the derivative is the variance of a certain random variable), thus there is a unique value \( \theta = [1 + O(d^{-\nu}(\log d)^{l-1})]\zeta \) such that \( \mathbb{E}_\theta[\sum_{i=1}^n X_i | X_i \geq \ell_i \forall i] = nd\zeta \). For this value of \( \theta \), the local CLT (see [DL195]) combined with Stirling’s approximation gives
\[
\mathbb{E}^{\ell}(n, nd\zeta) = \exp\{nd\, H(\zeta | \theta)\} = \exp\{O(nd^{-2\nu}(\log d)^{2l-1})\},
\]
concluding the proof.

\[\square\]

Lemma 3.9. For \( k \geq k_0 \) and \( d_{\text{bound}} \leq d \leq d_{\text{abz}} \), the contribution to \( \mathbb{E}Z \) (see (10)) from all \( \beta \leq \beta_{\text{max}} \) with \( |2^{k+1} \beta - 1| \geq 2^{-k}\beta \) is exponentially small in \( n \) compared with \( \mathbb{E}Z \). Further
\[
e^{O(n/2^k)} = \mathbb{E}Z \gg \mathbb{E}Z_{1/2^{k+1}} \gg \exp\{n(\bar{\Phi} - 1/2^{k+1} + O(k^{O(1)}/2^{4k}))/2^{k+1}\}, \text{ with } \bar{\Phi} \text{ as in (2)}.
\]

Proof. Recall that \( Z_{n,\beta} \) denotes the contribution to the frozen model partition function from configurations with \( n\beta \) free variables.

Upper bound ignoring forcing constraints.

Let \( Y_{n,\beta} \) denote the partition function of \( 0/1/2 \) frozen configurations with \( n\beta \) frees where we ignore the requirement that rigid variables be forced, so clearly \( Y_{n,\beta} \geq Z_{n,\beta} \). In a given frozen configuration let \( m_j (0 \leq j \leq k) \) count the number of clauses incident to exactly \( j \) free variables; and let \( p_j^\beta \) denote the probability of empirical measure \( \nu \) of clauses with respect to a uniformly random matching between clause half-edges and variable half-edges with density \( \beta \) of frees. Then
\[
\mathbb{E}Y_{n,\beta} = \mathbb{E}Z_{n,\beta} = 2^{n-\beta}\binom{n}{n\beta} \sum_{\nu} p_0^\beta (1 - 2^{-2^k})^{m_0}(1 - 4/2^k)^{m_1}.
\]

Similarly to the calculation in the proof of Propn. 1.1, let \( D_1, \ldots, D_m \sim \text{Bin}(k, \beta) \), and calculate \( p_0^\beta = \mathbb{P}(\sum_a D_a = j) = m_j/2^{m_0} \) for all \( 0 \leq j \leq k \). Since the local CLT implies \( \mathbb{P}(\sum_a D_a = m k \beta) \sim n^{O(1)} \), we find
\[
\mathbb{E}Y_{n,\beta} = n^{O(1)} \binom{n}{n\beta} \sum_{\nu} 1\{\sum_j j \nu_j = k\beta\} \sum_{m_0} m_0! \prod_j p_j^{\nu_j} \quad \text{where}
\]
\[
p_0 = (1 - 2^{-2^k}) \text{bin}_{n\beta}(1), \quad p_j = (1 - 2^{-2^k}) \text{bin}_{n\beta}(j) \quad \text{for } 2 \leq j \leq k.
\]
The above is optimized at \( \nu_j = p_j u_j^2/c \) where \( c = \sum_j p_j u_j^2 \), and \( u \) is chosen such that \( k\beta \) matches \( \sum_j j \nu_j = (\sum_j j p_j u_j^2)/(\sum_j p_j u_j^2) \). The latter is increasing in \( u \), and it is straightforward to check that it has a unique solution \( u = 1 + 2/2^k + O(k^2/4^k) \). This implies \( c = 1 - 2/2^k + O(k^2/4^k) \), thus
\[
\mathbb{E}Y_{n,\beta} = n^{O(1)} \exp\{n\, y(\beta)\} \quad \text{with}
\]
\[
y(\beta) = (1 - \beta) \log 2 + H(\beta) + (d/k)[\log c - \beta \log u]
\]
\[
= - \log 2 + (d/k)[\log(1 - 2^{-2^k}) - \beta \log 2 + H(\beta) - d\beta(2/2^k) + O(k^2/4^k)]
\]
\[
= \bar{\Phi} + \beta + [\log(e/\beta) - \log 2 + O(2^{l+1})] + O(k^2/4^k),
\]
with \( \bar{\Phi} \) as in (2) (not depending on \( \beta \)).

Bounds with forcing constraints.

Suppose we condition on an assignment of edges such that every clause is satisfied, and no \( \ell \)-variables are illegally forced. Each of the \( m\nu \) fully rigid clauses is forcing with probability \( \theta = 2k/(2^k - 2) \), and \( m\nu_0 \) is clearly sandwiched between \( m \) and \( \hat{m} \equiv m(1 - k\beta) \), therefore
\[
\mathbb{E}Z_{n,\beta} \begin{cases} \leq \mathbb{E}Y_{n,\beta} \sum_{\alpha} \text{bin}_{n,\theta}(\alpha) g_{\alpha}(n(1 - \beta), m\alpha) \\ \geq \mathbb{E}Y_{n,\beta} \sum_{\alpha} \text{bin}_{n,\theta}(\alpha) g_{\alpha}(n(1 - \beta), \hat{m}\alpha) . \end{cases}
\]
For \( \alpha = [1 + O(2^{-k/3})] \theta \) we have
\[
\frac{m\alpha}{n(1 - \beta)d} = [1 + O(2^{-k/3})] 2/2^k = \frac{y \log d}{d} \quad \text{with} \quad y = 1 - \frac{\log k}{k \log 2} + O(1/k);
\]
the same estimate holds with \( m, y \) in place of \( m, y \). Applying Lem. 3.8 then gives
\[
g_\alpha(n(1 - \beta), m\alpha) = [1 - (1 - 2/k^d) \exp(O(k(2^{k/3})])^{n(1-\beta)} \exp(O(nk^{O(1)} / 4^k))
= \exp((n/2^k)[-1 + O(k(2^{k/3}))]) = g_\alpha(n(1 - \beta), \check{m} \alpha).
\]
For \(|1 - \alpha/\theta| \geq 2^{-k/3} \) we have \( \binom{n}{m, \theta}(m, \alpha) \leq \exp(-n/2^{k/3}) \): consequently, in each of the two sums on the right-hand side of (27), the total contribution from such \( \alpha \) is an exponentially small fraction of the sum. We therefore conclude
\[
\mathbb{E}Z_{n, \beta} = (\mathbb{E}Y_{n, \beta}) \exp((n/2^k)[-1 + O(k(2^{k/3}))])
= \exp(n[\Phi + \beta \log(e/\beta) - \log 2^{k+1}] - 2^{-k} + O(k(2^{k/3}))).
\]
This is clearly optimized with \( 2^{k+1}\beta \approx 1 \), and estimating the second derivative of the exponent with respect to \( \beta \) implies the result. \( \square \)

**Proposition 3.10.** The maximum of the \( 0/1/\xi \) auxiliary model exponent \( \Phi \) on \( \Delta \) is not attained on the boundary \( \partial \Delta \).

**Proof.** Lem. 3.9 shows that the maximum cannot be obtained on the boundary \( \beta = \beta_{\text{max}} \), so it remains to show that the maximizer must be a strictly positive measure on \( \text{supp} \varphi \). For \( \delta \equiv (\delta, \check{\delta}) \) such that \( h + t\delta \) lies in \( \Delta \) for \( t > 0 \) small, consider
\[
T \Phi(h; \delta) = \lim_{t \to 0} \frac{\Phi(h + t\delta) - \Phi(h)}{t \log(1/t)} = \delta[(\text{supp } \check{h})^c] + (d/k) \delta[(\text{supp } \check{h})^c] - d \check{h}[(\text{supp } \check{h})^c].
\]
To show that \( \hat{h} \in \Delta \) is not a maximizer it suffices to exhibit \( T \Phi(h; \delta) > 0 \) for some \( \delta \). In particular, it follows by convexity that for any \( h \in \Delta \), \( h + t(\check{h} - h) \in \Delta^c \) for \( t > 0 \) small and \( \check{h} \) as in the statement of Thm. 3.7. Therefore, if \( \hat{h} \) is a maximizer such that the edge marginal has full support \( \text{supp } \check{h} = \mathcal{M} \), then necessarily \( \text{supp } \check{h} = \text{supp } \varphi \), since otherwise \( T \Phi(h; \check{h} - h) > 0 \).

Suppose \( \check{h} \) is a maximizer for \( \Phi \) on \( \Delta \); recall \( \check{h}, \hat{h} \) must be symmetric functions. By Lem. 3.9, almost all variables are rigid except for \( \approx n2^{-k} \) free variables; so some but not all edges are forcing. It is also clear that the rigid variables will be divided roughly evenly between 0’s and 1’s, so we obtain \( \{xx, 0x, 1x\} \subseteq \text{supp } \check{h} \) as well as \( \check{h}((xx, xx)) > 0 \) for \( x = 0, 1 \).

1. Case \( \check{h}(00) > 0 = \check{h}(00) \).
   By symmetry of \( h \), \( (00, 0x \check{t} - 1) \in \text{supp } \check{h} \) and \( (00, 0x \check{t} - 1) \in \text{supp } \check{h} \).
   Further \( (0x \check{t}) \in \text{supp } \check{h} \), else \( T \Phi(h; h' - h) > 0 \) for \( h' \equiv (h', \hat{h}') \) defined by
   \[
   h' = 1_{(00, 0x \check{t} - 1)}, \quad (d/k) \hat{h}' = 1_{(00, 0x \check{t} - 1)} + (d/k - 1)_{(0x \check{t})}.
   \]
   If \( \check{h}(00) = 0 \) then consider
   \[
   \delta = 1_{(0x \check{t}, 0x \check{t} - 2)} - 1_{(0x \check{t} - 1)}, \quad (d/k) \delta = 2 \cdot 1_{(0x \check{t} - 1)} - 1_{(0x \check{t} - 1)} - 1_{(0x \check{t})};
   \]
   this has marginal \( d \delta = 2 \cdot 1_{00} - 1_{0x} - 1_{0x} \) so we find \( T \Phi(h; \delta) = 1 + 2 - 2 > 0 \).

2. Case \( \check{h}(00) > 0 = \check{h}(00) \).
   By symmetry of \( h \), \( (00, 0x \check{t} - 1) \in \text{supp } \check{h} \).
   Further \( (00, 0x \check{t} - 2) \in \text{supp } \check{h} \), else \( T \Phi(h; h' - h) > 0 \) for \( h' \equiv (h', \hat{h}') \) defined by
   \[
   h' = 1_{(00, 0x \check{t} - 2)}, \quad (d/k) \hat{h}' = 2 \cdot 1_{(00, 0x \check{t} - 1)} + (d/k - 2)_{(0x \check{t})}.
   \]
   If \( \check{h}(00) = 0 \) then for \( \delta \) as above we find \( T \Phi(h; -\delta) = 1 + 1 - 1 > 0 \).
Clearly the same argument applies replacing 0 with 1. In each case the conclusion contradicts the assumption that \( h \) is a maximizer, concluding the proof.⁶

3.5. Bethe recursion symmetries. Suppose \( h \) is an interior maximizer for \( \Phi \) on \( \Delta \), and so corresponds to a Bethe solution \( h \). Let \( T_{d,k} \) denote \( T_{d,k}^* \) with a subtree incident to the root removed, leaving an unmatched half-edge \( \epsilon \) incident to \( o \) (Fig. 2). Consider defining a Gibbs measure on \( \hat{T}_{d,k} \) in the manner of (??), with boundary law given by the Bethe solution \( h \). Then the marginal law of \( \sigma_\epsilon \) will be \( \hat{h} \), and the marginal law of the tuple of spins incident to any given vertex will be \( \hat{h} \) if the vertex is a variable, \( \hat{h} \) if it is a clause. Further, the Gibbs measure on \( \hat{T}_{d,k} \) can be generated in Markovian fashion, starting with spin \( \sigma_\epsilon \) distributed according to \( \hat{h} \), generating the messages on the other \( d - 1 \) edges incident to \( o \) according to the conditional measure \( \hat{h}(\sigma_1 | \sigma_\epsilon = \sigma_\epsilon) \), and continuing iteratively down the tree.

Write \( \sigma_\epsilon = \hat{u} \hat{\nu} \) where \( \hat{u} \) is the variable-to-clause message and \( \hat{\nu} \) the clause-to-variable message (in Fig. 2, \( \hat{u} \) is directed upwards, \( \hat{\nu} \) downwards). Given any valid auxiliary configuration \( \phi \) on the edges of \( \hat{T}_{d,k} \), changing \( \hat{\nu} \) and passing the changed message through the tree (via \( \hat{\mu}_d, \hat{\mu}_e \)) produces a new auxiliary configuration \( \phi' \) (Fig. 2). The symmetries (20) will follow by showing that for any fixed \( \hat{u} \), the effect of changing \( \hat{\nu} \) is measure-preserving under the Gibbs measure \( \nu \) corresponding to \( h \). From our definition of the Gibbs measure via the boundary law, the measure-preserving property will follow by showing that the effect of changing \( \hat{\nu} \) almost surely does not percolate down the tree.

\[
\text{Figure 2. Change of message incoming down to } \epsilon \text{ is passed down } \hat{T}_{d,k} \\
(\eta \hat{\eta} \hat{\eta} \hat{\nu} \text{ means message } \eta \text{ up, message } \hat{\eta} \text{ down in } \phi, \text{ message } \hat{\nu} \text{ down in } \phi')
\]

Indeed, recall that we already saw directly from the Bethe recursions that \( \hat{h}_{00} = \hat{h}_{0\emptyset} \): this came from the observation that \( \hat{\phi} \) does not distinguish between 00 and 0\( \emptyset \), which corresponds to the fact that changing the message incoming to a clause along a forcing edge has no effect on the other \( k - 1 \) edges. We also saw that \( \hat{h}_{00} = \hat{h}_{0\emptyset} \) implies \( \hat{h}_{00} = \hat{h}_{0\emptyset} \): this corresponds to the fact that if \( \hat{u} = 0 \), changing \( \hat{\nu} \) at most can change messages incoming to clauses in \( \emptyset \) along forcing edges, so the effect terminates before the second level of the tree.

**Proof of Thm. 3.7.** By Propn. 3.10, any maximizer \( h \) for \( \Phi \) on \( \Delta \) must lie in the interior \( \Delta^0 \), and so corresponds to a solution \( h \) of the Bethe recursions (21). From the above discussion it remains to

⁶In our setting we have checked supp \( \hat{h} = \mathcal{A} \) in a rather ad hoc manner. A simpler argument applies generally to any specification \( \phi \) which is everywhere positive on \( \mathcal{A} \), \( \mathcal{A}^k \): if \( \sigma \notin \text{supp} \hat{h} \) then take \( \sigma \in \text{supp} \hat{h} \), and observe that \( T\Phi(h; \delta) > 0 \) for \( \delta \) defined by \( \delta = 1_{(\sigma, \delta_{\sigma} = 1)} - 1_{(\delta_{\sigma})}, \text{(d/k)} = 1_{(\sigma, \delta_{\sigma} = 1)} - 1_{(\delta_{\sigma})} \).
show that $h$ satisfies $\hat{h}_{\text{ef}} = \hat{h}_{\text{f0}}$: meaning that in the Gibbs measure $\nu$ corresponding to $h$, changing $\check{\nu}$ with $\check{u} = \check{f}$ fixed has a finite-range effect. Let $g$ correspond to $h$ via (22).

The effect of changing $\check{u} \check{v}$ from $\check{f} \check{f}$ to $\check{f} \check{0}$ can only propagate through clauses in which the parent variable and exactly one descendant variable send message $f$, and the evaluation of the remaining $k - 2$ messages under the clause literals is identically 0 or 1. The vertex-preceding edges of $T_{k,k}$ whose spins will be affected by changing $\check{v}$ from $\check{f}$ to $\check{0}$ form a branching process with mean

$$(d - 1)(k - 1)(8/\sqrt{2^k})\hat{h}(\check{\nu} \in \{\check{f} \check{f}, \check{f} \check{f}^{k - 2}\} | \sigma_1 = \check{f} \check{f}) \leq dk(8/\sqrt{2^k}) \leq 2^{-k} \hat{\nu}_{\text{tt}}(\check{\nu}_{\text{tt}})^{k - 2} \leq k^2 \hat{\nu}_{\text{tt}}/\check{\nu}_{\text{tt}},$$

where the intermediate step follows from (24). Similarly, the effect of changing $\check{u} \check{v}$ from $\check{f} \check{0}$ to $\check{f} \check{f}$ can only propagate through clauses in which exactly one descendant variable sends message $f$, and the evaluation of the remaining $k - 1$ messages under the clause literals is identically 0 or 1. This forms a branching process with mean

$$(d - 1)(k - 1)(8/\sqrt{2^k})\hat{h}(\check{\nu} \in \{\check{f} \check{f}^{k - 1}, \check{f} \check{f}\} | \sigma_1 = \check{f} \check{f}) \leq dk(8/\sqrt{2^k}) \leq 2^{-k} \hat{\nu}_{\text{tt}}(\check{\nu}_{\text{tt}})^{k - 1} \leq k^2 \hat{\nu}_{\text{tt}}/\check{\nu}_{\text{tt}}.$$  

To show that both processes are subcritical, we estimate the ratio $\hat{\nu} \equiv \hat{\nu}_{\text{tt}}/\check{\nu}_{\text{tt}}$. Recall from the proof of Lem. 3.9 that $m\hat{h}(\check{r} \check{f}^k)$, the number of all-rigid non-forcing clauses, is $m \hat{\nu}_{\alpha} = (1 - O(1/2^k))$ (otherwise the contribution to the partition function is an exponentially small fraction of the whole). Applying (24) again we have

$$\frac{nd\beta}{m \hat{\nu}_{\alpha}} = \hat{h}(\check{r} \check{f}^k)^{-1} \sum_{j \geq 1} \hat{h}(\text{Per}(\check{r} \check{f}^j, \check{r} \check{f}^{k - j})) = \sum_{j \geq 1} \frac{(k)}{j} \hat{\nu}^j = k \hat{\nu}(1 + \hat{\nu})^{k - 1},$$

so we conclude $\hat{\nu} \equiv \hat{\nu}_{\text{tt}}/\check{\nu}_{\text{tt}} = \beta [1 + O(1/2^k)] \leq 2^{-k}$, which clearly shows that the effect of changing $\check{v}$ given $\check{u} = \check{f}$ does not percolate. Therefore $h$ satisfies the symmetries (20), and so corresponds to a solution $\hat{q}$ of the frozen model recursions (13). Further $1 - q = \hat{\nu}_{\text{tt}}/(\check{\nu}_{\text{tt}} + \hat{\nu}_{\text{tt}}) \leq 2^{-k}$, so Lem. 3.1 implies $\hat{q} = \hat{q}^*$ as claimed.

3.6. Explicit form of first moment exponent. We conclude this section by giving the explicit form of $\Phi = \Phi_k(d)$.

**Proposition 3.11.** For $k \geq k_0$, $d_{\text{ubd}} \leq d \leq d_{\text{ubd}}, \Phi = \Phi_k(d)$ is given by

$$\Phi = \log 2 - \log(2 - q) - d(1 - k^{-1} - d^{-1}) \log[1 - 2(q/2)^k] + (d - 1) \log[1 - (q/2)^{k - 1}]$$

where $q$ is the unique solution of

$$d = 1 + \left(\log \frac{1}{2 - q} - \frac{1}{2 - q}ight) \log \frac{1}{1 - (q/2)^{k - 1}}$$

with $0 \leq 1 - q \leq 1/2^k$.

The function $\Phi$ is strictly decreasing in $d$ with $2^k[\Phi - \Phi] = 1/2 + O(k^2/2^k)$, and so has a unique zero $d_{\text{ubd}} < d \leq d_{\text{ubd}}$ satisfying

$$d_{\text{ubd}} = \left(\frac{2 - 1}{2 - 1} - \frac{1}{4 \log 2}\right) k \log 2 + O(k^3/2^k) = d_{\text{ubd}} = \left(\frac{1}{4 \log 2} - \frac{1}{6}\right) k \log 2 + O(k^3/2^k),$$

with $d_{\text{ubd}}$ the first moment threshold of the original NAE-SAT partition function (3).

**Proof.** The equation (31) is a rewriting of the frozen model recursions (13), which by Lem. 3.1 has a unique solution with $0 \leq 1 - q^* \leq 2^{-k}$. Write $q \equiv q^*$, $q_t \equiv 1 - q = 1/2^{k+1} + O(k^2/2^k)$, and $v \equiv v(q) \equiv v_{k-1}(q)$ as in (13). We also abbreviate

$$Q \equiv Q(q) \equiv (q/2)^{k - 1} = (1 - v)/v \quad \text{and} \quad u_t \equiv 1 - v = Q/(1 - Q) = 2^{-k}[2 - 2(k - 1)q_t + 4/2^k + O(k^2/4^k)].$$
Clearly, Lem. 3.6 applies for both the $0/1$ and $w$ auxiliary models. Substituting (24) into (17) and rearranging gives
\[
\Phi = \Phi(d/k) = \log \hat{z}_h + (d/k) \log \hat{z}_h - d \log \hat{z}_h = \Phi + \Phi(0) + \left(1 + \frac{1}{k}q_v\right) \frac{1}{k}q_v \log(1 + q_v) - \log(1 + q_v).
\]
We use (23) to calculate
\[
\hat{z}_h = 2(\hat{t}_{31} + \hat{t}_{32})^d - (\hat{t}_{31} + \hat{t}_{32})^d = 2 \cdot (1 - v^d) = (1 + q_v)/(1 + q_v),
\]
\[
\hat{z}_h = (\hat{t}_{31} + \hat{t}_{32})^d = (1 + q_v)/(1 + q_v),
\]
with $\Phi \equiv \log 2 + (d/k) \log(1 - q_v) + (1/k)q_v \log(1 + q_v)$ the first-moment exponent for the original $\text{NAE-SAT}$ partition function (2). From (33) we have
\[
(1 - q_v)/(1 + q_v) = 1 - 2(k - 1)q_v/(2k) + O(k^2/2k),
\]
therefore
\[
\Phi - \Phi = d(1 - k^{-1})q_v/(2k) - (1 + q_v)/(1 + q_v) + O(k^2/2k) = -q_v + O(k^2/2k).
\]
Let us now see that $\Phi$ is strictly decreasing in $d$. Recalling (33) that $v = Q/(1 - Q)$, we find
\[
\Phi = \log 2 + (d/k) \log(1 - q_v) + (d - 1) \log(1 - q_v) - (2 - k)/(1 - q_v),
\]
and rearranging gives (30). This can be expressed as a function of $q$ alone by taking $Q = Q(q)$ as in (33) and $d = d(q)$ as in (31). With $D_q$ denoting differentiation in $q$, we calculate
\[
D_q Q = \frac{(1 - q_v)}{Q} = \frac{2(k - 1)}{2k} [1 + O(k^2/2k)],
\]
\[
D_q v = -\frac{D_q Q}{(1 - Q)^2} = -\frac{2(k - 1)}{2k} [1 + O(k^2/2k)],
\]
\[
D_q d = -[q_v/(1 + q_v) \log v]^{-1} + (d - 1) D_q v = (q_v)^{-1} + O(k^2/2k) = 4k [1 + O(k^2/2k)].
\]
The total derivative of $\Phi = \Phi(d(q))$ with respect to $q$ is then straightforward to calculate: the main contribution comes from
\[
D_q [d/k \log(1 - q_v)] = -(dk)/(1 - q_v) + k^{-1}(d/k) \log(1 - q_v)
\]
\[
= -k^{-1} Q D_q d + O(k) = -O(k^2/2k) + O(k^2/2k),
\]
while $D_q [(d - 1) \log(1 - Q)/(1 - Q) - \log(2 - q)] = O(k^2/2k)$.
Thus $\Phi = \Phi_k$ is strictly decreasing on the interval $d_{\text{bd}} \leq d \leq d_{\text{ubd}}$ with derivative
\[
\Phi'(d) = \frac{D_q \Phi}{D_q d} = -\frac{1}{2k} (1 + O(k^2/2k)),
\]
so it must have a unique zero $d_{\text{bd}} \leq d_{\star} \leq d_{\text{ubd}}$. We further estimate from (9), (33), and (36) that $d_{\star}$ must satisfy (32), concluding the proof. 

4. Second moment of auxiliary model

In this section we compute the exponential growth rate $\hat{\gamma} = \lim_{n \to \infty} n^{-1} \log E[Z^2]$ of the second moment of the (truncated) frozen model partition function (10). This is done in the same framework as introduced in §3, regarding the second moment as the first moment of the partition function of pair frozen model configurations $\omega = (\omega^1, \omega^2)$ on the same underlying graph. The corresponding model of pair auxiliary configurations $\mathcal{T} = (\mathcal{G}^1, \mathcal{G}^2)$ has variable factors $\hat{\varphi} = \hat{\varphi} \otimes \hat{\varphi}$, clause factors $\hat{\varphi}^2(\mathcal{T}) = \hat{\varphi}^2(\mathcal{T} \oplus \mathcal{T}) \equiv \hat{\varphi}^2(\mathcal{G}^1 \oplus \mathcal{G}^2)$, and rate function $\hat{\Phi}$ on the space $\hat{\gamma}$ of empirical measures $\hat{\nu}$ having both marginals in $\Delta$. We again average over literals to define the $0/1$ auxiliary
model on \( G \); note however that the pair auxiliary model does not have a simple \( \tau/\bar{\tau} \) projection as was found in (16). In this section we prove

**Theorem 4.1.** The rate function \( \Phi \) on \( \mathcal{A} \) attains its maximum only at the product measure \( \mathcal{H} \equiv \mathcal{h} \otimes \mathcal{h} \), or at the measures \( \mathcal{H} \) \((x=0,1)\) with marginals \( \mathcal{h} \) supported on pair configurations \( \tau = (\mathcal{x}, \mathcal{y} \oplus \mathcal{z}) \).

We begin with an a priori estimate in the frozen model. As before \( \tau \) denotes \( \{0,1\} \). We partition \( \mathbb{R}^2 \equiv \{0,1\}^2 \) into \( \mathbb{R}^{\mathcal{r}} \equiv \{0,1\} \) and \( \mathbb{R}^{\mathcal{r}} \equiv \{0,1\} \), and we decompose \( \mathbb{Z}_2^2 = \sum_\pi Z_\pi^2 \) where \( Z_\pi^2 \) denotes the partition function of pair frozen configurations with associated empirical measure \( \pi \) on \( \mathcal{P} \equiv \{\mathcal{r}, \mathcal{r}^a, \mathcal{r}^b, \mathcal{r} f, \mathcal{f}, \mathcal{f} \} \). We use \( \mathcal{w} \) to denote \( \{0,1,\mathcal{f} \} \), so for example \( \pi_{\mathcal{r} \mathcal{r}} \equiv \pi_{\mathcal{r} \mathcal{r}} + \pi_{\mathcal{f} \mathcal{f}} \), etc.; in view of (16) we always assume \( \pi_{\mathcal{r} \mathcal{r}} \leq \beta_{\text{max}} \). Throughout the following we write \( \alpha \equiv \pi_{\mathcal{r} \mathcal{r}}/\pi_{\mathcal{r} \mathcal{f}} \) for the fraction of \( \mathcal{r}-\mathcal{r} \)-vertices taking the same spin in both coordinates.

**Lemma 4.2.** With \( \alpha \equiv \pi_{\mathcal{r} \mathcal{r}}/\pi_{\mathcal{r} \mathcal{f}} \), the function \( \Phi \) can only attain its global maximum on \( \Delta \) either in the near-independent regime \( \mathcal{A} \leq \Delta \) of measures with \( |2\alpha - 1| \leq k/2^{k/2} \), or in the near-identical regime \( \mathcal{A} \leq \Delta \) of measures with \( \min(\alpha, 1 - \alpha) \leq 2^{-3k/4} \).

**Proof.** Given empirical measure \( \pi \) on \( \mathcal{P} \), let \( p^\pi_\nu \) denote the probability, with respect to a uniformly random matching between variable and clause half-edges, that there are exactly \( m_\rho \) clauses which are incident to only \( \mathcal{r} \) or only \( \mathcal{r}^a \) or only \( \mathcal{r}^b \). Thus \( p^\pi_\nu \) has two invalid literal assignments. Of the remaining \( m(1 - \nu) \) clauses, all but \( O(nk^2/4^k) \) must have fewer than two free in at least one of the two coordinates, hence must have at least \( 4 \) invalid literal assignments. Therefore

\[
E[Z^2_\pi] \leq 2^{n(1-\nu)/2} \sum_\nu p^\pi_\nu (1 - 2/2^k)^{m(1 - \nu)} \exp\{O(nk^2/4^k)\}.
\]

The typical value of \( \nu \) given \( \pi \) is \( \bar{\nu} = \pi_{\mathcal{r} \mathcal{f}}[\alpha^k + (1 - \alpha)^k] \); conditioning and applying the local CLT (see (7) or the proof of Lem. 3.9) gives \( p^\pi_\nu \leq n^O(1) \exp\{-m H(\nu | \bar{\nu})\}. \) The optimal contribution to the summation above comes from

\[
\nu = \frac{\bar{\nu}}{(1 - 2\bar{\nu})(1 - \bar{\nu})} \quad \text{where} \quad \bar{\nu} = \frac{2}{2^k - 2}.
\]

Since \( \pi_{\mathcal{r} \mathcal{r}}, \pi_{\mathcal{r} \mathcal{f}} \leq \beta_{\text{max}} \) we find \( 2^{n(1-\nu)/2} \sum_\nu \exp\{n[\log 2 + H(\nu) + O(k/2^k)]\} \). Combining and recalling (2), (5) gives

\[
E[Z^2_\pi] \leq \exp\{n[\Phi + H(\bar{\nu}) + O(k/2^k)]\}.
\]

Recall from (26) that \( EZ = n^O(n/2^k) \); it therefore follows from the estimates in the proof of Propn. 1.1 that \( E[Z^2_\pi]/(EZ)^2 \) is exponentially small in \( n \) for \( 2^{-3k/4} \leq \min(\alpha, 1 - \alpha) \leq \frac{1}{2}(1 - k^2/2^k) \).

\[\square\]

### 4.1. Near-independence regime

We now complete our analysis of the near-independent regime \( \mathcal{A} \) to prove

**Proposition 4.3.** The unique global maximizer of the restriction of \( \Phi \) to \( \mathcal{A} \) is \( \mathcal{H} \).

**Lemma 4.4.** The contribution to \( E[Z^2_\pi] \) from frozen configurations with \( |2\alpha - 1| \leq k/2^{k/2} \) and \( (2/3) \beta_{\text{max}} \leq \max\{\pi_{\mathcal{r} \mathcal{r}}, \pi_{\mathcal{r} \mathcal{f}}\} \leq \beta_{\text{max}} \) is exponentially small in \( n \) compared to \( (EZ)^2 \).

**Proof.** Write \( \pi_{\mathcal{r}} \equiv 1 - \pi_{\mathcal{r} \mathcal{f}} \). Let \( m_{\nu_j} \) count the number of clauses with exactly \( 2j \) invalid literal assignments, and let \( \nu_j \) denote the typical value of \( \nu_j \) given \( \pi_{\mathcal{r}} \):

\[
\nu_1 \geq (\pi_{\mathcal{r} \mathcal{r}})_{k}[\alpha^k + (1 - \alpha)^k] = 2/2^k + O(k^2/2^{3k/2}),
\nu_2 \geq (\pi_{\mathcal{r} \mathcal{f}})[1 - \alpha^k - (1 - \alpha)^k] = 1 - 2/2^k - k\pi_{\mathcal{r} \mathcal{f}} + O(k^2/2^{3k/2}),
\nu_3 \geq k(\pi_{\mathcal{r} \mathcal{f}} + \pi_{\mathcal{r} \mathcal{r}})[\pi_{\mathcal{r} \mathcal{r}}]_{k-1}[1 - \alpha^{k-1} - (1 - \alpha)^{k-1}] = k(\pi_{\mathcal{r} \mathcal{f}} + \pi_{\mathcal{r} \mathcal{r}}) + O(k^2/2^k),
\nu_4 \geq k\pi_{\mathcal{r} \mathcal{f}}(\pi_{\mathcal{r} \mathcal{r}})_{k-1}[1 - \alpha^{k-1} - (1 - \alpha)^{k-1}] = k\pi_{\mathcal{r} \mathcal{f}} + O(k/2^k).
\]
By the argument of Lem. 4.2,
\[ E[Z^2] \leq 2n^{1-\pi_{rv}} \sum_{v} P_{v} \prod_{j \geq 0} (1 - 2j/(2^k))^{\mu_{v,j}} \]
\[ \leq \exp[n(1 - \pi_{rt}) \log 2 + H(\pi) + (d/k) \log(1 - (2/j^2) \sum_{j=1}^{3} j \bar{y}_j)]. \]
Note that \( H(\pi) \) is maximized at \( \alpha = 1/2 \), therefore
\[ H(\pi) \leq -\sum_{u,v} g_{uv} \pi_{uv} \log \pi_{uv} - \pi_{rt} \log \pi_{rt} + \pi_{rt} \log 2 \]
\[ \leq \log 2 - \sum_{u,v} g_{uv} \pi_{uv} \log \pi_{uv} + \pi_{rt} \log(2/e). \]
From the above estimates on the \( F_j \) we find
\[ 1 - (2/j^2) \sum_{j=1}^{3} j \bar{y}_j = (1 - 2/j^2) - (2j/k^2) (\pi_{rt} + \pi_{rt} + \pi_{rt}) + O(k^2/j^2). \]
Combining these estimates and recalling \( \Phi = \log 2 + (d/k) \log(1 - 2/j^2) \) from (2) gives
\[ n^{-1} \log \frac{E[Z^2]}{(E[Z])^2} \leq -\pi_{rt} \log \left( \frac{\pi_{rt} 2^{k+1}}{e} \right) - \pi_{rt} \log \left( \frac{\pi_{rt} 2^{k+1}}{e} \right) - \pi_{rt} \log \left( \frac{\pi_{rt} 4^{k+1}}{e} \right) + O\left( \frac{k^2}{2^{3/2}} \right). \]
Recalling (26) gives the two upper bounds
\[ n^{-1} \log \frac{E[Z^2]}{(E[Z])^2} \leq O\left( \frac{k^2}{2^{9/2}} \right) + \left\{ \begin{array}{ll}
-\pi_{rt} \log(\pi_{rt} 2^{k+1}/e) + 3/2^{k+1}; & (A) \\
-\pi_{rt} \log(\pi_{rt} 4^{k+1}/e) + 2/2^{k}. & (B)
\end{array} \right. \]
Recall (10) that \( \beta_{\text{max}} = 7/2^k \); thus (A) implies that \( E[Z^2]/(E[Z])^2 \) is exponentially small in \( n \) for \( 2\pi_{rt} \gg \beta_{\text{max}} \), or symmetrically for \( 2\pi_{rt} \gg \beta_{\text{max}} \). However (B) implies that \( E[Z^2]/(E[Z])^2 \) is exponentially small in \( n \) for \( \pi_{rt} \gg 4/(2^{k}k^2) \), and combining gives the result.

**Proposition 4.5.** Any global maximizer of \( \Phi \) on \( \Delta \) must be an interior stationary point.

**Proof.** Lem. 4.4 shows that the maximum cannot be obtained on the boundary where density of frees in either coordinate is \( \beta_{\text{max}} \), so it remains to show that the maximizer must be a strictly positive measure on supp \( \varphi \). For this we argue similarly as in the proof of Propn. 3.10. If \( h = (\hat{h}, \hat{h}, \hat{h}) \in \Delta \) is defined by \( h(\hat{t}) = \hat{h}(\hat{t}^1) 1(\hat{t}^1 = x \oplus \hat{a}^2) \) and \( \hat{h}(\hat{t}^1) 1(\hat{t}^1 = x \oplus \hat{a}^2) \) for \( h \in \Delta \) and \( x \in \{0,1\} \), then clearly \( \Phi(h) = \Phi(h) \), so Propn. 3.10 implies
\[ \{(\hat{t}, x \oplus \hat{a}) : \hat{a} \in \text{supp } \varphi \} \subseteq \text{supp } \hat{h}, \quad \{(\hat{t}, x \oplus \hat{a}) \in \text{supp } \varphi \} \subseteq \text{supp } \hat{h} \quad \text{for } x = 0,1. \]
In the following we write \( r, s, x, y \) for elements of \( \{0,1\} \).

1. If \( \text{supp } \hat{h} \) does not contain \( \frac{r}{s} \) or \( \frac{s}{r} \) then \( T(h; \delta) > 0 \) for
\[ \hat{\delta} = \sum_{x,y \neq t} 1(\{xx_{ty} yt_{ty}, ty_{ty}, yt_{ty} \}) - 1(\{xx_{ty} xt_{ty}, ty_{ty}, yt_{ty} \}), \]
\[ (d/k) \hat{\delta} = \sum_{x,y \neq t} 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}) - 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}), \]
\[ d \hat{\delta} = \sum_{x,y \neq t} 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}) - 2 \cdot 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}). \]
2. If \( \text{supp } \hat{h} \) does not contain \( \frac{r}{s} \) or \( \frac{s}{r} \) then \( T(h; \delta) > 0 \) for
\[ \hat{\delta} = \sum_{x,y \neq t} 1(\{xx_{ty} yt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}) - 1(\{xx_{ty} yt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}), \]
\[ (d/k) \hat{\delta} = \sum_{x,y \neq t} 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}) - 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}), \]
\[ d \hat{\delta} = \sum_{x,y \neq t} 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}) - 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}). \]
3. If \( \text{supp } \hat{h} \) does not contain any of \( \frac{r}{s}, \frac{s}{r}, \frac{r}{t} \) then \( T(h; \delta) > 0 \) for
\[ \hat{\delta} = 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}) - 2 \cdot 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}), \]
\[ (d/k) \hat{\delta} = 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}) + 2 \cdot 1(\{xx_{ty} xt_{ty}^{-1}, ty_{ty}^{-1}, yt_{ty}^{-1} \}) + (2d/k - 3) 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}) - (2d/k) \cdot 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}), \]
\[ d \hat{\delta} = 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}) + 2 \cdot 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}) + (2d - 3)(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}) - 2d \cdot 1(\{xx_{ty} \frac{r}{s}, \frac{s}{r} \}). \]
It follows by symmetry considerations that \( \supp h = \mathcal{M}^2 \), hence any maximizer \( h \) of \( \Phi \) must be positive on \( \supp \phi \) since otherwise \( T_2(\Phi(h_z; h_z - h)) \) would be positive.

\textbf{Lemma 4.6.} The pair frozen model tree recursions on measures \( q \equiv (\hat{q}, \hat{q}) \) have the unique solution \( q = q^* \otimes q^* \) in the regime \( \hat{q}(\{ff, tf, ft\}) \lesssim 2^{-k} \), \((\hat{q}_{00} + \hat{q}_{11})/(\hat{q}_{01} + \hat{q}_{10}) = 1 + O(k/2^{k/2}) \).

\textbf{Proof.} The pair frozen model tree recursions are as follows. Write \( \hat{q}_{\omega} = \hat{q}_{00} + \hat{q}_{11}, \hat{q}_{\varphi} = \hat{q}_{01} + \hat{q}_{10} \). By assumption, \( \hat{q}_{\omega} = (1 + \epsilon)\hat{q}_{\omega} \) with \( |\epsilon| \lesssim k/2^{k/2} \). The clause recursions are

\[
\begin{align*}
\hat{q}_{tt} &= \hat{q}_{tt} = (2/\delta)(\hat{q}_{tt})_{k-1}, \\
\hat{q}_{10} &= \hat{q}_{10} = (2/\delta)\hat{q}_{10} = (2/\delta)\hat{q}_{tt} = (2/\delta)\hat{q}_{tt} = (2/\delta)(\hat{q}_{tt})_{k-1}, \\
\hat{q}_{tt} &= \hat{q}_{tt} = (2/\delta)(\hat{q}_{tt})_{k-1}, \\
\hat{q}_{tt} &= \hat{q}_{tt} = (2/\delta)(\hat{q}_{tt})_{k-1}, \\
\hat{q}_{tt} &= \hat{q}_{tt} = (2/\delta)(\hat{q}_{tt})_{k-1},
\end{align*}
\]

The variable recursions are (with \( \hat{c} \) the normalizing constant)

\[
\begin{align*}
\hat{c}_{tt} &= (2/\delta)(\hat{c}_{tt})_{k-1}, \\
\hat{c}_{10} &= \hat{c}_{10} = (2/\delta)(\hat{c}_{10})_{k-1}, \\
\hat{c}_{00} &= \hat{c}_{11} = (2/\delta)(\hat{c}_{00})_{k-1}, \\
\hat{c}_{01} &= \hat{c}_{01} = (2/\delta)(\hat{c}_{01})_{k-1},
\end{align*}
\]

By the assumption that \( |\epsilon| \lesssim k/2^{k/2} \), the clause recursions give \( \hat{q}_{tt} = (2/\delta)[1 + O(k/2^k)] = \hat{q}_{tt} \), and therefore the variable recursions we must have \( \hat{q}_{tt} = (1 + \delta)\hat{q}_{tt} \) with \( |\delta| \lesssim k/2^k \). But then the clause recursions give \( \hat{q}_{tt} = (1 + \delta)\hat{q}_{tt} \leq \delta k/4^k \), consequently

\[
\hat{q}_{tt} = \frac{1 + O(\delta k/4^k)}{1 - (\hat{q}_{tt})_{k-1}} = 1 + O(\delta k^2/2^k),
\]

proving that the recursion contracts to \( \delta = 0 \), i.e. \( \hat{q}_{tt} = \hat{q}_{tt} \) and \( \hat{q}_{tt} = \hat{q}_{tt} \). Similarly, the clause recursions give \( \hat{q}_{\omega} = \hat{q}_{\omega} = O(\epsilon k/4^k) \), and substituting this into the variable recursions then gives

\[
\hat{q}_{\omega} = \hat{q}_{\omega} = O(\epsilon k^2/2^k),
\]

so we also have contraction to \( \epsilon = 0 \), \( \hat{q}_{\omega} = \hat{q}_{\omega} \equiv \hat{q}_{tt}/2 \).

It remains to show \((\hat{q}_{tt}, \hat{q}_{tt}, \hat{q}_{tt}) = (\hat{q}^2, \hat{q}(1 - \hat{q}), (1 - \hat{q})^2) \) with \( \hat{q} = \hat{q}^* \). To this end write

\[
q = \hat{q}_{tt} + \hat{q}_{tt} = 4\hat{q}_{00} + 2\hat{q}_{01}, \quad q = \hat{q}_{tt}/q = \hat{q}_{00}/(2\hat{q}_{00} + \hat{q}_{01}).
\]

Writing \( Q \equiv (q/2)^{k-1}, \hat{Q} \equiv (\hat{q}/2)^{k-1}, \) and \( Q^* \equiv (\hat{q}^*/2)^{k-1} \), we have

\[
\begin{align*}
1 - q &= \langle \langle 0, 2, -1, W^{d-1} \rangle, \\
1 - \hat{q} &= \langle \langle 0, 1, -1, W^{d-1} \rangle, \hat{Q} \rangle, \end{align*}
\]

and

\[
\begin{align*}
W_1 &= \hat{q}_{tt} + 2\hat{q}_{tt} + \hat{q}_{tt} = 1 - 2Q + Q\hat{Q}, \\
W_2 &= \hat{q}_{tt} + \hat{q}_{tt} = 1 - 3Q + 2Q\hat{Q}, \end{align*}
\]

By assumption, \( x = 2^{d}(1 - \hat{q}^* + |\hat{q} - \hat{q}^*|) \lesssim 1 \), so \( Q + O(xk/4^k) = Q^* = \hat{Q} + O(xk/4^k) \) and consequently \( W^{d-1}[1 + O(xk/4^k)] = (W^*)^{d-1} \). It follows that

\[
\begin{align*}
1 - q &= \frac{1 - \hat{q}}{1 + O(xk^2/2^k)}, \\
1 - \hat{q} &= \frac{1 - \hat{q}}{1 + O(xk^2/2^k)} \end{align*}
\]

implying that the recursion contracts to \( x = 0 \), \( q = \hat{q} = \hat{q}^* \) as claimed.

\textbf{Proof of Propn. 4.9.} By Propn. 4.5 and Lem. 3.6, any maximizer \( h \) of \( \Phi \) on \( \mathcal{X} \Delta \) corresponds to some solution \( h \) of the Bethe recursions for the pair \( O/1/f \) auxiliary model. We now show that \( h \) must satisfy the symmetries (20): that is, \( h(\omega i) = h(\omega i') \), where \( i' \) now indicates the outgoing pair of variable-to-clause messages, and \( i \) or \( i' \) indicates the incoming pair of clause-to-variable messages.

Let \( \mathcal{R}_+ = \{ \sigma, \{ i, l \} \} \) and \( \mathcal{R}_+ = \{ \sigma, \{ i, l \} \} \), and write \( \mathcal{R}_x = \mathcal{R}_+ \cup \mathcal{R}_- \) and \( \mathcal{R} = \mathcal{R}_0 \). Analogously to the first-moment symmetries that were seen directly from the Bethe recursions, in the pair model it is easily seen that

\[
\hat{h}(\sigma x) = \hat{h}(\sigma x) \quad \text{and} \quad \hat{h}(\sigma x) = \hat{h}(\sigma x) \quad \text{for all} \sigma \in \mathcal{M}, x \in \{0, 1\}.
\]

\]
Further, the 0/1 symmetry in the clause factors implies \( \hat{h}(\tau) = \hat{h}(-\tau) \) and \( \hat{h}(\tau) = \hat{h}(-\tau) \) for any \( \tau \in \mathcal{N}^2 \). It remains to prove
\[
\hat{h}(\vec{x}) = \hat{h}(\vec{z}) \quad \text{for } x \in \{0, 1\}.
\]

Estimates on messages. The number of clauses incident to any variable which are free in either coordinate is \( \leq mk/2^k \), while an easy a priori estimate implies that the number of fully-rigid clauses which are non-forcing is \( \asymp m \). Recalling (24) then gives
\[
k/2^k \geq k \frac{\hat{h}(\{\vec{z}, \vec{z}, \vec{z}, \vec{z}, \vec{z}\}, \mathcal{D}^{k-1})}{\hat{h}(\mathcal{D}^k)} \geq \left[ 1 - O(k/2^k) \right]^{k/2^k} \left[ \hat{h}(\vec{z}) + \hat{h}(\vec{z}) + \hat{h}(\vec{z}) \right],
\]
where the last inequality follows because all the \( \phi \) factor weights involved in the application of (24) are \( 1 - O(k/2^k) \).

We now estimate the ratio \( \dot{\gamma} \equiv \frac{\hat{h}(\vec{z})}{\hat{h}(\vec{z})} \). Another application of (24) gives
\[
\gamma \equiv \frac{\alpha}{1 - \alpha} = \frac{\pi_{x_{\vec{z}}}^{-1}}{\pi_{x_{\vec{z}}}^{-1}} \quad \text{where we have used the symmetry } \hat{h}(\vec{z}) = \hat{h}(\vec{z}).
\]

where the last estimate uses (37). Thus \( \hat{h}(\{\vec{z}, \vec{z}, \vec{z}, \vec{z}, \vec{z}\}, \mathcal{D}^{k-1}) \) of the product measure with marginals \( \hat{h}_p \), the Bethe recursions give
\[
\hat{z}_p \hat{h}(\vec{z}) = \frac{2^k e^{\mathcal{U}^k}}{2^k} \hat{h}(\mathcal{D}^{k-1}) \quad \hat{z}_p \hat{h}(\vec{z}) = \hat{h}(\mathcal{D}^{k-1}) \quad \hat{z}_p \hat{h}(\vec{z}) = (1 - O(k/2^k)) \hat{h}(\mathcal{D}^{k-1}),
\]
where the last estimate uses (37). Thus \( \hat{h}(\{\vec{z}, \vec{z}, \vec{z}, \vec{z}, \vec{z}\}, \mathcal{D}^{k-1}) \) of the product measure with marginals \( \hat{h}_p \), the Bethe recursions give
\[
\dot{\gamma} \equiv \frac{\hat{h}(\vec{z})}{\hat{h}(\vec{z})} = e^{O(1/2^k)} \hat{h}(\mathcal{D}^{k-1}) (1 - O(k/2^k)), \quad \text{where the last step uses the assumption that } \hat{h} \text{ lies in } \mathcal{D}.
\]

Finite-range effect of changed incoming message. We now show \( \hat{h}(\vec{x}) = \hat{h}(\vec{x}) \) for \( x \in \{0, 1\} \). The effect propagates through clauses which in the second copy are as described in the proof of Thm. 3.7: that is, in the second copy, exactly one descendant variable sends message \( \vec{x} \), and the evaluation of all the incoming 0/1 messages (of which there are \( k - 2 \) or \( k - 1 \) depending on whether the parent variable sends \( \vec{x} \) or not) under the clause literals is identically 0 or 1. The mean of the branching process is bounded as in (28) and (29) except that we must now condition on the pair spin \( \tau_1 \) on the edge preceding the clause.

We now explain the rather delicate case where the clause is forcing to its parent variable in the first coordinate. Conditioned on spin \( \tau_1 = \vec{y}_{\vec{z}} \) on the preceding edge, the probability of having a clause as described above is (using (24) and (38))
\[
\frac{(2/2^k)\hat{h}(\vec{z}) (k-1)\hat{h}(\vec{z}) \hat{h}(\mathcal{D}^{k-1})}{(2/2^k)\hat{h}(\vec{z}) \hat{h}(\mathcal{D}^{k-1})} \leq (k/2^k)(k/2^k) \leq (k/4^k)
\]
and this is \( \leq d^{-1} \) so the propagation through clauses started from \( \tau_1 = \vec{y}_{\vec{z}} \) is subcritical. The calculations for the remaining cases of \( \tau_1 \) are similar but easier, and so are left to the reader. We therefore see that \( h \) satisfies the symmetries (20), and so corresponds to a solution \( q \equiv (\vec{q}, \vec{q}) \) of the pair frozen model recursions. By (37) and (38) this solution falls in the regime of Lem. 4.6, which uniquely identifies \( h \) as \( 2h \).
4.2. A priori rigidity estimate. Recalling Lem. 4.2, let $\bar{j}Z$ denote the contribution to $Z^2$ from the near-identical regime $h \in \bar{j}\Delta$. In this subsection we prove

Proposition 4.7. For $k \geq k_0$, $d_{ibd} \leq d \leq d_{abd}$, and $n \geq n_0(k)$, $\mathbb{E}[\bar{j}Z] \leq \varepsilon Z$.

Lemma 4.8. Given a frozen configuration $\eta$, for $1 \leq j \leq k$ let $\nu_j$ count the number of clauses incident to exactly $j$ $\eta$-free variables, and write $\nu_{\geq 1} = 1 - \nu_0$.

Let $m_1$ count the number of $\eta$-forcing clauses, and let $\gamma$ denote the fraction of rigid variables which are $\eta$-forced at most $k^{1/2}$ times. Then for $k \geq k_0$, $n \geq n_0(k)$ it holds that

\[
\mathbb{E}[Z_{n\beta}; (\Omega_A)^c] \leq (\varepsilon Z) \exp\{-10nk^2/2^k\} \quad \text{for } \Omega_A \equiv \left\{ \nu_{\geq 1} \leq k^3\beta^2 \right\};
\]

\[
\mathbb{E}[Z_{n\beta}; (\Omega_B)^c] \leq (\varepsilon Z) \exp\{-10nk^2/2^{k^2}\} \quad \text{for } \Omega_B \equiv \left\{ 1 - m_1/(m \cdot 2k/2^k) \leq 2^{-k/8} \right\}
\]

and $\gamma \leq k^2/2^{k^2}$

Proof. As in the proof of Lem. 3.9, let $p_{\nu_0,\nu_1}^\beta$ denote the probability of $\nu_0, \nu_1$ with respect to a uniformly random matching between clause half-edges and variable half-edges with density $\beta$ of frees. Conditioned on all fully-rigid clauses being satisfied, the number $m_1$ of forcing clauses is distributed $\text{Bin}(m\nu_0, \theta)$ with $\theta \equiv 2k/(2^k - 2)$. Conditioned on $m_1$, the probability of having $\gamma$-fraction of the rigid variables forced at $k^{1/2}$ times is

\[
a_{m_1}(\gamma) = \mathbb{P}(\sum_{i=1}^{m_1} F_i = k^{1/2}) = n\gamma \left[ \sum_{i=1}^{m_1} F_i = m_1 \right], \quad F_i \sim \text{Bin}(d, \alpha)
\]

(where $0 < \alpha < 1$ may be arbitrarily chosen). We therefore bound

\[
\mathbb{E}[Z_{n\beta}; \nu_{\geq 1} = m_1, \gamma] \leq 2^n(1-\beta)\binom{n}{m_1} \sum_{F_{\nu_0+\nu_1=1-\nu_{\geq 1}}} p_{\nu_0,\nu_1}^\beta (1 - 2^{-k^2} m_1) \text{bin}_{m_1, \theta}(m_1, a_{m_1}^\beta(\gamma)).
\]

From the trivial bound $\nu_0 \geq 1 - k\beta$, together with our estimate (26) that $\mathbb{E}Z = e^{O(n/k^2)}$,

\[
\mathbb{E}[Z_{n\beta}; \nu_{\geq 1} = m_1, \gamma] \leq (\varepsilon Z) \exp\{O(n/k^2)\} \sum_{F_{\nu_0+\nu_1=1-\nu_{\geq 1}}} p_{\nu_0,\nu_1}^\beta \text{bin}_{m_1, \theta}(m_1, a_{m_1}^\beta(\gamma)).
\]

Summing over $m_1, \gamma$ and simply upper bounding $\sum_{m_1} \text{bin}_{m_1, \theta}(m_1, a_{m_1}^\beta(\gamma)) \leq 1$ yields the bound on $\mathbb{E}[Z_{n\beta}; (\Omega_A)^c]$, recalling that the typical value of $m\nu_0$ is $\leq mk^2\beta^2$. To bound $\mathbb{E}[Z_{n\beta}; (\Omega_B)^c]$, we first estimate

\[
\text{bin}_{m_1, \theta}(m_1) \leq \exp\{-n2^{-k^2/3}\} \quad \text{on the event } |1 - m_1/(m \cdot 2k^2)| \geq 2^{-k/8}.
\]

On the complementary event $|1 - m_1/(m \cdot 2k^2)| < 2^{-k/8}$, in the above expression for $a_{m_1}^\beta(\gamma)$ we can set $\alpha = m_1/(ndp) = (2/2^k)[1 + O(2^{-k^2/8})]$, and apply the local CLT to bound

\[
a_{m_1}^\beta(\gamma) \leq \exp\{-nh(\gamma | \gamma)\} \quad \text{with } h \equiv \mathbb{P}(\text{Bin}(d, \alpha) \leq k^{1/2}) \leq 2^{-k} \exp\{O(k^{1/2} \log k)\}
\]

\[
\leq \exp\{-nk^2/2^k/2^{k^2}\} \quad \text{for } \gamma \geq k^2/2^{k^2}.
\]

Combining these estimates gives the bound on $\mathbb{E}[Z_{n\beta}; (\Omega_B)^c]$. \hfill \Box

We now decompose $Z^2 = \sum_{\pi} Z^2[\pi]$ where $Z^2[\pi]$ denotes the contribution from empirical measure $\pi$ on $\{0, 1, f\}^2$. For $j = 1, 2$ we write $\pi^f$ for the projection of $\pi$ onto the $j$-th coordinate, e.g. $\pi_1^1 \equiv (\pi_{0,0}, \pi_{1,0}, \pi_{f,0})$, and we decompose $Z = \sum_{\pi} Z[\pi^1]$.\hfill

Lemma 4.9. It holds for $k \geq k_0$ and $n \geq n_0(k)$ that for any empirical measure $\pi$ on $\{0, 1, f\}^2$ with max$\{\pi_1^1, \pi_2^1\} \leq \beta_{\max}$ and $\Delta = n\pi(\eta^1 \neq \eta^2) \leq n/2^{k^2}$,

\[
\mathbb{E}[Z^2[\pi]] \leq e^{-n/2^{k^2}} \varepsilon Z + 2^{-\Delta k/10} \left( \mathbb{E}[Z[\pi^1]] + \mathbb{E}[Z[\pi^2]] \right).
\]

Proof. Write $p = \pi_{0,0}$ and $\beta = \pi_{f,0} = 1 - p$. Given any $\eta^1 \in \{0, 1, f\}^V$, the number of choices for $\eta^2$ for which $|\{v : \eta^1 \neq \eta^2\}| \leq n/2^{k^2/2}$ is (crudely) upper bounded by $\exp\{O(nk^2/2^{k^2})\}$ even in absence of satisfiability constraints. Combining with Lem. 4.8 gives $\mathbb{E}[Z^2[\pi]; (\Omega_B)^c] \leq (\varepsilon Z) \exp\{-5nk^2/2^{k^2}\}$, so we hereafter restrict consideration to the event $\Omega_B$.

For the remainder of the proof let $\omega \equiv (\omega_1^1, \omega_2^1)$ be a fixed spin configuration with empirical measure $\pi$, and for $\omega \in \{0, 1, f\}^2$ write $\bar{V}_\omega \equiv \{v \in V : \omega_v = \omega\}$. Decompose $\Omega_B$ as the disjoint union
of events $\Omega_{B,x}$ where $x \equiv (\nu_0, \nu_1, m_1, \gamma)$ is defined as in the statement of Lem. 4.8 with respect to $\gamma^1$. Let $R = V_e \setminus V_{e^2}$ and $|R| = npe = n\pi_{\gamma^1} + n\pi_{\gamma^2}$, and write $F_\delta$ for the event that exactly $npe\delta$ in $R$ are $\gamma^1$-forcing $< k^{1/2}$ times. We then bound

$$E[Z^2[\pi]; \Omega_B] \leq \sum_x E[Z[\pi^1]; \Omega_{B,x}] \sum_\delta c_{x^2, \delta} c_{f} \mathbb{P}(\gamma^2 \text{ valid} \mid \gamma^1 \text{ valid}, \Omega_{B,x}, F_\delta)$$

where $c_{x^2, \delta} = 2^{npe} \left( \begin{array}{c} n \gamma \\ npe \delta \end{array} \right) \left( \begin{array}{c} n(1 - \gamma) \\ npe(1 - \delta) \end{array} \right)$ and $c_{f} = \left( \begin{array}{c} n^\beta \\ n\pi_{\gamma^2} \end{array} \right) \leq 2^{n\beta}$,

(the factor $2^{npe}$ in $c_{x^2, \delta}$ counts all the mappings $R \rightarrow \{ \gamma^2, \gamma^1 \}$).

Constraints on clauses incident to $\{ \gamma^2, \gamma^1 \}$-variables.

On the event $F_\delta$ there must be at least $npe[\delta + (k^{1/2} + 1)(1 - \delta)] \geq npe(2 - \delta) = m_f(\mathcal{R})$ clauses $\gamma^1$-forcing to $\mathcal{R}$. Let $Q_x$ denote the event that each such clause is incident to at least one $\mathcal{R}$-variable; then $\{ \gamma^2 \text{ valid} \} \subseteq Q_x$. Consider $\mathcal{R}$-incident half-edges (of which there are at most $npe$) that are matched to any of the $mk_0 - m_f$ clause-incident half-edges that are non-$\gamma^1$-forcing: this matching is uniformly random and $npe/(mk_0 - m_f) < 2\varepsilon$, so

$$p_x = \mathbb{P}(Q_x \mid \gamma^1 \text{ valid}, \Omega_{B,x}, F_\delta) \leq \mathbb{P}(D_a > 0 \forall a \leq m_f(\mathcal{R}) \mid \sum_a D_a = (mk_0 - m_f)2\varepsilon),$$

with $D_a$ independent random variables distributed as

$$\operatorname{Bin}(k - 1, 2\varepsilon) \text{ for } a = m_f, \operatorname{Bin}(k, 2\varepsilon) \text{ for } a > m_f.$$ 

Note that for any realization of $(D_a : a \leq m_f(\mathcal{R}))$,

$$\mathbb{P}(\sum_a D_a = (mk_0 - m_f)2\varepsilon) \leq 1,$$

therefore $p_x \leq [1 - (1 - 2\varepsilon)^{k-1}]^{m_f(\mathcal{R})} \leq (4ke)^{m_f(\mathcal{R})}$. Combining with $c_{x^2, \delta}$ and rearranging gives

$$(np)^{-1} \log(c_{x^2, \delta} p_x) \leq \gamma \left[ H(e_{\delta}) + \left( \frac{e_\delta}{e} \right) \log \left( \frac{e_{\delta}}{e} \right) \right] + (1 - \gamma) \left[ H(e_{1-\delta}) + \left( \frac{e_{1-\delta}}{e} \right) \log \left( \frac{e_{1-\delta}}{e} \right) \right]$$

$$e_\delta \log \gamma + e(1 - \delta) \log e + O(e \log k)$$

$$\leq e \log(\gamma + e) + O(e \log k),$$

where we have used the trivial inequality $H(x) + x \log c \leq \log(1 + c) \leq c$. Recall $e \leq 2^{-k/2}$ by assumption, and $e \leq k^2/2^k$ by the restriction to $\Omega_B$, therefore

$$c_{x^2, \delta} p_x \leq \exp\{-npe(k/2) \log 2[1 - O(k^{-1} \log k)]\}.$$ 

Recalling $c_{f} \leq 2^{n\beta}$ we see that

$$\text{if } e \geq 2\beta \text{ then } E[Z^2[\pi]; \Omega_B] \leq \left[ \frac{E[Z[\pi^1]; \Omega_B]}{2nk^{3-n}\delta}\right] \leq \frac{E[Z[\pi^1]; \Omega_B]}{2n^{e+\delta}k^{5}/5}.$$ 

Focusing on $\mathfrak{f}$-variables.

Now suppose $e \leq \beta$: the number of choices for $\gamma^2$ is then $\leq \exp(O(nk/2^k))$, so combining with Lem. 4.8 gives in this case $E[Z^2[\pi]; (\Omega_A)^\prime] \leq (\mathbb{E}Z^2) \exp\{-5nk^2/2^k\}$. Therefore we restrict consideration hereafter to the event $\Omega_A$. On $\Omega_A$, consider the event $Q_x = \{ \gamma^2 \text{ valid} \} \subseteq \{ \gamma^1 \text{ valid}, \Omega_{B,x}, F_\delta, Q_x \}$. A clause can be $\gamma^2$-forcing to an $\mathfrak{f}$-variable in precisely one of two ways:

1. For $v \in V_{2}\setminus X_{e}$ let $\Lambda_{v}$ count the number of clauses $a \in \partial v$ that are incident to no $\gamma^1$-free variables besides $v$. A clause $a \in \partial v$ of this type will be $\gamma^2$-forcing to $v$ for certain arrangements of literals and of spins $\mathfrak{f}_{v}, \mathfrak{f}_{v^2}$ among the neighbors $u \in \partial a \backslash v$; since $v \in V_{2}$ the clause $a$ is conditioned not to be $\gamma^1$-forcing. Conditioning on $\{ \gamma^2 \text{ valid}, \Omega_{B,x}, F_\delta, Q_x \}$ gives information about the arrangement of $\mathfrak{f}_{v^2}$ only with regards to the $\gamma^2$-forcing clauses, so the matching between $\mathcal{R}$-incident half-edges with half-edges incident to non-$\gamma^1$-forcing clauses remains uniformly random. Since the number of edges joining non-$\gamma^1$-forcing clauses to $\gamma^1$-rigid variables is $\approx mk$, we conclude that $\gamma^2$-forcing arrangements of clause $a$ will occur with conditional probability $\approx ek/2^k$. Moreover
this estimate remains valid even after conditioning on a subset of such clauses, since the total number of clauses incident to free variables is negligible compared with \( mk \).

2. In the \( m\nu > 2 \) clauses incident to more than one \( y^1 \)-free variable, the conditioning so far gives no information about the arrangement of the literals. Therefore, in each such clause distinguish a uniformly random edge to be potentially \( y^2 \)-forcing. For \( v \in V_{fr} \), let \( \Lambda_v \) denote the number of such edges incident to \( v \), and write \( m_{\Lambda} = \sum_{v \in V_{fr}} \Lambda_v \leq m\nu > 2 \). A clause \( a \in \partial v \) of this type is \( y^2 \)-forcing to \( v \) for certain arrangements of literals and of spins \( rr, fr \) among the neighbors \( u \in \partial a \setminus v \). In particular, at least one neighbor \( u \in \partial a \setminus v \) is \( y^1 \)-free, therefore must have spin \( fr \) in the pair model. Thus \( y^2 \)-forcing arrangements of \( a \) will occur with conditional probability \( (k/2^k)(\mu_{fr}/\beta) \). Moreover this estimate remains valid even after conditioning on a subset of such clauses — due to the restriction to event \( \Omega_A \) we have \( m_{\Lambda} \leq nd\beta_{k}^{O(1)} \), and this is negligible compared with the total number \( nd\beta_{k} \) of half-edges leaving \( V_{fr} \).

Crude bounding \( \tilde{\lambda}_e \leq d \), there exists a uniform constant \( C \) such that

\[
P_{fr}^{T,\nu,\delta} = \mathbb{P}(Q_{fr} \mid y^1 \text{ valid}, \Omega_{B,G}, F_\delta, Q_{fr}, \Omega_A) \leq \mathbb{E}\left[ \prod_{v \in V_{fr}} \left( 1 - \left( 1 - \frac{Ck}{2^k} \right)^d \left( 1 - \frac{Ck\mu_{fr}}{2^k \beta} \right)^{\Lambda_v} \right) \right].
\]

Let \( B_v = (B_{uv})_{u \in V_{fr}} \) be i.i.d. Bin\( (d, m_{\Lambda}/(nd\beta)) \) random variables; we can compute the above by replacing \( \Lambda_u \) with \( B_u \) and conditioning on \( \sum_{u \in V_{fr}} B_u = m_{\Lambda} \). We then claim that removing this conditioning costs at most \( e^{O(n_{\mu_{fr}})} \), that is to say,

\[
P_{fr}^{T,\nu,\delta} \leq e^{O(n_{\mu_{fr}})} \left( 1 - \left( 1 - \frac{Ck}{2^k} \right)^d \mathbb{E}\left[ \left( 1 - \frac{Ck\mu_{fr}}{2^k \beta} \right)^{\Lambda_v} \right] \right)^{n_{\mu_{fr}}}.
\]

If \( \mu_{fr} \geq n/(\log n) \) this is immediate from the local CLT; otherwise it follows by arguing as in (39).

Recalling \( \mathbb{E}[\binom{d}{x}] = (1 - px)^d \), we see that

\[
P_{fr}^{T,\nu,\delta} \leq e^{O(n_{\mu_{fr}})} \left( \frac{d^k}{2^k} + \frac{d^{k-1} \mu_{fr,2}^{k-1}}{2^k \beta n_{\beta}} \right)^{n_{\mu_{fr}}} \leq k^{O(n_{\mu_{fr}})} (\epsilon + \mu_{fr})^{n_{\mu_{fr}}}.
\]

Again recalling \( H(x) + x \log c \leq \log(1 + c) \leq c \) we bound \( c_{fr}^{T,\nu,\delta} \leq k^{O(n_{\mu_{fr}})} e^{n_{\mu_{fr}}}. \)

Now assume by symmetry that \( \mu_{fr} \leq \mu_{fr} \): then \( 2n\epsilon \geq n\mu_{fr} + n\mu_{fr} = \Delta \) and \( c_{fr} p_{fr} \leq k^{O(n\epsilon)} \). Combining with (40) then gives that

\[
\text{if } 10\epsilon \leq \beta \text{ then } \mathbb{E}[Z^2; \Omega_B] \leq \frac{\mathbb{E}[Z^2; \Omega_B]}{2^{n\epsilon k/3}} \leq \frac{\mathbb{E}[Z^2; \Omega_B]}{2\Delta k/8},
\]

closing the proof.

\[\square\]

Proof of Propn. 4.7. Follows from Lem. 4.9.

\[\square\]

Proof of Thm. 4.1. Follows by combining Propns. 4.3 and 4.7.

\[\square\]

5. Negative-definiteness of free energy Hessians

In this section we prove Thm. 2.

Proposition 5.1. The Hessians \( H \Phi(\cdot \hbar) \) and \( H_2 \Phi(\cdot \hbar) \) are negative-definite.

5.1. Derivatives of the Bethe functional. Let \( h \in \Delta^c \) with \( \hbar \) and \( \hbar \) both symmetric, and let \( \delta \) be any signed measure on \( \text{supp} \varphi \) (not necessarily symmetric) with \( h + \delta \in \Delta^c \) for sufficiently small \( |s| \). Then

\[
k_{\delta}^2 \Phi(h + \delta)_{s=0} = -k \langle (\delta/\hbar)^2 \rangle_{h} - d \langle (\delta/\hbar)^2 \rangle_{h} + dk \langle (\delta/\hbar)^2 \rangle_{h}
\]

where \( a/b \) denotes the vector given by coordinate-wise division of \( a \) by \( b \), and \( \langle \cdot \rangle_{h} \) denotes integration with respect to measure \( h \), e.g. \( \langle (\delta/\hbar)^2 \rangle_{h} = \sum_{\sigma} \delta(\sigma)^2/\hbar(\sigma) \).
Given fixed marginals $\bar{\delta}$, $\langle (\hat{\delta}/\hat{h})^2 \rangle_{\hat{h}}$ is minimized by $\hat{\delta} = \hat{h} \langle \hat{h} \rangle_{\hat{h}}$ with $\hat{h}$ chosen to satisfy the margin constraint — which, after a little algebra, becomes the vector equation

$$\bar{H}^{-1} \tilde{\delta} = d^{-1} [(I + (d - 1) \bar{M}) \tilde{\chi}]$$

where $\bar{H} \equiv \text{diag}(\hat{h})$ and $\bar{M}$ denotes the stochastic matrix

$$\bar{M}_{\sigma, \sigma'} = \langle \hat{h} \rangle_{\hat{h}}^{-1} \sum_{\tilde{\delta}} \hat{h} \langle \hat{h} \rangle_{\hat{h}} \langle (\sigma_1, \sigma_2) = (\sigma, \sigma') \rangle.$$  \hspace{1cm} (41)

If such $\hat{h}$ exists, then the minimal value of $\langle (\hat{\delta}/\hat{h})^2 \rangle_{\hat{h}}$ subject to marginals $\bar{\delta}$ is $\langle \hat{\delta}, \tilde{\chi} \rangle$. Define analogously the stochastic matrix $\hat{M}$ corresponding to $\hat{h}$: if both $\bar{L} = I + (d - 1) \bar{M}$ and $\bar{\hat{L}} = I + (k - 1) \bar{M}$ are non-singular, then the maximum of $k \sum_{\sigma} \hat{h}^2 \langle \hat{h} + \eta \tilde{\delta} \rangle_{\eta=0}$ over all $\delta$ with marginal $\bar{\delta}$ is given by

$$-dk \bar{H}^{-1} \tilde{\delta} + \bar{H}^{-1} \tilde{\delta} = -dk \bar{H}^{-1/2} \tilde{\delta} F \bar{H}^{-1/2} \tilde{\delta}$$

where $F \equiv (\bar{H}^{1/2} \bar{L} \bar{H}^{-1/2})^{-1} + (\bar{H}^{1/2} \bar{L} \bar{H}^{-1/2})^{-1} - I$. It is clear from (41) that $\hat{M}$ and $\bar{M}$ are $\hat{h}$-reversible, therefore $F$ is symmetric. Since $\sum_{\sigma} \hat{h}(\sigma) = 0$ we consider only the action $F'$ of $F$ on the space of vectors orthogonal to $\hat{h}$. At a global maximizer we know $F'$ to be negative-semidefinite, so if $\det F' \neq 0$ then it is in fact negative-definite. Thus let $\tilde{M}$, $\tilde{M}_2$, $\tilde{M}_2$ denote the Markov transition matrices corresponding (via (41)) to $\hat{h}$, $\tilde{h}$, $\tilde{h}_0$, $\tilde{h}_0$ respectively. In 5.2 will we prove that the matrices

$$\tilde{L} = I + (d - 1) \tilde{M}, \quad \tilde{L}_2 = I + (d - 1) \tilde{M}_2,$$

$$\tilde{L} = I + (k - 1) \tilde{M}, \quad \tilde{L}_2 = I + (k - 1) \tilde{M}_2,$$

$$\tilde{L} = I - (d - 1)(k - 1) \tilde{M} \tilde{M}_2, \quad \tilde{L}_2 = I - (d - 1)(k - 1) \tilde{M}_2 \tilde{M}_2,$$

are all non-singular. Propn. 5.1 then follows by noting that $F' = \tilde{H}_1/2 \tilde{L} \tilde{L}^{-1} \tilde{L} \tilde{L}^{-1} \tilde{H}_1/2$.

5.2. Calculation of transition matrices. Recall the notation $\bar{q} = \bar{q}^*, q_\ell = 1 - \bar{q} = 2 - k$, and $v_\ell = 1 - v = 2 - k$. Recalling (24) that $\hat{h}(\sigma)$ is proportional to $\hat{h}_\sigma^* \hat{h}^*$, we record here that

$$\hat{h} = [2(1 + q_\ell v_\ell)]^{-1} \times \left( \begin{array}{cccccc} v_\ell & v_\ell & v_\ell & 2q_\ell v_\ell & q_\ell v_\ell & 2q_\ell v_\ell \end{array} \right)$$

\hspace{1cm} (43)

Lemma 5.2. The eigenvalues of $\hat{M}$ counted with geometric multiplicity are

$$\text{eigen}(\hat{M}) = (1, 1, 1, \lambda, -\lambda, -\lambda) \quad \text{with} \quad \lambda = 2^{-3k/2}.$$  \hspace{1cm} \text{The matrix} $\hat{M}_2$ \text{is given by} $\hat{M} \otimes \hat{M}$; \text{consequently both} $\hat{L}$ \text{and} $\hat{L}_2$ \text{are non-singular.}

Proof. The transition matrix $\hat{M} \in \mathbb{R}^{7 \times 7}$ is block diagonal with blocks $\hat{m}_1, \hat{m}_2, \hat{m}_1$ where $\hat{m}_1$ is the one-dimensional identity matrix (the action of $M$ on $\{ff\}$), and for $x = 0, 1$ the matrix $\hat{m}_x \in \mathbb{R}^{3 \times 3}$ gives action of $M$ on $\{xf, xx, fx\}$. Recalling the definition (41), the entries of $M$ are straightforwardly calculated from (22), (23), and (24): for example,

$$\hat{M}_{00,00} = \frac{\hat{g}_{rr} \hat{g}_{rr} \hat{g}_{rr}}{(\hat{g}_{rr} \hat{g}_{rr} \hat{g}_{rr})^{d-1}} = \frac{\hat{g}_{rr} \hat{g}_{rr} \hat{g}_{rr}}{1 - \hat{v}^{d-1}} = \hat{v}_r \frac{1 + q_\ell}{1 - q_\ell}$$

where the last step uses (13). We therefore find $\hat{m}_0 = \hat{m}_1 = \hat{m}$ where

$$\hat{m} = \begin{pmatrix} \hat{m}_{rt} & \hat{m}_{rr} \hat{m}_{rr} & \hat{m}_{rt} \\ \hat{m}_{rt} & \hat{m}_{rr} \hat{m}_{rr} & \hat{m}_{rt} \end{pmatrix} \begin{pmatrix} 1 - a & a(1 - b) & ab \\ 1 - a & a & 0 \\ 1 & 0 & 0 \end{pmatrix}$$

with $a = v_\ell(1 + q_\ell)/(1 - q_\ell) = 2^{-k}$,

$$b = (2v_\ell q_\ell)/(uv_\ell) = 4^{-k},$$

which has eigen($\hat{m}$) = $(1, ab^{1/2}, -ab^{1/2})$. Thus eigen($\hat{M}$) = $(1, \text{eigen($\hat{m}$)}, \text{eigen($\hat{m}$)})$ is as stated above. Since $\tilde{\hat{h}} = \hat{h} \otimes \hat{h}$, clearly $\tilde{M}_2 = \hat{M} \otimes \hat{M}$, so the lemma is proved. \hfill \Box

Lemma 5.3. There exist (explicit) irreducible $\tilde{h}$-reversible transition matrices $\tilde{M}^0, \tilde{M}^1$ such that $\hat{M} = [\hat{M}^0 + \hat{M}^1]/2, \tilde{M}_2 = [\hat{M}^0 \otimes \hat{M}^0 + \hat{M}^1 \otimes \hat{M}^1]/2$. The eigenvalues of $\hat{M}^2$ counted with geometric multiplicity are eigen($\hat{M}^2$) = $(1, \lambda_2, \ldots, \lambda_7)$ with $2^{3/2} | \lambda_i | \leq 1$ for all $i > 2$; consequently both $\tilde{L}$ and $\tilde{L}_2$ are non-singular.
Proof. Clearly \( \hat{M}_{\tau, \sigma} = \hat{M}_{\sigma, \tau} = 1 \{ \sigma = \tau \} \), and it is straightforward to calculate that

\[
\hat{M}_{tt, tt} = 1 - \hat{M}_{tt, tt} = \delta \equiv q_t \frac{1 + v_t}{1 - v_t} = 2^{-\kappa}.
\]

The remaining entries of \( \hat{M} \) are easily determined by \( \hat{h} \)-reversibility (see (43)): with \( \gamma \equiv v_t / v = 2^{-\kappa} \) and \( \epsilon = 2 q_t / q = 2^{-\kappa} \), we calculate

\[
\hat{M} = \begin{pmatrix}
\hat{M}^0 \\
\hat{M}^1
\end{pmatrix}
\]

where

\[
\hat{M}^0 = \begin{pmatrix}
\hat{m} / 2 & \hat{b} / 2 \\
\hat{m} / 2 & \hat{b} / 2
\end{pmatrix}, \quad \text{and} \quad \hat{M}^1 = \begin{pmatrix}
\hat{a} / 2 & \delta \\
\hat{a} / 2 & \delta
\end{pmatrix}
\]

\((\hat{m}, \hat{b} \in \mathbb{R}^{3 \times 3} \text{ while } \hat{a}, \hat{\delta} \in \mathbb{R}^{3 \times 1}).\)

Now consider decomposing \( \hat{M} = 2^{-\kappa} \sum L \hat{M}(L) \) where \( \hat{M}(L) \) is the transition matrix corresponding to \( \hat{h}(\cdot | L) \): there are only two possibilities \( \hat{M}^0, \hat{M}^1 \) for \( \hat{M}(L) \), depending on whether \( L_1 \oplus L_2 = 0, 1 \). Since \( \hat{h}(\hat{a}) = 2^{-\kappa} \sum_L \hat{h}(\hat{a}^1 | L) \hat{h}(\hat{a}^2 | L) \), we conclude

\[
\hat{M}_2 = [\hat{M}^0 \otimes \hat{M}^0 + \hat{M}^1 \otimes \hat{M}^1] / 2.
\]

The entries of each matrix \( \hat{M}^x \) are easily read from \( \hat{M} \) except the ones giving the transition probabilities within \( \{ 0f, 1f \} \). We calculate these from (15) to find that

\[
\hat{M}^0 = \begin{pmatrix}
1 - \frac{\kappa}{2} & \gamma & \gamma & \delta - \gamma \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}
\]

where \( B = v_t (1 - q_t - 2 q_v - q_v v_t) \). Then \( \hat{M}^1 \) is defined by exchanging the roles of 0 and 1.

We see in particular that \( \hat{M}^0 \) and \( \hat{M}^1 \) are \( \hat{h} \)-reversible, so, writing \( \hat{H} = \text{diag}(\hat{h}) \), the matrix \( \hat{H}^{1/2} \hat{M}^x \hat{H}^{-1/2} \) is symmetric and hence orthogonally diagonalizable. Let \( u \) be a left eigenvector of \( \hat{M}^x \) with eigenvalue \( \lambda \), such that \( u \) has norm 1 and is orthogonal to the constant vector \( 1 \). Suppose \( 2^k |\lambda| \gg 1 \): the eigenvalue equations

\[
\lambda u_{xx} = \gamma u_{-xf}, \quad \lambda u_{xf} = \epsilon \gamma u_{-xf},
\]

\[
\lambda u_{tf} = (\delta - \gamma)(u_{ot} + u_{of}) + \delta u_{tt}
\]

imply \( |u_\sigma| \leq (2^k |\lambda|)^{-1} \ll 1 \) for all \( \sigma \neq 0, 1, 2 \), so using \( \| u \| = 1, \langle u, 1 \rangle = 0 \) we conclude \( |u_{ot}| = |u_{tf}| = 1 \) with \( |u_{ot} + u_{tf}| \leq (2^k |\lambda|)^{-1} \). The eigenvalue equation for \( u_{ot} \) gives \( |\lambda| = |\lambda u_{ot}| \leq B + (2^k |\lambda|)^{-1} \); rearranging and recalling \( B \leq 2^{-\kappa} \) then gives \( 2^k |\lambda|^2 \leq |\lambda| + 1 \leq 2 \) which proves the lemma. \( \square \)

Lemma 5.4. The matrices \( L \) and \( L_2 \) are non-singular.

Proof. For \( A \subseteq \mathcal{H} \) write \( \hat{h}_A \equiv (\hat{h}(A))/\hat{h}(A) \), the stationary distribution \( \hat{h} \) conditioned on \( A \). The vectors

\[
u_1 = \hat{h}, \quad v_2 = (\hat{h}(\mathcal{H} - \mathcal{H}_{\mathcal{A}_1})/2 - \hat{h}_{tt}, \quad u_3 = \hat{h} - \hat{h}_{\mathcal{A}_1} \]

are left eigenvectors of \( \hat{M} \) with eigenvalue 1 such that \((v_i = \hat{h}(1/3i)_{i=1}^3 \) forms an orthogonal basis for the 1-eigenspace of the symmetrized matrix \( \hat{S} = \hat{H}^{1/2} \hat{M}^{1/2} \hat{H}^{-1/2} \). Define likewise \( \hat{S} = \hat{H}^{1/2} \hat{M}^{1/2} \hat{H}^{-1/2} / 2 \); if \( w \) is orthogonal to this 1-eigenspace, then Lemma 5.2 implies \( \| w^T \hat{S} w \| = O(\| u^T \hat{S} u \|) = O(2^{-3k/2} \| w \|) \), so it remains to consider the action of \( \hat{S} \hat{S} \) on the 1-eigenspace of \( \hat{S} \). Clearly \( u_1^T \hat{M} = u_1, \) and \( u_3^T \hat{M} = 0 \)

\footnote{To see this without explicit calculation of \( \hat{M}^x \), simply observe that (by symmetry) each \( \hat{h}(\cdot | L) \) has marginal \( \hat{h} \), and so from (41) we have \( \hat{h}(\sigma) \hat{M}_{\tau, \sigma} = \sum_L \hat{h}(1) | L_1 \oplus L_2 = x \rangle = \hat{h}(\sigma') \hat{M}_{\tau, \sigma} \).}
by symmetry. Since $\bar{\eta}^e$ is simply the indicator of $\Rightarrow$, clearly $\|w_2\| = \|\bar{\eta}^e/\bar{h}_{1/2}^e\| = \bar{h}(\Rightarrow)^{-1/2} \asymp 2^{k/2}$, and we calculate

$$w_2^e M^e \hat{M} = w_2^e \hat{M} = (1/4 \quad 0 \quad 0 \quad 1/4 \quad 0 \quad 0) + O(2^{-k}),$$

therefore $\|w_2^e \hat{S} \hat{S}\|/\|w_2\| = \|(w_2^e M^e \hat{M})/\bar{h}_{1/2}^e\|/\|w_2\| \asymp 2^{-k/2}$. It follows that $M^e \hat{M}$ (equivalently $\hat{S} \hat{S}$) can have no eigenvalue with absolute value $\asymp 1/(dk)$, hence $L_2$ is non-singular.

For $1 \leq i, j \leq 3$ let $w_{ij} = w_i \otimes w_j$, and note that if $w$ is orthogonal to the span of $(w_{11}, w_{12}, w_{21})$ then $\|w^T \hat{S} \hat{S} \hat{S}\| = O(2^{-3k/2})\|w\|$. Next note that

$$w_{12}^e \hat{S} \hat{S} \hat{S} = (w_1^e \otimes w_2^e) [M^0 \otimes \hat{M}^0 + \hat{M}^1 \otimes \hat{M}^1] = w_1^e \otimes (w_2^e \hat{M}) = w_1^e \otimes (w_2^e \hat{S}),$$

so $\|w_{12}^e \hat{S} \hat{S} \hat{S}\|/\|w_{12}\| = \|w_2^e \hat{S}\|/\|w_2\| \asymp 2^{-k/2}$. Since $w_{12} \hat{S} \hat{S} \hat{S}$ and $w_{21} \hat{S} \hat{S} \hat{S}$ are orthogonal,

$$\|aw_{12} + bw_{21}\| = (aw_{12} + bw_{21})^T \hat{S} \hat{S} \hat{S} \hat{S} \hat{S} = \|aw_{12} \hat{S} \hat{S} \hat{S} \hat{S} \hat{S} \|/\|w_{12}\|^2 = 2^{-k/2}$$

for any $a, b \in \mathbb{C}$ (not both zero). It follows that $M_0 M_0^e$ (equivalently $\hat{S} \hat{S} \hat{S}$) can have no eigenvalue with absolute value $\asymp 1/(dk)$, proving that $L_2$ is also non-singular.

Proof of Prop. 5.1. As shown in §5.1 the result follows by verifying that the matrices defined in (42) are non-singular, which is done by the lemmas of §5.2. \hfill \Box

Proof of Thm. 2. Recall (Defn. 3.5) that $Z$ is the sum of $Z(h)$ over probability measures $h \equiv (\hat{h}, \hat{h})$ on supp $\nu$ such that $g \equiv (\hat{g}, \hat{g}) \equiv (n \hat{h}, m \hat{h})$ is integer-valued, and lies in the kernel of matrix $H_0 \equiv (H - \hat{H})$. Let $\nu$ denote the contribution to $Z$ from (non-normalized) measures $g$ within euclidean distance $n^{1/2} \log n$ of $\nu$. Thm. 3.7 and Propn. 5.1 together give $E[Z] = [1 + o(n^{-1})] E[\nu]$. By Lem. 6.6, the integer matrix $H_0$ defines a surjection

$$L' \equiv \{ \delta \in \mathbb{R}^{\text{supp } \nu} : \langle \delta, 1 \rangle = \langle \delta, 1 \rangle = 0 \} \quad \text{to} \quad \{ \bar{\delta} \in \mathbb{R}^d : \langle \bar{\delta}, 1 \rangle = 0 \},$$

so $L \equiv L' \cap (\ker H_0) \cap Z^{\text{supp } \nu}$ is an $(\delta + \bar{\delta} - \bar{\delta} - 1)$-dimensional lattice with spacings $\asymp k$. The measures $g$ contributing to $\nu$ are given by the intersection of the ball $\|g - \nu\| \leq n^{1/2} \log n$ with an affine translation of $L$. The expansion (18) then shows that $E[\nu]$ defines a convergent Riemann sum, therefore $E[\nu] \asymp k \exp(n \Phi(\nu))$ as claimed.

In the pair partition function $Z^2$, let $\nu Z$ denote the contribution from (non-normalized) measures $g$ within euclidean distance $n^{1/2} \log n$ of the independent-copies local maximizer $\nu g = g \otimes g$. Recall from the statement of Lem. 4.2 that $\nu Z$ denotes the contribution to $Z^2$ from the near-identical measures $\nu Z$. Decompose

$$Z^2 = \left( \begin{array}{c} \text{near-independent} \\ \text{contribution } \nu Z \end{array} \right) + \left( \begin{array}{c} \text{near-identical} \\ \text{contribution } \nu Z \end{array} \right) + \text{(remainder)},$$

and note that for $d_{\text{lb}} \leq d \leq d_{\text{ub}}$, Thm. 4.1 and Propn. 5.1 together imply that the expectation of the remainder is a negligible fraction of $E[Z^2]$:

$$E[Z^2] = [1 + o(n^{-1})] (E[\nu Z] + E[\nu Z]).$$

Repeating the argument above gives $E[\nu Z] \asymp k \exp(n \Phi(\nu h)) \asymp k (E Z)^2$, and combining with Propn. 4.7 gives the conclusion $E[Z^2] \lesssim k (E Z)^2 + n^{O(1)} (E Z)$. \hfill \Box

6. FROM CONSTANT TO HIGH PROBABILITY

In this section we prove Thm. 3. Recall from the proof of Thm. 2 that $\nu Z$ denotes the contribution to the auxiliary model partition function on $(G, Z)$ from configurations whose non-normalized empirical measure $g \equiv (n \hat{h}, m \hat{h})$ lies within euclidean distance $n^{1/2} \log n$ of $\nu$. The main result of this section is the following
Proposition 6.1. For $k \geq k_0$, there exists a constant $C_k$ such that
$$\limsup_{n \to \infty} \text{Var} \log (Z + \epsilon \mathbb{E}Z) \leq C_k$$
for all $d_{\text{thd}} \leq d < d_*$ and all $\epsilon \leq \epsilon_k$.

The proposition easily implies a strengthened version of the second part of Thm. 3:

Theorem 6.2. For $k \geq k_0$ and $d_{\text{thd}} \leq d < d_*$, $\liminf_{n \to \infty} \liminf_{d \to d_*} \mathbb{P}(\mathcal{L}(G) \geq k) (\mathbb{E}Z)^2$, so there exists a constant $\delta = \delta(k, d) > 0$ for which $\mathbb{P}(\mathcal{L}(G) \geq \delta) = 1$. Consequently
$$\mathcal{L}(G) \geq (1 - \delta) \log (\epsilon \mathbb{E}Z) + \delta \log ((1 + \delta) \mathbb{E}Z) = \log (\epsilon \mathbb{E}Z) + \delta \log (1 + \delta/\epsilon).$$

On the other hand, $\mathcal{L}(G) \leq \epsilon \mathbb{E}Z$ if and only if $L \leq \log (2\epsilon \mathbb{E}Z)$, which for small $\epsilon > 0$ is much less than the lower bound on $\mathcal{L}(G)$. Applying Chebyshev's inequality and Propn. 6.1 therefore gives

$$\limsup_{n \to \infty} \mathbb{P}(\mathcal{L}(G) \leq \epsilon \mathbb{E}Z) \leq \limsup_{n \to \infty} \frac{\text{Var} L}{(\mathbb{E}L - \log (2\epsilon \mathbb{E}Z))^2} \leq \frac{C_k}{(\delta \log (1 + \delta/\epsilon) - \log 2)^2}.$$ 

Taking $n \to \infty$ followed by $\epsilon \downarrow 0$ proves the theorem.

We shall prove Propn. 6.1 by controlling the increments of the Doob martingale of the random variable $L \equiv \log (Z + \epsilon \mathbb{E}Z)$ with respect to the edge-revealing filtration $(\mathcal{F}_t)_{1 \leq i \leq m}$ for the graph $G_n \sim G_{n,d,k}$. We will show that the variance of $L$ has two dominant components: the first is an "independent-copies contribution" coming from pair configurations with empirical measure near $\mathcal{h}_k \equiv \mathcal{h} \otimes \mathcal{h}$, which we will show in this section to be $\leq \epsilon_1$. The other dominant component in the variance of $L$ is an "identical-copies contribution" coming from pair configurations with empirical measure near $\{\mathcal{h}_k, \mathcal{h}_k\}$, which we will easily see to be exponentially small in $n$ simply by the assumption $d < d_*$. In [DSS13] we demonstrate how to control the identical-copies contribution assuming only that the first moment is bounded below by a large constant.

6.1. Doob martingale and coupling argument. We shall prove Propn. 6.1 in a slightly more general setting, in application in [DSS13]. Given a parameter $w(n)$, let
$$W = (a_{m-w(n)+1}, \ldots, a_m)$$
be the last $w(n)$ clauses in $G$. Let $G'(G \setminus W)$ be the graph with these clauses removed.

Proposition 6.3. For $k \geq k_0$ and $w(n) \leq k \epsilon \log n$, there exists a constant $C_k$ such that
$$\limsup_{n \to \infty} \text{Var} \log (\mathbb{E}[Z \mid G'] + \epsilon \mathbb{E}Z) \leq C_k$$
for all $d_{\text{thd}} \leq d < d_*$ and all $\epsilon \leq \epsilon_k$.

Remark 6.4. Propn. 6.1 follows trivially from Propn. 6.3 by taking $w(n) \equiv 0$. We use Propn. 6.1 only in the present paper. However the methods of Propn. 6.3 will be applied in [DSS13] to prove a sharper bound on the threshold fluctuations.

Write $L' \equiv L(G', \epsilon) \equiv \mathbb{E}[Z \mid G'] + \epsilon \mathbb{E}Z$. Consider forming $G$ step by step as follows. Start with $n$ isolated vertices, each equipped with $d$ incident half-edges. For each $1 \leq i \leq m$, choose a uniformly random set of $k$ unmatched half-edges, and join these into the $i$-th clause $a_i$ (the clause is also assigned random literals). Let $\mathcal{F} \equiv (\mathcal{F}_i)_{0 \leq i \leq m}$ be the filtration generated by this clause-revealing process. The Doob martingale of $L'$ with respect to $\mathcal{F}$ is the process $(\mathbb{E}[L' \mid \mathcal{F}_i])_{0 \leq i \leq m}$, and we have the Doob variance decomposition
$$\text{Var} L' = \sum_{i=1}^m \mathbb{E} \left( (\mathbb{E}[L' \mid \mathcal{F}_i] - \mathbb{E}[L' \mid \mathcal{F}_{i-1}])^2 \right).$$
To prove Propn. 6.1 we control the incremental fluctuations $\text{Var}_i L^i$, starting a coupling argument. Let $G$ be a random $(d, k)$-regular graph, and let $A$ be the clauses with indices between $\max\{i, m^i - k + 1\}$ and $m^i$. Let $\mathcal{X}$ be the set of variable-incident half-edges involved in the clauses $A$. Let $\hat{G}$ be another random $(d, k)$-regular graph which agrees with $G$, except that we randomly resample an independent arrangement $\hat{A}$ of clauses on $\mathcal{X}$:

$$A = (a_{\max\{i, m^i - k + 1\}}, \ldots, a_{m^i}),$$

$$\hat{A} = (a_{\max\{i, m^i - k + 1\}}, \ldots, a_{m^i}).$$

Write $S_i = \sigma(\mathcal{F}_j, a_{m^i}) = \sigma(a_1, \ldots, a_j, \mathcal{X}, a_{m^i})$, and write $E_i$ for expectation conditioned on $S_i$. Then the random variable $E[L^i | S_i] - E[L^i | \mathcal{F}_{i-1}]$ is equidistributed as

$$\text{E}_{i-1}(\Delta) \quad \text{where} \quad \Delta = L(G^i, e) - L(\hat{G}^i, e).$$

The law of $(G, \hat{G})$ depends on $i$, but is the same for all $i \leq m^i - k + 1$, so it follows from Jensen's inequality that for all such $i$ we have

$$\text{Var}_i L^i = \text{E}[(\text{E}_{i-1}(\Delta))^2] \leq \text{E}[(\text{E}_{m^i-k}(\Delta))^2] \leq \text{E}[(\text{E}_{m^i-k}(\Delta^2))].$$

Recall $\text{E}_{m^i-k}$ means that we condition on the graph $G^o$ with clauses $(a_1, \ldots, a_{m^i-k})$, as well as on $(\mathcal{X}, a_{m^i})$, then average over the possible arrangements of $(A, \hat{A})$ on a set $\mathcal{X}$ of $k^2$ half-edges. For $m^i - k + 1 < i \leq m^i$, $|\mathcal{X}| = (m - i + 1)k < k^2$, so $\text{E}_{i-1}$ averages over a smaller set of possible $(A, \hat{A})$. However, since the number of possible $(A, \hat{A})$ is always $\lesssim k$, we can afford to replace the average by a sum: thus, for all $1 \leq i \leq m^i$, we have

$$\text{Var}_i L^i = \text{E}[(\text{E}_{i-1}(\Delta))^2] \leq \sum_{A, \hat{A}} \text{E}\left[\left(L(G^o \cup A, e) - L(G^o \cup \hat{A}, e)\right)^2\right],$$

where the sum is over all arrangements of clauses $(A, \hat{A})$ on a set of $k^2$ half-edges. Write

$$X(A) = \text{E}[Z(G) | G^i = G \setminus W = G^o \cup A].$$

Then summing over $1 \leq i \leq m^i$ we have

$$\text{Var} L^i \leq m^i \sum_{A, \hat{A}} \text{E}[V(A, \hat{A})^2] \quad \text{where} \quad V(A, \hat{A}) = \frac{X(A) + \epsilon E Z}{X(\hat{A}) + \epsilon E Z}.$$

From now on we fix $(A, \hat{A})$ and abbreviate $X = X(A), \hat{X} = X(\hat{A}), V = V(A, \hat{A})$. The remainder of this section is devoted to proving

$$\limsup_{n \to \infty} n \text{E}[V^2] \lesssim 1,$$

which implies Propn. 6.3.

6.2. Fourier decomposition. Consider the graph $G^o$ with clauses $(a_1, \ldots, a_{m^i-k})$. Its unmatched variable-incident half-edges are partitioned into $\mathcal{X}$ (the $k^2$ half-edges that will participate in the clauses $A$ or $\hat{A}$) and $\mathcal{Y}$ (the remaining half-edges, which will participate in the clauses $W$).

We shall define a certain local neighborhood $T$ of the half-edges in $\mathcal{X}$, such that $G^o \equiv G^o \setminus T$ is a graph with unmatched half-edges in disjoint sets $\mathcal{Y}$ (as before) and $\mathcal{Z}$ (leaves of $T$ without $\mathcal{Y}$); see Fig. 3. The $T$-measurable event $\mathcal{B}$ with probability on the order of $1/n$ (roughly speaking, the event that $T$ contains a cycle). On the event $\mathcal{B}^c$, which occurs with probability close to one, we bound

$$V^2 \leq \frac{(X - \hat{X})^2}{(\epsilon E Z)^2}.$$

On the event $\mathcal{B}^c$ we bound $V^2$ differently; this will be explained in (47) below.

---

6. Each unmatched half-edge is incident to a variable, and does not include a clause.
Let $\Psi_W(\mathcal{A}_W)$ be the indicator that the clauses $W$ are satisfied by the configuration $\mathcal{A}_W$. Write $\mathcal{V} = \mathcal{V} \cup \mathcal{W}$ and let $^*Z^\delta[\mathcal{A}_\mathcal{V}]$ be the partition function on $G^\delta$ given boundary conditions $\mathcal{A}_\mathcal{V}$. Let $\kappa(\mathcal{A}_\mathcal{W}|\mathcal{A}_\mathcal{V})$ be the partition function on $T \cup A$ given boundary conditions $\mathcal{A}_\mathcal{V}$. Then

$$^*Z = \sum_{\mathcal{A}_\mathcal{W}} \Psi_W(\mathcal{A}_W) \sum_{\mathcal{A}_\mathcal{V}} \kappa(\mathcal{A}_\mathcal{V}|\mathcal{A}_\mathcal{W})^*Z^\delta[\mathcal{A}_\mathcal{V}].$$

The same expansion holds for $^*Z$ except that $\kappa$ is replaced by $\kappa$, referring to the partition function on $T \cup A$. Then

$$X = \mathbb{E}[^*Z | G \setminus W] = \sum_{\mathcal{A}_\mathcal{W}} \mathcal{V}(\mathcal{A}_\mathcal{W}) \sum_{\mathcal{A}_\mathcal{V}} \kappa(\mathcal{A}_\mathcal{V}|\mathcal{A}_\mathcal{W})^*Z^\delta[\mathcal{A}_\mathcal{V}]$$

where $\mathcal{V}$ denotes the average of $\Psi_W$ over the possibilities of $W$.

Write $h = (\hat{h}, \tilde{h})$ for the Bethe fixed point corresponding to the first moment maximizer $h$. We will see (Lem. 6.5 below) that in the graph $G^\delta$ the distribution of the boundary spins $\mathcal{A}_\mathcal{W}$ is very close to the product measure $p(\mathcal{A}_\mathcal{V})$ where the $\mathcal{A}_u$ ($u \in \mathcal{W}$) are independent and identically distributed according to $\hat{h}$. Take $(b_1, \ldots, b_{|\mathcal{W}|})$ to be an orthonormal basis for $L^2(\mathcal{W}, \hat{h})$ with $b_1 \equiv 1$. Then the product functions

$$b_2(\mathcal{A}_\mathcal{W}) = \prod_{u \in \mathcal{W}} b_{2u}(\sigma_u) \quad (s \in [\mathcal{V}^{|\mathcal{W}|}]^\mathcal{W})$$

form an orthonormal basis for the space $L^2(\mathcal{W}, p)$, and for any $f$ in this space we denote its Fourier coefficients

$$f^\wedge(s) = \langle f, b_2 \rangle_p = \sum_{\mathcal{A}_\mathcal{W}} p(\mathcal{A}_\mathcal{W}) f(\mathcal{A}_\mathcal{W}) b_2(\mathcal{A}_\mathcal{W}).$$

Recall that $\tau$ denotes a pair $(\sigma^1, \sigma^2)$. By an abuse of notation we also write $p$ for the product measure on $\tau$, $p(\tau) = p(\sigma^1) p(\sigma^2)$. The functions $b^1(\tau) = b_{21}(\sigma^1) b_{22}(\sigma^2)$ form an orthonormal basis for $L^2(\mathcal{W}, p)$ and define a Fourier transform on that space. By Plancherel's identity,

$$X = \sum_{\mathcal{A}_\mathcal{W}} \mathcal{V}(\mathcal{A}_\mathcal{W}) \sum_{s} \kappa^\wedge(s|\mathcal{A}_\mathcal{W}) F^\wedge(s|\mathcal{A}_\mathcal{W}).$$

Let $X_\emptyset$ be the contribution in the above expansion from $\mathcal{W} = \emptyset$ (meaning that $\mathcal{W}$ is identically one). On the event $B$ we bound

$$V^2 = \left( \log \frac{X + \epsilon EZ}{X} + \log \frac{X + \epsilon EZ}{X} + \log \frac{X + \epsilon EZ}{X} \right)^2 \leq 3 \left( \frac{(X - X_\emptyset)^2 + (X - X_\emptyset)^2}{(\epsilon EZ)^2} + \frac{3(X - X_\emptyset)^2}{\min\{X, X_\emptyset\}^2} \right). \quad (47)$$

We next expand the squared terms in (46) and (47) and separate out the "independent-copies" and "identical-copies" contributions. Abbreviate $D = X - X_\emptyset$. Then (46) expands as

$$D^2 = \sum_{\mathcal{A}_\mathcal{W}} \mathcal{V}(\mathcal{A}_\mathcal{W}) \mathcal{V}(\mathcal{A}_\mathcal{W}) \sum_{\mathcal{A}_\mathcal{V}} \kappa^\wedge(\mathcal{A}_\mathcal{V}|\mathcal{A}_\mathcal{W}) \kappa^\wedge(\mathcal{A}_\mathcal{V}|\mathcal{A}_\mathcal{W}) Z^\delta[\mathcal{A}_\mathcal{V}].$$

$$= \sum_{\mathcal{A}_\mathcal{W}} \mathcal{V}(\mathcal{A}_\mathcal{W}) \sum_{\mathcal{A}_\mathcal{V}} \mathcal{V}(\mathcal{A}_\mathcal{V}|\mathcal{A}_\mathcal{W}) Z^\delta[\mathcal{A}_\mathcal{V}] \quad (48)$$

where $Z^\delta$ denotes the pair partition function on $G^\delta$. In the manner of (44) we decompose $Z^\delta$ into a near-independent contribution $Z^\delta$, a near-identical contribution $Z^\delta$, and a remainder term which has expectation $o(n^{-1}) \mathbb{E}[Z^2]$. Substituting into the above expansion gives the corresponding decomposition of $D^2$:

$$D^2 = \left( \text{near-independent contribution } Z^\delta \right) + \left( \text{near-identical contribution } Z^\delta \right) + \text{(remainder)}. \quad (49)$$
An analogous expansion holds for each squared term in (47). In each case the remainder term has expectation $o(n^{-1}) \mathbb{E}[Z^2]$ uniformly over $d_{\text{bd}} \leq d \leq d_{\text{ubd}}$, and so can be ignored. The near-identical contribution has expectation $o(n^{-1}) \mathbb{E}[Z^2]$ uniformly over the integers $d_{\text{bd}} \leq d < d_{\text{ubd}}$, and so can be ignored for the main result of this paper. In related work [DSS13] we will show how to control these terms closer to the threshold, yielding a sharper bound on the threshold fluctuations.

Let $B^2_t(\mathcal{X})$ denote the ball of graph distance $t$ about $\mathcal{X}$ in the graph $G^\circ$; the leaves of $B^2_t(\mathcal{X})$ are half-edges incident to variables ($t$ odd) or clauses ($t$ even). We shall fix a maximum depth $2t$ (where $t$ will eventually be a large constant depending on $\ell$) and set $T = B^2_{2t}(\mathcal{X})$ where

$$t' = \min \left\{ \{t\} \cup \left\{ \ell \geq 1 : \text{either } B^2_{2\ell} \cap \mathcal{W} \neq \emptyset, \text{ or } B^2_0 \text{ does not consist of } |\mathcal{X}| \text{ disjoint trees} \right\} \right\}. \quad (50)$$

With this definition, $\mathcal{W}$ can only intersect $T$ in its leaves, which are variable-incident half-edges at distance $2t'$ from $\mathcal{X}$. Recall $\mathcal{W}'$ denotes the leaves of $T$ without $\mathcal{W}$. Let $\mathbb{E}_T$ denote expectation conditioned on $T$. Applying this to (48) and (49), the near-independent contribution to $\mathbb{E}_T[D^2]$ can be expressed as

$$\mathbb{E}_T[D] = \sum_{\mathcal{I}_{\mathcal{W}}^2} \mathbb{F}(\mathcal{I}_{\mathcal{W}}) \sum_{\mathcal{I}_{\mathcal{W}}^\circ} \sum_{\mathcal{I}_{\mathcal{W}}^0} \frac{\mathbb{E}_T[Z^2[I_{\mathcal{W}}]]}{p(I_{\mathcal{W}})} p(I_{\mathcal{W}}),$$

$$= \sum_{\mathcal{I}_{\mathcal{W}}^\circ} \sum_{\mathcal{I}_{\mathcal{W}}^0} \sum_{\mathcal{I}_{\mathcal{W}}^\circ} \mathbb{F}(\mathcal{I}_{\mathcal{W}}^2) \mathbb{F}(\mathcal{I}_{\mathcal{W}}^1) \mathbb{F}(\mathcal{I}_{\mathcal{W}}^0). \quad (51)$$

We emphasize that $\omega = \kappa - \kappa$ and $\mathbb{F}$ depend on $T$ although for convenience we have suppressed it from the notation.

6.3. Expansion of partition function. We now estimate the Fourier coefficients of the function $\mathbb{F}$ appearing in (51): recalling that $\mathcal{I}_{\mathcal{W}} = (\mathcal{I}_{\mathcal{W}}^0, \mathcal{I}_{\mathcal{W}}^1, \mathcal{I}_{\mathcal{W}}^2)$,

$$\mathbb{F}(\mathcal{I}_{\mathcal{W}}^1, \mathcal{I}_{\mathcal{W}}^2) = \sum_{\mathcal{I}_{\mathcal{W}}^0} \mathbb{E}_T[Z^2[I_{\mathcal{W}}]] b_{\mathcal{I}_{\mathcal{W}}^1, \mathcal{I}_{\mathcal{W}}^2}(\mathcal{I}_{\mathcal{W}}^0).$$

We begin by estimating $\mathbb{E}_T[Z^2[I_{\mathcal{W}}]]$. Note this depends on $T$ only through the numbers $n^2, m^2$ of clauses in $G^\circ$, which are determined by $T$. Denote $\nu = n - n^2$ (the number of variables in $T$), $\mu = m - m^2$ (the number of clauses in $T \cup W$) and note $\nu + \mu \lesssim k \log n$. 

---

**Figure 3.** $G^\circ = \text{graph with clauses } a_1, \ldots, a_{i-1}; G^\circ = G^\circ \cap T \text{ (gray)}$.
It is most convenient here to work with the non-normalized empirical measures \( g = (\hat{g}, \mathring{g}) \). The associated non-normalized marginal edge counts are given by

\[
\hat{H}\mathring{g} \quad \text{empirical marginal of variable-incident half-edges},
\]

\[
\hat{H}\mathring{g} \quad \text{empirical marginal of clause-incident half-edges},
\]

where \( \hat{H}, \hat{\hat{H}} \) are the marginalization matrices corresponding to \( \hat{\varphi}, \hat{\mathring{\varphi}} \) as defined in §3.3. The empirical measure \( g \) can contribute to \( E_T[Z^\delta[\sigma_g]] \) only if

\[
\langle \hat{g}, 1 \rangle = n^\delta, \quad \langle \mathring{g}, 1 \rangle = m^\delta,
\]

and \( \hat{H}\mathring{g} - \hat{\hat{H}}\mathring{g} = \hat{H}\mathring{\varphi} \)

where \( \langle \hat{g}, 1 \rangle \) indicates the total mass of \( \hat{g} \), and \( \hat{H}\mathring{\varphi} \) denotes the non-normalized edge empirical measure associated to \( \sigma_g \). The contribution to \( E_T[Z^\delta[\sigma_g]] \) from such \( g \) is given by

\[
\Xi(g) = \hat{\varphi}^\delta \hat{\mathring{\varphi}}^\delta \frac{\langle \hat{g}, 1 \rangle}{\langle \hat{g}, 1 \rangle} \frac{\langle \mathring{g}, 1 \rangle}{\langle \mathring{g}, 1 \rangle} / \frac{\langle \hat{H}\mathring{g}, 1 \rangle}{\langle \hat{H}\mathring{g}, 1 \rangle}
\]

(with multi-index notation). In the leading exponential term \( \Xi(g) \) behaves exactly as \( E_Z(h) \),

\[
\Xi(g) = \exp \{ n^\delta \Phi(g/n^\delta) + O_k(\mu + \nu) \},
\]

so we see immediately that the dominant contribution to \( E[Z^\delta[\sigma_g]] \) comes from near \( \hat{g} \). The following lemma gives a more precise analysis:

**Lemma 6.5.** Fix \( \sigma_g \) and assume there exists a signed measure \( \delta = (\delta', \delta) \) such that

\[
\langle \hat{g}, 1 \rangle = \nu, \quad \langle \mathring{g}, 1 \rangle = \mu, \quad \hat{H}\delta - \hat{\hat{H}}\delta = \hat{H}\mathring{\varphi}
\]

(where \( \delta \) depends on \( \sigma_g \), and is non-zero only on the support of \( \varphi \)). Then

\[
\frac{E_T[Z^\delta[\sigma_g]]}{p(\sigma_g) E_T[Z^\delta]} = 1 + O_k \left( \frac{\| \delta \|_1 \log n}{n^{1/2}} \right)
\]

(53)

**Proof.** Let \( g \) run over empirical measures contributing to the expected partition function \( E_Z \) on a \((d, k)\)-regular graph with \( n \) variables and \( m \) clauses. Away from the simplex boundary, the empirical measures contributing to \( E_T[Z^\delta[\sigma_g]] \) are parametrized by \( g - \delta \). Then, writing \((a)_b\) for the falling factorial \( a!(a - b)!\), some algebra gives

\[
\Xi(g - \delta) = \frac{1/c}{\Xi(g)} \left[ \frac{n^\nu m^\mu (nd)_vd}{(n)_v (m)_\mu (nd)_vd} \right]^{1/c} \left[ \frac{(\hat{g})_{\delta} (\mathring{g})_{\delta} (\hat{H}\mathring{g})_{\delta} (\hat{H}\mathring{\varphi})_{\delta}}{(\hat{g})_{\delta} (\mathring{g})_{\delta} (\hat{H}\mathring{g})_{\delta} (\hat{H}\mathring{\varphi})_{\delta}} \right]
\]

\[
\frac{s}{e(g, \delta)} \frac{r(\delta)}{c}.
\]

(The above uses multi-index notation, so for example \( (\hat{g})_{\delta} \) indicates the product of \( (\hat{g}(\delta))_{\delta} \) over \( \delta \in \text{supp } \varphi \).) Using the relation (3.1) between \( h^{\delta} \) and the Bethe fixed point \( h = (\hat{h}, \mathring{h}) \) we have

\[
r(\delta) = p(\sigma_g), \quad c = [\tilde{z}^{d/k} / \tilde{z}^d]^\nu \cdot \tilde{z}^{\|\delta\|_1 / k} = \exp \{ \nu \Phi \} \cdot \tilde{z}^{\|\delta\|_1 / k}.
\]

(54)

The factor \( s \) does not depend on \( (g, \delta) \), and we note

\[
|s - 1| \lesssim_k \frac{(\nu + \mu)^2}{n}, \quad |e(g, \delta) - 1| \lesssim_k \frac{\| \delta \|_1 (\| g - \hat{g} \|_1 + \| \delta \|_1)}{n}.
\]

Let \( B \) denote the subset of measures \( g \) within euclidean distance \( n^{1/2} \log n \) of \( \hat{g} \): since we established that \( \Phi \) has negative-definite Hessian around \( \hat{g} \),

\[
\frac{E_T[Z^\delta[\sigma_g]]}{e^{(1/n^2)E_Z}} = \frac{\sum_{g \in B} \Xi(g - \delta)}{\sum_{g \in B} \Xi(g)}.
\]
Then, by the preceding calculations, the right-hand side above equals
\[
\frac{s \cdot r(\delta) \sum_{g \in B} \Xi(g) c(g, \delta)}{c \sum_{g \in B} \Xi(g)} = \frac{r(\delta)}{c} \left(1 + O \left( \frac{||\delta||_1 \log n}{n^{1/2}} \right) \right)
\]
from which (53) easily follows.

Lem. 6.5 applies for any factor model with free energy attaining a local maximum at \( ^*g \) with negative-definite Hessian. In particular, it applies to both the first- and second-moment versions of the auxiliary model. We now show how to construct the required measures \( \delta \) for the pair auxiliary model (the construction for the first-moment version being similar but simpler). The construction is based on the following

**Lemma 6.6.** For any \( \tau, \tau' \in \mathcal{M}, \)

(a) There exists a signed measure \( \hat{\delta} \equiv \hat{\delta}_{\tau \rightarrow \tau'} \) such that
\[
\text{supp} \hat{\delta} \subseteq \text{supp} \hat{\varphi}, \quad \langle \hat{\delta}, 1 \rangle = 0, \quad \text{and} \quad \hat{H} \hat{\delta} = 1_{\tau} - 1_{\tau'}.
\]

(b) There exists a signed, integer-valued measure \( \hat{\delta} \equiv \hat{\delta}_{\tau \rightarrow \tau'} \) such that
\[
\text{supp} \hat{\delta} \subseteq \text{supp} \hat{\varphi}, \quad \langle \hat{\delta}, 1 \rangle = 0, \quad \text{and} \quad \hat{H} \hat{\delta} = 1_{\tau} - 1_{\tau'}.
\]

**Proof.** (a) Let \( \hat{H}_1 \) be the first-moment version of \( \hat{H} \), so that \( \hat{H} = \hat{H}_1 \otimes \hat{H}_1 \). Define a graph on \( \mathcal{M} \) by putting an edge between \( \sigma \) and \( \sigma' \) if there exists a signed (but not necessarily integer-valued) measure \( \hat{\delta} \equiv \hat{\delta}_{\sigma \rightarrow \sigma'} \) such that
\[
\text{supp} \hat{\delta} \subseteq \text{supp} \hat{\varphi}, \quad \langle \hat{\delta}, 1 \rangle = 0, \quad \text{and} \quad \hat{H}_1 \hat{\delta} = 1_{\sigma} - 1_{\sigma'}.
\]

We will show that the graph is connected, hence complete. Since \( \hat{\varphi} = (\hat{\varphi}^d) \) and \( \hat{\varphi}' = (\hat{\varphi}'^d) \) are both valid variable configurations, we see that \( \hat{f}f \) is connected to \( 00 \), and likewise to \( 11 \). Next, since
\[
\hat{\varphi} = (\hat{\varphi}^d = 00^d-2) \quad \text{and} \quad \hat{\varphi}' = (\hat{\varphi}'^d = 00^d-3)
\]
are both valid, \( 00 \) is connected to \( 0f \), and likewise \( 11 \) to \( 1f \). Finally note that if
\[
\hat{\delta} = 1\{\hat{f}0, \hat{f}d=4\} - 21\{(00^d, 0d^d-2) \} + 1\{00^d, 0d^d-3\}
\]
then \( \hat{H}_1 \hat{\delta} = 1_{\hat{f}0} - 1_{00} \), so \( 00 \) is connected to \( \hat{f}0 \), and likewise \( 11 \) to \( \hat{f}1 \), which proves that the graph on \( \mathcal{M} \) is connected. The claim for \( \hat{H} = \hat{H}_1 \otimes \hat{H}_1 \) follows straightforwardly since we can go from \( \tau \) to \( \tau' \) first by changing \( \sigma^1 \) to \( \sigma^1' \), then changing \( \sigma^2 \) to \( \sigma^2' \), using the above manipulations.

(b) Define a graph on \( \mathcal{M}^2 \) by putting an edge between \( \tau \) and \( \tau' \) if the required \( \hat{\delta}_{\tau \rightarrow \tau'} \) exists, where we emphasize that here \( \hat{\delta}_{\tau \rightarrow \tau'} \) is required to be integer-valued. We will show that the graph is connected, hence complete. In this proof we will write \( \tau = io = (i, o) \) where \( i \) is the (pair) variable-to-clause message, and \( o \) is the (pair) clause-to-variable message.

Suppose \( \tau = io \) and \( \tau' = i'o' = (i', o') \). Let \( \bar{\tau} = (ff, ff) \). Then both \( \bar{\tau}^{k-1, \tau} \) and \( \bar{\tau}^{k-1, \tau'} \) are valid clause configurations, so \( \tau, \tau' \) are connected.

Next suppose \( \tau = io = (i, 0f) \) and \( \tau'' = io'' = (i, ff) \). Then \( \bar{\tau} = (ff, ff) \). Then \( \bar{\tau}^{k-1, \tau} \) is a valid clause configuration if we take the clause to have all the same literals. On the other hand, \( \bar{\tau}^{k-1, \tau''} \) is a valid clause configuration if we take the clause to have all the same literals except in the first coordinate. It follows that \( \tau, \tau'' \) are connected.

By the same reasoning, any \( \tau = io \) is connected to \( \tau'' = (i, ff) \). Then \( \tau'' \) is in turn connected to \( \tau'' = (i', ff) \), which is connected to \( \tau = (i', o') \). This proves our claim that that the graph on \( \mathcal{M}^2 \) is complete.

□

Fix a reference spin \( \bar{\tau} \), say \( \bar{\tau} = (\bar{\tau}^1, \bar{\tau}^2) = (ff, ff) \). Lem. 6.6b implies we can find signed integer measures \( \delta^{\text{var}} \) and \( \delta^{\text{cl}} \) such that
\[
\langle \delta^{\text{var}}, 1 \rangle = 1, \quad \langle \delta^{\text{var}}, 1 \rangle = 0, \quad \hat{H} \delta^{\text{var}} - \hat{H} \delta^{\text{var}} = d1_{\bar{\tau}},
\]
\[
\langle \delta^{\text{cl}}, 1 \rangle = 0, \quad \langle \delta^{\text{cl}}, 1 \rangle = 1, \quad \hat{H} \delta^{\text{cl}} - \hat{H} \delta^{\text{cl}} = -k1_{\bar{\tau}}.
\]
(Note in the pair auxiliary model for NAE-SAT, we may trivially take \( \hat{\delta}_{\text{var}}(\hat{\tau}) \) to be the indicator of \( \hat{\tau} = (\hat{\tau}_0^1, \hat{\tau}_0^2) = (\hat{\tau}_0^1, \hat{\tau}_0^2) \) with \( \delta_{\text{var}} \) identically zero; and likewise take \( \hat{\delta}_{\text{cl}}(\hat{\tau}) \) to be the indicator of \( \hat{\tau} = (\hat{\tau}_0^1, \hat{\tau}_0^2) = (\hat{\tau}_0^1, \hat{\tau}_0^2) \) with \( \delta_{\text{cl}} \) identically zero. In a more general setting, the statement of Lem. 6.6b suffices to construct measures satisfying (55).) One can then check that

\[
\delta = \nu \delta_{\text{var}} + \mu \delta_{\text{cl}} - \sum_{\nu \in \nu'} \delta_{\nu - \tau}
\]

(56)
satisfies the conditions of Lem. 6.5 (using that \(-\nu d + \mu k = n^2 d - m^2 k = |\mathcal{W}|\)). It follows that in the pair auxiliary model,

\[
\mathbb{E}_T[Z^\delta[\mathcal{W}]] = \left( 1 + O_k \left( \frac{|\mathcal{W}| \log n}{n^{1/2}} \right) \right) \frac{p(\mathcal{W})}{c^2} \mathbb{E}_T[Z],
\]

and since \( \mathbb{E}[Z] \approx_k \mathbb{E}[Z^2] \) we see that \( \mathbb{E}_T[Z^\delta[\mathcal{W}]] \approx_k \mathbb{E}_T[Z^\delta[\mathcal{W}]]^2 \mathbb{E}_T[Z^\delta[\mathcal{W}]] \).

Now write \( Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}] \) for the sum of \( Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}] \) over all \( \mathcal{g}_\mathcal{W} \) with \( \mathcal{g}_\mathcal{W} \) fixed. We can find \( \delta \) with \( \|\delta\|_1 \leq k |T| \) such that \( H \hat{\delta} - \hat{H} = H \hat{\delta}_\mathcal{W} \). If \( g \) contributes to \( Z^\delta[\cdot, \mathcal{g}_\mathcal{W}] \), then \( g - \delta \) contributes to \( Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}] \), so we conclude

\[
\mathbb{E}_T[Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]] = \left( 1 + O_k \left( \frac{|\mathcal{W}| \log n}{n^{1/2}} \right) \right) p(\mathcal{g}_\mathcal{W}) \mathbb{E}_T[Z^\delta[\cdot, \mathcal{g}_\mathcal{W}]].
\]

(57)
The analogous expansion holds for the second-moment version \( \mathbb{E}_T[Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]] \), and so

\[
\frac{F^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]}{F^\delta[\cdot, \mathcal{g}_\mathcal{W}]} = \sum_{\nu \in \nu'} \frac{\mathbb{E}_T[Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]][b_{\nu}]}{\mathbb{E}_T[Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]]} = \langle 1, b_{\nu} \rangle \approx_k \left( \frac{|\mathcal{W}| \log n}{n^{1/2}} \right).
\]

(58)

Recall that \( \langle 1, b_{\nu} \rangle \approx_k \mathbb{E}_T[Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]] \) is simply the indicator that \( \nu = \emptyset \), so we see that the higher-order Fourier coefficients of \( F \) are small. The following lemma yields a more precise analysis of these coefficients under the assumption that \( k \) divides \( |\mathcal{W}| \), which includes the typical case where \( T \) consists of \( k \) disjoint trees not involving \( \mathcal{W} \).

**Lemma 6.7.** If \( k \) divides \( |\mathcal{W}| \), then for a constant \( C_k \) there exist coefficients \( \xi_j \equiv (\xi_j(\sigma))_{\sigma} \), indexed by \( 0 \leq j \leq C_k \), such that \( \|\xi_j\|_\infty \leq k^{-1/2} \) and

\[
\mathbb{E}_T[Z^\delta[\mathcal{g}_\mathcal{W}]] \cdot c \approx_k 1 + \langle \tilde{H} \xi_0, \xi_0 \rangle + \sum_{j=0}^k \langle \tilde{H} \xi_j, \xi_j \rangle^2 + O_k \left( \frac{(\log n)^6}{n^{3/2}} \right)
\]

where \( c = 1 + o_n(1) \) and does not depend on \( \mathcal{g}_\mathcal{W} \).

**Proof.** In this case a particularly simple choice of \( \delta \) satisfies \( \hat{H} \hat{\delta} - \hat{H} = H \hat{\delta}_\mathcal{W} \): take

\[
\delta \equiv \delta_\mathcal{W} \equiv (|\mathcal{W}|/k) \delta_{\text{cl}} - \sum_{\nu \in \nu'} \delta_{\nu - \tau},
\]

which is a signed integer measure by the assumption that \( k \) divides \( |\mathcal{W}| \). Notice that \( \delta_\mathcal{W} \) can be expressed as a linear function of \( \tilde{H} \xi : \)

\[
\delta_\mathcal{W} = \sum_\sigma \tilde{H} \xi (\sigma) \delta_{\sigma}, \quad \text{where } \delta_{\sigma} = k^{-1} \delta_{\text{cl}} - \delta_{\text{var}}.
\]

(60)

Let \( G' \) be a graph with \( n^2 = n - \nu \) variables and \( \psi(n) \) clauses missing, so that there is a set \( \mathcal{W} \) of unmatched variable-incident half-edges of size \( u(n) \). Let \( Z'[\cdot, \mathcal{g}_\mathcal{W}] \) denote the partition function on \( G' \) subject to \( \mathcal{g}_\mathcal{W} \). Write \( B' \) for the set of non-normalized empirical measures \( g \) that contribute to \( Z'[\cdot, \mathcal{g}_\mathcal{W}] \) and lie within distance \( n^{1/2} \log n \) of \( g' \). Then, with \( \delta = \delta_\mathcal{W} \), a similar calculation as in Lem. 6.5 gives

\[
\mathbb{E}_T[Z^\delta[\mathcal{W}, \mathcal{g}_\mathcal{W}]] = \mathbb{E}_T[Z'[\cdot, \mathcal{g}_\mathcal{W}]] \cdot s \cdot p(\mathcal{g}_\mathcal{W}) \sum_{g \in B'} \xi(g) \psi(g, \delta) \frac{\mathbb{E}(g) \mathbb{E}(g, \delta)}{c} \sum_{g' \in B'} \xi(g').
\]

(61)
We now make a more precise expansion of the term $e(g, \delta)$: it is a product of ratios $(a)_b/(\ast a)_b$ where $\ast a = a_n$, $|a - \ast a| < n^{1/2} \log n$, and $b \leq k$ of $|\mathcal{Z}|$. For each ratio we estimate

$$(a_b)_b \ast a_b = \frac{b}{i = 0} \left(1 - \frac{1}{b(\ast a)} \right) = 1 - \frac{b(b - 1)}{2 \ast a} + O_k \left(\frac{b^3 \log n}{n^{3/2}}\right),$$

$$a_b/(\ast a)_b = 1 + \frac{b(a - \ast a)}{\ast a} + \frac{b^2(a - \ast a)^2}{2 \ast a^3} + O_k \left(\frac{b^3 \log n}{n^{3/2}}\right),$$

thus $(a_b)/(\ast a)_b = 1 + b\left[\frac{a - \ast a + 1/2}{\ast a} \right] + \frac{b^2}{2} \left[\frac{(a - \ast a)^2}{\ast a^2} \right] - \frac{1}{a} + O_k \left(\frac{b^3 \log n}{n^{3/2}}\right)$. Let $A(g) = (\hat{A}(g), \hat{A}(g))$ and $B(g) = (\hat{B}(g), \hat{B}(g))$ be defined by

$$A(g) = \frac{g - \ast g + 1/2}{\ast g}, \quad B(g) = \frac{1}{2} \left[\left(\frac{g - \ast g}{\ast g}\right)^2 - \frac{1}{g}\right].$$

Define also the averaged versions

$$A_{\text{avg}} = \sum_{g \in B} \Xi(g) A(g), \quad B_{\text{avg}} = \sum_{g \in B} \Xi(g) B(g).$$

In view of (52), since $\Phi$ has negative-definite Hessian at $\ast h$, we have $\|A_{\text{avg}}\|_{\ast}^2 + \|B_{\text{avg}}\|_{\ast} \leq k 1/n$. Substituting the above into (61) gives

$$\frac{\mathbb{E}_{T \in \mathcal{Z}}[\Xi_{\mathcal{T} \mathcal{Z}}]}{\mu(\mathcal{Z})} = \left\{ \mathbb{E}[\mathcal{Z}^t | \mathcal{T} \mathcal{Z}], \mathcal{Z} \mathcal{Z} \right\} \left[ \frac{1}{C} \frac{\langle \delta^2 \mathcal{Z} \mathcal{Z}, A_{\text{avg}} \rangle + \langle \delta^2 \mathcal{Z} \mathcal{Z}, B_{\text{avg}} \rangle + o\left(\frac{(\log n)^4}{n^{3/2}}\right)}{\sum_{g \in B} \Xi(g) \Xi(g')} \right].$$

Recalling (60), we can express

$$\langle \delta, A_{\text{avg}} \rangle = \langle \hat{H}_{\mathcal{Z} \mathcal{Z}} \delta \hat{H}_{\mathcal{Z} \mathcal{Z}}, \delta \hat{H}_{\mathcal{Z} \mathcal{Z}} \rangle \text{ where } \xi_0(\sigma) = \langle \delta^\sigma, A_{\text{avg}} \rangle.$$

Meanwhile $\langle \delta^2, B_{\text{avg}} \rangle$ is a sum of terms $\delta^2(\hat{z}) \hat{B}_{\text{avg}}(\hat{z})$ and $\delta^2(\hat{z}) \hat{B}_{\text{avg}}(\hat{z})$, which can be written as

$$\delta^2(\hat{z}) \hat{B}_{\text{avg}}(\hat{z}) = \langle \hat{H}_{\mathcal{Z} \mathcal{Z}} \delta \hat{H}_{\mathcal{Z} \mathcal{Z}}, \delta \hat{H}_{\mathcal{Z} \mathcal{Z}} \rangle \text{ where } \xi_0(\sigma) = \delta^\sigma(\hat{z}) \hat{B}_{\text{avg}}(\hat{z}) \rangle^{1/2},$$

and similarly $\delta^2(\hat{z}) \hat{B}_{\text{avg}}(\hat{z}) = \langle \hat{H}_{\mathcal{Z} \mathcal{Z}} \delta \hat{H}_{\mathcal{Z} \mathcal{Z}}, \delta \hat{H}_{\mathcal{Z} \mathcal{Z}} \rangle^{1/2}$. The result follows.

An analogous expansion as (59) holds for the second-moment partition function $\mathbb{E}_{T \in \mathcal{Z}}[\Xi_{\mathcal{T} \mathcal{Z}} \mu(\mathcal{T} \mathcal{Z})]$ with $\mathcal{T} \mathcal{Z}$ fixed. Lem. 6.7 easily implies bounds on the Fourier coefficients of the function $\mathbb{F}(\mathcal{T} \mathcal{Z})$ of (51): for $g \in [\mathbb{A}]^{\mathcal{Z}}$, write $\{g\} = \{u \in \mathcal{Z} : s_u \neq 1\}$ For $g^1, g^2 \in [\mathbb{A}]^{\mathcal{Z}}$ write $\{g^1 \cup g^2\} \equiv \{g^1\} \cup \{g^2\}$. If $\{g^1, g^2\} = \{u, u^\prime\}$ for some $u \neq u'$ in $\mathcal{Z}$, the Fourier coefficient captures the quadratic term in (59):

$$\mathbb{F}(\mathcal{T} \mathcal{Z}, \mathcal{Z}) \cdot c = \sum_{j=1}^{C_k} \mathbb{P}(\mathcal{Z} \mathcal{Z}) \mathbb{P}(\mathcal{Z} \mathcal{Z}) \xi_j(\tau_u) \xi_j(\tau_u') + O_k \left(\frac{(\log n)^6}{n^{3/2}}\right)$$

$$= \sum_{j=1}^{C_k} \langle \xi_j, \xi_j \rangle \mathbb{P}(\mathcal{Z} \mathcal{Z}) \mathbb{P}(\mathcal{Z} \mathcal{Z}) = O_k(1/n).$$

If $\{g^1, g^2\} = \{u, u^\prime\}$ for some $u \neq u'$ in $\mathcal{Z}$, we obtain the following in addition to (58):

$$\mathbb{F}(\mathcal{T} \mathcal{Z}, \mathcal{Z}) \cdot c \lneq k^{-1} n^{-1} \text{ for } \{g^1, g^2\} \geq 2;$$

$$\mathbb{F}(\mathcal{T} \mathcal{Z}, \mathcal{Z}) \cdot c \lneq k^{-1} n^{-1} (\log n)^6 \text{ for } \{g^1, g^2\} \geq 3. \quad (62)$$
6.4. Local neighborhood Fourier coefficients. Let us recall again the definition (50) of the local neighborhood $T$ of the unmatched $\mathcal{X}$ in $G^o$ (equipped with random literals), with leaves joining $T$ to the graph $G^o$ considered in §6.3. Recall also that $A$, $\dot{A}$ are arbitrary choices of clauses (with literals) to place on $\mathcal{X}$. For now we suppress the dependence on $\mathcal{X}$, and abbreviate $\kappa(\mathcal{X}) = \kappa(\mathcal{X} | \mathcal{X})$ for the partition function on $T \cup A$ given boundary configuration $\mathcal{X} = (\mathcal{X}_W, \mathcal{X})$. Similarly we write $\dot{\kappa}(\mathcal{X}) = \kappa(\mathcal{X} | \mathcal{X})$. In this subsection we control the Fourier coefficients $\varpi^\wedge = (\omega - \dot{\omega})^\wedge$ appearing in (51).

Let $T$ denote the event that $T$ consists of $|\mathcal{X}|$ tree components with $T \cap \mathcal{W} = \emptyset$. Let $C^o$ denote the event that $T$ either contains a single cycle or has a single intersection with $\mathcal{W}$ (but not both), but still consists of $|\mathcal{X}|$ components. Lastly let $C_{\mathcal{X}}$ be the event that $B_{2k-2}(\mathcal{X})$ has $|\mathcal{X}|$ components, but $T = B_{2k}(\mathcal{X})$ has $|\mathcal{X}| - 1$ components (cf. (50)) and is disjoint from $\mathcal{W}$.

**Lemma 6.8.** For $T \in T$, $\varpi^\wedge(\mathcal{X}) = 0$ for all $|\mathcal{X}| \leq 1$, and $\kappa^\wedge(\emptyset)|_T$ takes a constant value $\overline{\kappa}^\wedge(\emptyset)$, which does not depend on $\mathcal{X}$, the literals on $T$, or the clauses $A$. For $T \in C^o$, $\varpi^\wedge(\emptyset) = 0$.

**Proof.** On the event $T \cup C^o$, the graphs $T \cup A$ and $T \cup \dot{A}$ are isomorphic ignoring the literals. If $|\mathcal{X}| \leq 1$ then $b_\mathcal{X}$ depends at most on the spin of a single edge $e \in \mathcal{X}$. For $T \in T$, using the symmetry of $\text{NAE-SAT}$ one can produce an involution $i : \mathcal{X}_W \leftrightarrow \dot{\mathcal{X}}_W$ on $\mathcal{X}_W$ which keeps $\mathcal{X}$ fixed, is measure-preserving with respect to $p_\mathcal{X}$, and satisfies $\kappa(\mathcal{X}) = \overline{\kappa}(\mathcal{X})$; set $\sigma_u$ to be $\sigma_u$ or $-\sigma_u$ depending on whether the sum of literals along the unique path joining $e$ to $u$ in $T \cup A$ differs in parity from the corresponding sum in $T \cup A$. Then

$$\kappa^\wedge(\mathcal{X}) = \sum_{\sigma_\mathcal{X}} p(\sigma_\mathcal{X}) b_\mathcal{X}(\sigma_\mathcal{X}) \kappa(\sigma_\mathcal{X}) = \sum_{\sigma_\mathcal{X}} p(\sigma_\mathcal{X}) b_\mathcal{X}(\sigma_\mathcal{X}) \overline{\kappa}(\sigma_\mathcal{X}) = \kappa^\wedge(\mathcal{X}).$$

It is also clear that this value does not depend on $\sigma_\mathcal{X}$, proving our claim on $T$. A similar argument proves $\varpi^\wedge(\emptyset) = 0$ on $C^o$.

**Lemma 6.9.** For $T \in T$, $\varpi^\wedge(\mathcal{X}) \leq_k \overline{\kappa}^\wedge(\emptyset)/[4^{(k-4)t}]$ for all $|\mathcal{X}| = 2$.

**Proof.** Since $|\mathcal{X}| = 2$ we may write $b_\mathcal{X}(\sigma_\mathcal{X}) = f(\sigma_u) g(\sigma_w)$ for $f = b_\mathcal{X}(u)$ and $g = b_\mathcal{X}(w)$. If $u, w$ belong in the same connected component of $T$, arguing as in the proof of Lem. 6.8 gives $\varpi^\wedge(\emptyset) = 0$, so assume they belong to different components. Since $T \in T$ we may define the random measure $\mu_T(\sigma_\mathcal{X}) = p(\sigma_\mathcal{X}) \kappa(\sigma_\mathcal{X})/\overline{\kappa}^\wedge(\emptyset)$, and similarly $\mu_T$. Then

$$\varpi^\wedge(\emptyset) = \overline{\kappa}^\wedge(\emptyset)(\mu_T - \mu_T, f g) = \overline{\kappa}^\wedge(\emptyset)[\text{Cov}_\mu(f, g) - \text{Cov}_\mu(f, g)],$$

since Lem. 6.8 implies $f$ has the same expectation with respect to $\mu$ or $\mu_T$ (and likewise $g$). Let $\gamma_u$ denote the (unique) path joining $u$ to $\mathcal{X}$ in $T$, and likewise $\gamma_w$. Let $N$ denote the event that on the path $\gamma \equiv \gamma_u \cup \gamma_w$ there exists a clause $a$ such that, among the $k - 2$ variables in $(\partial a) \setminus \gamma$, there exist two variables $\nu', \nu''$ with

$$\sigma_{\nu'} = \sigma_{\nu''} = \# \text{ or } L_{\nu'} \perp \sigma_{\nu'} = \# L_{\nu''} \perp \sigma_{\nu} = \#.$$  

Note that $N$ is $(T, \mathcal{X} \setminus \{u, w\})$-measurable, and on this event $\text{Cov}_\mu(f, g) = \text{Cov}_\mu(f, g) = 0$. For any fixed realization of literals on $T$ the probability (with respect to the law $p$ of the spins on $\mathcal{X} \setminus \{u, w\}$) that $N$ fails is $\leq 4^{-(k-4)t}$ simply by the 0/1 symmetry in $p$, so we find

$$|\varpi(\emptyset)| \leq 4^{-(k-4)t} \overline{\kappa}^\wedge(\emptyset) \max_{s \in \mathcal{X}} \|b_s\|^2 \leq_k 4^{-(k-4)t} \overline{\kappa}^\wedge(\emptyset),$$

since the relation $\|b_s\|^2 = 1$ implies $\|b_s\|^2 \leq (\min_{s \in \mathcal{X}} \overline{q}_s)^{-1} \leq_k 1$.

**Lemma 6.10.** If $T \in C_{\mathcal{X}}$ then $\kappa^\wedge(\emptyset) = \kappa^\wedge(\emptyset)$ and

$$|\varpi^\wedge(\emptyset)| \leq_k \frac{[\kappa^\wedge(\emptyset) \wedge \kappa^\wedge(\emptyset)]}{(q^k/k\log(1))}. $$
Proof. Let \( \kappa^0(\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}}) \) denote the partition function on \( T \) given boundary conditions \((\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}}, \sigma_{\mathcal{Y}})\), and define the random measure

\[
\mu^0(\sigma_{\mathcal{X}}) \equiv \left( (\kappa^0(\sigma))^{-1} \sum_{\sigma_{\mathcal{Y}}} p(\sigma_{\mathcal{Y}}) \kappa^0(\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}}) \right).
\]

If \( \iota(\sigma_{\mathcal{X}}) \) is the indicator that \( \sigma_{\mathcal{X}} \) is valid for clauses \( A \) (likewise \( \iota \) for clauses \( A^\prime \)) then

\[
\iota^\wedge(\sigma) = \sum_{\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}}} p(\sigma_{\mathcal{Y}}) \kappa^0(\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}})[(i - \iota)(\sigma_{\mathcal{X}})] = (\kappa^0)^\wedge(\sigma) \sum_{\sigma_{\mathcal{X}}} \mu^0(\sigma_{\mathcal{X}})[(i - \iota)(\sigma_{\mathcal{X}})].
\]

By definition of the event \( C_\nu \),

\[
\mu^0(\sigma_{\mathcal{X}}) = \mu^0(\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}}) \prod_{e \in \mathcal{X} \setminus \{e', e''\}} \mu^0(\sigma_e)
\]

where \( \{e', e''\} \) is the unique pair of edges in \( \mathcal{X} \) such that \( B^0_{\mathcal{Y}}(e') \) and \( B^0_{\mathcal{Y}}(e'') \) intersect. The graph \( T \) (without \( A \) or \( A^\prime \)) contains no cycles, so it follows from the symmetry argument of Lem. 6.8 that the marginal of \( \mu^0 \) on each \( e \in \mathcal{X} \) does not depend on the literals on \( T \); further each marginal must simply be \( p \) from the Bette recursions. It remains to note (arguing as in the proof of Lem. 6.9) that \( \mu^0(\sigma_{\mathcal{Y}}, \sigma_{\mathcal{X}}) - \mu^0(\sigma_{\mathcal{Y}}) \mu^0(\sigma_{\mathcal{X}}) \leq 4^{-k4t} \), from which we conclude

\[
[1 + O_k(4^{-k4t})] \kappa^0(\sigma) = (\kappa^0)^\wedge(\sigma) \sum_{\sigma_{\mathcal{X}}} p(\sigma_{\mathcal{Y}}) \iota(\sigma_{\mathcal{X}}) = [1 + O_k(4^{-k4t})] \kappa^0(\sigma)
\]

(\( \langle \rho, \iota \rangle = \langle \rho, \iota \rangle \) again by symmetry).

\[ \square \]

6.5. Conclusion. We now combine the estimates of \( \S 6.3 \) and \( \S 6.4 \) to conclude the proof:

Proof of Propn. 6.1. Recalling (46) and (47), we will set \( B \) to be the union of the events \( C_\nu \). First consider (51) for \( T \in \mathcal{T} \): by Lem. 6.8 there is no contribution from terms \( g = (\hat{s}^1, \hat{s}^2) \) with either \( ||g||_1 \leq 1 \), so we need only consider \( g \) with \( ||g||_1 \geq 2 \). The number of choices of \( g \) with \( ||g||_1 = 2 \) is \((kO(1))^{4k}t\). Combining (62) and Lem. 6.9 then gives

\[
\mathbb{E}\left[ \frac{\Delta D; T}{\mathcal{E}^2} \right] \leq \sum_{\mathcal{X}} \mathbb{P}(\mathcal{X}) \left\{ \prod_{i=1,2} \frac{\kappa^0(\sigma_{\mathcal{X}})}{(4^k/kO(1))^t} \right\} \frac{F^\wedge(\sigma_{\mathcal{Y}})}{(\mathcal{E}^2)^2} \left[ \frac{kO(1)}{n} + \frac{(\log n)^{O(1)}}{n^{3/2}} \right] \leq \frac{(kO(1))^{4k}t}{n}.
\]

Similarly, for \( T \in \mathcal{C}^0 \), by Lem. 6.8 there is no contribution from \( g = \emptyset \), so (58) gives

\[
\mathbb{E}\left[ \frac{\Delta D; \mathcal{C}_0}{\mathcal{E}^2} \right] \leq \mathbb{P}(\mathcal{C}^0) \cdot O_k \left( \frac{\log n^{O(1)}}{n^{1/2}} \right) \leq \frac{(\log n)^{O(1)}}{n^{3/2}}.
\]

Note \( \mathcal{B}^0 = \mathcal{T} \cup \mathcal{C}^0 \cup \Omega \) where \( \mathbb{P}(\Omega) \leq \frac{(\log n)^{O(1)}}{n^2} \), so \( \mathbb{E}[\Delta D; \Omega]/(\mathcal{E}^2)^2 \leq \frac{(\log n)^{O(1)}}{n^2} \). This concludes our analysis of (46). Turning to (47), let \( \hat{s}(X - X_\emptyset) \) be the near-independent contribution to \( (X - X_\emptyset)^2 \): again applying (58),

\[
\mathbb{E}\left[ \frac{\hat{s}(X - X_\emptyset)}{\min(X_\emptyset, X_\emptyset)^2}; B \right] \leq \mathbb{P}(B) \frac{(\log n)^{O(1)}}{n^{1/2}} \leq \frac{(\log n)^{O(1)}}{n^{3/2}}.
\]

As for the second term in (58), applying (6.10) gives

\[
\mathbb{E}\left[ \frac{s(X - X_\emptyset)}{\min(X_\emptyset, X_\emptyset)^2}; B \right] \leq \sum_{\nu} \mathbb{P}(C_\nu) \left\{ \frac{1}{(4^k/kO(1))^2} + \frac{(\log n)^{O(1)}}{n^{1/2}} \right\} \leq \frac{1}{n} \sum_{\nu} \frac{1}{(4^k/kO(1))^\nu} \leq \frac{1}{n}.
\]

Altogether this proves

\[
\mathbb{E}[V^2] \leq \frac{1}{n} + \frac{(kO(1))^{4k}t}{n^2} + \frac{(\log n)^{O(1)}}{n^{3/2}}
\]

where \((\log n)^{O(1)}\) hides a prefactor that can depend on \( \epsilon \). By taking \( t \) large this is enough to prove (45), and the result follows as explained in \( \S 6.1 \). \[ \square \]
7. From clusters to assignments

Proof of Thm. 1 for \( d \neq d_* \). By the results of Thm. 3 and Thm. 6.2 it suffices to show that for \( k \geq k_0 \) and \( d_{bd} \leq d < d_* \), \( \lim_{n \to \infty} P(Z > 0 \mid Z(h) > 0) = 1 \) holds uniformly over all empirical measures \( h \in \Delta \) satisfying \( \| (n \hat{h}, m \hat{h}) - \ast g \| \leq n^{1/2} \log n \).

Given an auxiliary model configuration \( g \) on the edges of \( (G, \hat{L}) \), our aim is to complete \( g \) to an NAE-SAT solution \( x \) on \( (G, L) \) (meaning that whenever \( x_v \) agrees with \( \eta_v = \hat{m}_d(\hat{g}_v) \) whenever \( \eta_v \neq \ast ) \). Clearly, the potential issue is that setting a free variable may cause a chain of forcings resulting in an invalid assignment. We therefore let \( F^g \equiv F^g(G, L, x) \) denote the subset of clauses \( \ast \in F \) such that at least two variables in \( \partial \ast \) are free, and all rigid variables \( v \in \partial \ast \) have the same evaluation \( L_{av} \oplus \eta_v = \xi_v \).\( ^9 \)

Let \( G^g \equiv G^g(G, L, x) \) denote the subgraph of \( G \) induced by the free variables together with the clauses \( F^g \). We claim that \( g \) has a valid completion to an NAE-SAT solution provided each connected component of \( G^g \) contains at most one cycle. Indeed, in a tree component of \( G^g \) one may choose an arbitrary root vertex and assign it an arbitrary value — this may cause a chain of forcings, but no conflict results since there is no cycle. In a uniciclic component \( C \) with cycle \( v_0, a_0, v_1, \ldots, a_{n-1}, v_n \) (with indices taken modulo \( n \) so \( v_0 = v_n \), setting \( x_{v_k} = -L_{av_k} \oplus \xi_{av_k} \) ensures that all clauses along the cycle are satisfied. Then, by the preceding argument for tree components, there exists a valid completion of \( x \) to the remainder of \( C \), proving our claim.

Conditioned on \( Z(h) > 0 \) we may generate \( (G, L, x) \) — where \( G \) has the law of \( G_{n,d,k}, L \) is uniformly random, and \( x \) has empirical measure \( h \) — as follows: start with a set \( V \) of \( n \) variables each incident to \( d \) half-edges and a set \( F \) of \( m \) clauses each incident to \( k \) half-edges, and place spins on half-edges according to \( \hat{h} \) and \( \hat{\beta} \). Then construct the graph by randomly matching clause and variable half-edges in breadth-first search manner started from an initial variable \( v_0 \) and respecting the given spins \( \beta \). It is clear from this construction that up to the time that the process has explored \( n^{1/3} \) vertices, the evolution of the spins \( \beta \) on the leaves of the exploration tree is very close to the Markovian evolution of the Gibbs measure \( \nu \) described in §3.5. In particular, starting from any free variable \( v \), the exploration of its connected component \( T_v \) in \( G^g \) is dominated by a Galton–Watson branching process with offspring numbers distributed as a random variable \( 0 \leq Y \leq dk \) with

\[
EY \leq dk \ast \hat{h}(F^g | \sigma_1 = \ast \ast) = \frac{dk \sum_{j=2}^k \binom{k-1}{j-1} \hat{h}_j \sum_{i=0}^{k-j} \hat{h}_i^{k-j} + (\hat{h}_1)^{k-j}}{\hat{\beta} \hat{h}(\ast \ast)} \leq k^2/2.
\]

By a standard argument the total size of the Galton–Watson tree has an exponential tail,\(^10\) so we may take \( C = C(k) \) such that \( P(T_v > C \log n) \leq n^{-10} \). The probability of seeing more than one cycle in \( T_v \) is then crudely \( \leq n^{-3/2} \). Taking a union bound over all free variables shows that with high probability no component of \( G^g \) contains more than a single cycle, so \( g \) corresponds to a true NAE-SAT solution as claimed. \( \square \)

The above analysis completes the analysis of the SAT–UNSAT transition in the case that the critical threshold \( d_* \) (see Propn. 3.11) is non-integer. We conclude by showing that if \( d_* \in \mathbb{Z} \), then at \( d = d_* \), the probability that a random NAE-SAT instance \( (G_{n,d,k}, L) \) is solvable is asymptotically bounded away from zero and one.

---

\(^9\) If \( \eta_{av} = (\ast \ast) \) we also include \( a \in F^g \), and arbitrarily define \( \xi_v = 0 \).

\(^10\) Suppose \( Y \) is a non-negative integer random variable with \( \Lambda(\lambda) = \log \mathbb{E} e^Y < \infty \) for some \( \lambda > 0 \), and \( \Lambda'(0) = \mathbb{E} Y < 1 \). Let \( \{X_j\}_{j \geq 1} \) be a sequence of i.i.d. random variables distributed as \( Y \), and \( Z_n = 1 + \sum_{j=1}^n (Y_j - 1) \). Then the total size of a Galton–Watson tree with offspring distribution \( Y \) has the same law as \( T = \inf \{ n : Z_n = 0 \} \), and it is clear that the distribution of \( T \) has exponential decay: \( P(T > j) \leq P(Z_j > 1) \leq e^{-\mathbb{E} X_j} e^{\mathbb{E} X_j} = e^{\Lambda(\lambda) - \lambda} \), and since \( \Lambda'(0) = \mathbb{E} Y < 1 \), by considering \( t > 0 \) sufficiently small we can find a constant \( c > 0 \) such that \( P(T > j) \leq e^{-cj} \).
Proof of Thm. 1 for \( d = d_* \) integer. The probability of solvability is bounded away from zero by Thm. 2 together with the preceding argument. To see that the probability is bounded away from one, it suffices to show that \( \mathbb{E}[Z \mid \Omega_C] < 1 \) for an event \( \Omega_C \) of asymptotically positive probability. We shall take \( \Omega_C \) to be the event that there is a large (but constant) number of disjoint triangles in the graph. We show below that each additional triangle decreases the expected partition function by a constant factor, so that \( \mathbb{E}[Z \mid \Omega_C] < 1 \) for a sufficiently large (but constant) number of cycles. It is well-known that the number of triangles is asymptotically a non-degenerate Poisson random variable, so \( \Omega_C \) has asymptotically positive probability as required.
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Figure 4. Switching argument for case of integer-valued \( d_* \).

We define recursively a sequence of graphs \( (G(\ell))_{\ell \geq 0} \) by the so-called "switching method." Start from \( G(0) = G_{n,d,k} \) (\( d = d_* \)). For \( \ell \geq 1 \), let \( v, v' \) be a random pair of vertices at distance two in the hypergraph \( G(\ell - 1) \), with common neighbor \( u \). Say \( v \) is joined to \( u \) by clause \( b \), and let \( u \neq w \) be another neighbor of \( v \) via a different clause \( a \neq b \). Likewise say \( v' \) is joined to \( u' \) by clause \( b' \), and let \( u' \neq u' \) be another neighbor of \( u' \) via a different clause \( a' \neq b' \) (Fig. 4(b)). Let \( G(\ell) \) be defined by making the switching shown in Fig. 4(b). The result will follow by showing that for \( \ell \) bounded by a large constant, this switching decreases the expected partition function by a constant factor.

![Diagram](image)

Figure 5. Local neighborhood in graph \( G_{\ell} \) with \( a, a' \) removed.

Note that with high probability all previous switchings occur at distance at least say \((\log n)^{1/2}\) away, so it suffices to prove the claim with \( \ell = 1 \). Consider the graph \( G^* \) with the clauses \( a \) and \( a' \) removed, leaving unmatched half-edges incident to variables (Fig. 5). Write \( \mathbb{P}^* \) for the marginal law, with respect to the auxiliary model on \( G^* \), for the spins \( \sigma_u, \sigma_v, \sigma_u', \sigma_v' \) on the unmatched half-edges incident to \( u, v, u', v' \); and write each \( \sigma \) as \( i \sigma \) where \( i \) is the clause-to-variable message while \( \sigma \) is the variable-to-clause message. (For example, \( o_u \) will correspond to \( \sigma_u \rightarrow a \) in the original graph versus \( \sigma_u \rightarrow a' \) in the switched graph.) We shall compare the probability for \( a \) and \( a' \) to be satisfied within the original graph versus the switched graph: with \( r = \{0,1\} \) as above, we claim

\[
\mathbb{P}^*(o_v \in r, o_v' \in r) [1 + o(1)] \geq \mathbb{P}^*(o_v \in r, o_u \in r) + 2^{-5k},
\]  

\[
\mathbb{P}^*(o_u \in r, o_u' \in r) [1 + o(1)] \geq \mathbb{P}^*(o_v' \in r, o_u' \in r)
\]

(In the above, the first display concerns clause \( a \) while the second concerns \( a' \); in both displays the left-hand side is relevant to the switched graph while the right is relevant to the original graph.) Recalling Lem. 6.5, \( \mathbb{P}^* \) is the same up to \( 1 + o(1) \) factors as the measure \( \mathbb{P} \) induced on the local
neighborhood by taking boundary conditions given by $p$ (on the edges cut by the dashed line in Fig. 5, without regard to the structure of $G'$). Under $P$, clearly $\sigma_v$, $\sigma_v'$, and $\sigma_v''$ are mutually independent. Since $v'$ has only $d-2$ neighbors coming from the rest of the graph, it is slightly biased towards $f$, which proves (ii).

To prove (i) we need to take two effects into account: first, $\sigma_v$ and $\sigma_v'$ are correlated while $\sigma_v$ and $\sigma_u$ are independent; and secondly, as noted in the proof of (ii), marginally $\sigma_v'$ is slightly more likely than $\sigma_u$ to be $\epsilon$ due to the different structure of the local neighborhood. The correlation goes in our favor while the marginal bias goes against, and we argue that the former dominates. Indeed, as we have seen in the proof of Lem. 6.9, there is an event of probability $\gamma \approx 2^{-2k}$ such that on this event $\sigma_v$ and $\sigma_v'$ must be both rigid (with probability $x$) or both free (with probability $y$), but given the complementary event they are conditionally independent with probability $x$ for $\sigma_v$ to be rigid and probability $y$ for $\sigma_v'$ to be rigid. Thus $P(\sigma_v \in \epsilon) = \gamma z + (1-\gamma)x$ which implies $x_\epsilon \approx 1 - x \approx 2^{-k}$; likewise and $P(\sigma_v' \in \epsilon) = \gamma z + (1-\gamma)y$ which implies $y_\epsilon \approx 1 - y \approx 2^{-k}$. Combining, $P(\sigma_v, \sigma_v' \in \epsilon) - P(\sigma_v \in \epsilon)P(\sigma_v' \in \epsilon) \approx \gamma(1-\gamma)(1-x)(1-y) \approx 2^{-2k}$.

As for the marginal bias, note that the increased chance for $\sigma_v'$ to be free compared with $\sigma_u$ comes from the fact that $v$ receives only $d-2$ incoming messages from the rest of the graph: thus $\sigma_{v\rightarrow b}$ is slightly biased towards $f$, and this effect can percolate through the chain $\sigma_{b\rightarrow v}$, $\sigma_{v\rightarrow v'}$, $\sigma_{v'\rightarrow v''}$ to affect $\sigma_v'$. However the initial bias on $\sigma_{v\rightarrow b}$ is $\leq 2^{-k}$, and the effect decreases by a factor $2^k$ passing through each step in the chain, so the overall bias is $\leq 2^{-6k}$. Combining the estimates proves (i).

The result follows from (i) and (ii) by noting that in a clause with $k$ random incoming messages which are mutually independent except for possible correlation among the first two, the probability for the clause to be satisfied decreases if the probability for the first two messages to be both rigid increases.
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