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Imaginary geometry II: reversibility of $\text{SLE}_\kappa(\rho_1; \rho_2)$ for $\kappa \in (0, 4)$

Jason Miller and Scott Sheffield

Abstract

Given a simply connected planar domain $D$, distinct points $x, y \in \partial D$, and $\kappa > 0$, the Schramm-Loewner evolution $\text{SLE}_\kappa$ is a random continuous non-self-crossing path in $\overline{D}$ from $x$ to $y$. The $\text{SLE}_\kappa(\rho_1; \rho_2)$ processes, defined for $\rho_1, \rho_2 > -2$, are in some sense the most natural generalizations of $\text{SLE}_\kappa$.

When $\kappa \leq 4$, we prove that the law of the time-reversal of an $\text{SLE}_\kappa(\rho_1; \rho_2)$ from $x$ to $y$ is, up to parameterization, an $\text{SLE}_\kappa(\rho_2; \rho_1)$ from $y$ to $x$. This assumes that the “force points” used to define $\text{SLE}_\kappa(\rho_1; \rho_2)$ are immediately to the left and right of the $\text{SLE}$ seed. A generalization to arbitrary (and arbitrarily many) force points applies whenever the path does not (or is conditioned not to) hit $\partial D \setminus \{x, y\}$.

The proof of time-reversal symmetry makes use of the interpretation of $\text{SLE}_\kappa(\rho_1; \rho_2)$ as a ray of a random geometry associated to the Gaussian free field. Within this framework, the time-reversal result allows us to couple two instances of the Gaussian free field (with different boundary conditions) so that their difference is almost surely constant on either side of the path. In a fairly general sense, adding appropriate constants to the two sides of a ray reverses its orientation.
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1 Introduction

For each simply connected Jordan domain $D \subseteq \mathbb{C}$ and distinct pair $x, y \in \partial D$, the Schramm-Loewner evolution of parameter $\kappa > 0$ (SLE$\kappa$) describes the law of a random continuous path from $x$ to $y$ in $\overline{D}$. This path is almost surely a continuous, simple curve when $\kappa \leq 4$. It is almost surely a continuous, non-space-filling curve that intersects itself and the boundary when $\kappa \in (4, 8)$, and it is almost surely a space-filling curve when $\kappa \geq 8$ \cite{RS05,LSW04}. We recall the basic definitions of SLE$\kappa$ in Section 2.1.

While SLE$\kappa$ curves were introduced by Schramm in \cite{Sch00}, the following fact was proved only much more recently by Zhan in \cite{Zha08}: if $\eta$ is an SLE$\kappa$ process for $\kappa \in (0, 4]$ from $x$ to $y$ in $D$ then the law of the time-reversal of $\eta$ is, up to monotone reparameterization, that of an SLE$\kappa$ process from $y$ to $x$ in $D$. This is an extremely natural symmetry.

Since their introduction in \cite{Sch00}, it has been widely expected that SLE$\kappa$ curves would exhibit this symmetry for all $\kappa \leq 8$. One reason to expect this to be true is that SLE$\kappa$ has been conjectured and in some cases proved to arise as a scaling limit of discrete models that enjoy a discrete analog of time-reversal symmetry. However, it is far from obvious from the definition of SLE$\kappa$ why such a symmetry should exist.

It was further conjectured by Dubédat that when $\kappa \leq 4$ the property of time-reversal symmetry is also enjoyed by the so-called SLE$\kappa(\rho_1; \rho_2)$ processes, which depend on parameters $\rho_1, \rho_2 > -2$, and which are in some sense the most natural generalizations of SLE$\kappa$. We recall the definition of SLE$\kappa(\rho_1; \rho_2)$ in Section 2.1 (The conjecture assumes the so-called force points, whose definition we recall in Section 2.1, are located immediately left and right of the SLE seed.) Dubédat’s conjecture was later proved in the special case of SLE$\kappa(\rho)$ processes (obtained by setting one of the $\rho_i$ to 0 and the other to $\rho$), under the condition that $\rho$ is in the range of values for which the curve almost surely does not intersect the boundary. This was accomplished by Dubédat \cite{Dub09a} and Zhan \cite{Zha10a} using a generalization of the technique used to prove the reversibility of SLE$\kappa$ in \cite{Zha08}.

This article will prove Dubédat’s conjecture in its complete generality using several new methods that we hope will be of independent interest. In particular, we will give a new proof of the time-reversal symmetry of ordinary SLE$\kappa$ for $\kappa < 4$ (inspired

\footnote{This was the final problem in a series presented by Schramm at ICM 2006 \cite{Sch11}.}
by an unpublished argument of Schramm and second author), which is independent of the arguments in [Zha08, Dub09a, Zha10b].

One can generalize SLE\(_{\kappa}(\rho_1; \rho_2)\) theory to multiple force points, as we recall in Section 2.1 when there are more than two, we often use \(\underline{\rho}\) to denote the corresponding vector of \(\rho\) values. The time-reversal of SLE\(_{\kappa}(\rho)\) with multiple force points (or a force point not immediately adjacent to the SLE seed) need not be an SLE\(_{\kappa}(\rho)\), as illustrated in [Dub09a, Zha10b]. However, another result of the current paper is that in general the time-reversal of an SLE\(_{\kappa}(\rho)\) that does not (or is conditioned not to) hit the boundary is also an SLE\(_{\kappa}(\rho)\) that does not (or is conditioned not to) hit the boundary, with appropriate force points. A similar result applies if the SLE\(_{\kappa}(\rho)\) hits the boundary only on one of the two boundary arcs connecting \(x\) and \(y\) (and there are no force points in the interior of that arc).

This paper is a sequel to and makes heavy use of a recent work of the authors [MS12a], which in particular proves the almost sure continuity of general SLE\(_{\kappa}(\rho)\) traces, even those that hit the boundary. The results of the current paper have various applications to the theory of “imaginary geometry” described in [MS12a], to Liouville quantum gravity, and to SLE theory itself.

In particular, they will play a crucial role in a subsequent work by the authors that will give the first proof of the time-reversal symmetry of SLE\(_{\kappa}\) and SLE\(_{\kappa}(\rho_1; \rho_2)\) processes that applies when \(\kappa \in (4, 8)\) [MS12b]. Interestingly, we will find in [MS12b] that when \(\kappa \in (4, 8)\) the SLE\(_{\kappa}(\rho_1; \rho_2)\) processes are reversible if and only if \(\rho_i \geq \frac{\kappa}{2} - 4\) for \(i \in \{1, 2\}\). The threshold \(\frac{\kappa}{2} - 4\) is significant because, when \(\kappa \in (4, 8)\), the SLE\(_{\kappa}(\rho_1; \rho_2)\) curves almost surely hit every point on the entire left (resp. right) boundary of \(D\) if and only if \(\rho_1 \leq \frac{\kappa}{2} - 4\) (resp. \(\rho_2 \leq \frac{\kappa}{2} - 4\)). Thus, aside from the critical cases, the “non-boundary-filling” SLE\(_{\kappa}(\rho_1; \rho_2)\) curves are the ones with time-reversal symmetry.

The time-reversal symmetries that apply when \(\kappa \geq 8\) will be addressed in the fourth work of the current series [MS13]. When \(\kappa \geq 8\), we will see that one has time-reversal symmetry only for one special pair of \(\rho_1, \rho_2\) values; however, in the \(\kappa \geq 8\) context, it is possible to describe time-reversals of SLE\(_{\kappa}(\rho_1; \rho_2)\) processes more generally in terms of SLE\(_{\kappa}(\widehat{\rho}_1; \widehat{\rho}_2)\) processes for certain values of \(\widehat{\rho}_1\) and \(\widehat{\rho}_2\). We will also show in [MS13] that certain families of “whole-plane” variants of SLE\(_{\kappa}\) have time-reversal symmetry as well, generalizing a recent work of Zhan on this topic [Zha10a].

### 1.1 Main results

The following is our first main result:

**Theorem 1.1.** Suppose that \(\eta\) is an SLE\(_{\kappa}(\rho_1; \rho_2)\) process in a Jordan domain \(D\) from \(x\) to \(y\), with \(x, y \in \partial D\) distinct and weights \(\rho_1, \rho_2 > -2\) corresponding to force...
points located at \( x^- \), \( x^+ \), respectively. The law of the time-reversal \( R(\eta) \) of \( \eta \) is, up to reparameterization, an \( \text{SLE}_\kappa(\rho_2; \rho_1) \) process in \( D \) from \( y \) to \( x \) with force points located at \( y^- \), \( y^+ \), respectively. Thus, the law of \( \eta \) as a random set is invariant under an anti-conformal map that swaps \( x \) and \( y \).

The proof of Theorem 1.1 has two main parts. The first part is to establish the reversibility of \( \text{SLE}_\kappa(\rho) \) processes with a single force point located at the SLE seed, even when they hit the boundary. This extends the one-sided result of [Dub09a, Zha10b] to the boundary-intersecting regime. The second part is to extend this result to \( \text{SLE}_\kappa(\rho_1; \rho_2) \) processes.

This second part of the proof will be accomplished using so-called bi-chordal SLE processes to reduce the two-force-point problem to the single-force-point case. The bi-chordal processes we use will be probability measures on pairs of non-crossing paths \((\eta_1, \eta_2)\) in \( D \) from \( x \) to \( y \) with the property that the conditional law of \( \eta_1 \) given \( \eta_2 \) is an \( \text{SLE}_\kappa(\rho^L) \) in the left connected component of \( D \setminus \eta_2 \) and the law of \( \eta_2 \) given \( \eta_1 \) is an \( \text{SLE}_\kappa(\rho^R) \) in the right connected component of \( D \setminus \eta_1 \). We use the superscript “\( R \)” to indicate that the force points associated with \( \eta_1 \) lie on the counterclockwise arc of \( \partial D \) between the initial and terminal points of \( \eta_1 \). Likewise, the superscript “\( L \)” indicates that the force points associated with \( \eta_2 \) lie on the clockwise arc of \( \partial D \) between the initial and terminal points of \( \eta_2 \). We will prove in a rather general setting that this information (about the conditional law of each \( \eta_i \) given the other) completely characterizes the joint law of \((\eta_1, \eta_2)\), a result we consider independently interesting. One can then use the imaginary geometry constructions from [MS12a] to explicitly produce processes in which each \( \eta_i \) is a one-sided \( \text{SLE}_\kappa(\rho) \) when restricted to the complement of the other, but the marginal law of each path is an \( \text{SLE}_\kappa(\rho_1; \rho_2) \) process in the whole domain. The time-reversal symmetry of the individual \( \text{SLE}_\kappa(\rho) \) processes can then be used to prove the time-reversal symmetry of \( \text{SLE}_\kappa(\rho_1; \rho_2) \).

Another important point for us will be to show the law of \( \text{SLE}_\kappa(\rho) \) is uniquely determined by certain type of domain Markov property, much like the one characterizes ordinary \( \text{SLE}_\kappa \) [Sch00]. A simple heuristic argument of a statement of this kind appears at the beginning of [LSW03, Section 8.3], which is where the \( \text{SLE}_\kappa(\rho) \) processes were first defined. It is noted there that the SDE driving single-force-point \( \text{SLE}_\kappa(\rho) \) is the only one with this type of property. Our proof of the reversibility of \( \text{SLE}_\kappa(\rho) \) requires a particular precise characterization of the type indicated in [LSW03, Section 8.3] (see also the discussion in [Wer05, Section 7.2]). That is, we will need that \( \text{SLE}_\kappa(\rho) \) is characterized by the following version of conformal invariance and the domain Markov property. Let \( c = (D, x, y; z) \) be a configuration which consists of a Jordan domain \( D \subseteq \mathbb{C} \) and \( x, y, z \in \partial D \) and \( x \neq y \). We let \( C_L \) (resp. \( C_R \)) be the collection of configurations \( c = (D, x, y; z) \) where \( z \) lies on the clockwise (resp. counterclockwise) arc of \( \partial D \) from \( x \) to \( y \).
Definition 1.2 (Conformal Invariance). We say that a family \((P_c : c \in C_q), q \in \{L, R\}\), where \(P_c\) is a probability measure on continuous paths from \(x\) to \(y\) in \(D\), is conformally invariant if the following is true. Suppose that \(c = (D, x, y, z), c' = (D', x', y', z') \in C_q\), and \(\psi : D \to D'\) is a conformal map with \(\psi(x) = x', \psi(y) = y', \text{ and } \psi(z) = z'\). Then for \(\eta \sim P_c\), we have that \(\psi(\eta) \sim P_{c'}\), up to reparameterization.

Definition 1.3 (Domain Markov Property). We say that a family \((P_c : c \in C_q), q \in \{L, R\}\), where \(P_c\) is a probability measure on continuous paths from \(x\) to \(y\) in \(D\), satisfies the domain Markov property if for all \(c \in C_q\) the following is true. Suppose \(\eta \sim P_c\). Then for every \(\eta\) stopping time \(\tau\), the law of \(\eta|_{\tau, \infty}\) conditional on \(\eta|_{[0, \tau]}\) is, up to reparameterization, given by \(P_{c_{\tau}}\) where \(c_{\tau} = (D_{\tau}, \eta(\tau), y, z_{\tau})\). Here, \(D_{\tau}\) is the connected component of \(D \setminus \eta([0, \tau])\) which contains \(y\) on its boundary. If \(q = L\) (resp. \(q = R\)), then \(z_{\tau}\) is the leftmost (resp. rightmost) point on the clockwise (resp. counterclockwise) arc of \(\partial D\) from \(x\) to \(y\) which lies to the right (resp. left) of \(z\) and \(\eta([0, \tau]) \cap \partial D\).

Our conformal Markov characterization of \(\text{SLE}_\kappa(\rho)\) is the following:

**Theorem 1.4.** Suppose that \((P_c : c \in C_q), q \in \{L, R\}\), is a conformally invariant family which satisfies the domain Markov property in the sense of Definitions 1.2 and 1.3. Assume further that when \(c = (D, x, y, z) \in C_q\) and \(D\) has smooth boundary and \(\eta \sim P_c\), the Lebesgue measure of \(\eta \cap \partial D\) is zero almost surely. Then there exists \(\rho > -2\) such that for each \(c = (D, x, y, z) \in C_q\), \(P_c\) is the law of an \(\text{SLE}_\kappa(\rho)\) process in \(D\) from \(x\) to \(y\) with a single force point at \(z\).

Theorem 1.4 is a generalization of the conformal Markov characterization of ordinary \(\text{SLE}_\kappa\) established by Schramm [Sch00] (and used by Schramm [Sch00] to characterize \(\text{SLE}_\kappa\) processes) but with the addition of one extra marked point. It is implicit in the hypotheses that \(\eta \sim P_c\) cannot cross itself and also never enters the loops it creates with segments of the boundary or itself as it moves from \(x\) to \(y\). This combined with the hypothesis that \(\eta \cap \partial D\) has zero Lebesgue measure almost surely when \(D\) is smooth implies that \(\eta\) has a continuous Loewner driving function [MS12a Section 6.2] and that the evolution of the marked point under the uniformizing conformal maps is described by the Loewner flow (Lemma 3.3). The proof makes use of a characterization of continuous self-similar Markov processes due to Lamperti [Lam72 Theorem 5.1]. (In the setting that we consider, this is a rescaled version of the fact that “the only continuous Markov process with stationary increments are the Brownian motions with drift.”)

The next step in the proof of the reversibility of \(\text{SLE}_\kappa(\rho)\) for \(\rho > -2\) is to show that the time-reversal \(R(\eta)\) of \(\eta \sim \text{SLE}_\kappa(\rho)\) for \(\rho \in (-2, 0]\) satisfies the criteria of Theorem 1.4. This is in some sense the heart of the argument. We will first present a new proof in the case that \(\rho = 0\), which is related to an argument sketch obtained (but never published) by the second author and Schramm several years ago. The
idea is to try to make sense of conditioning on a flow line of the Gaussian free field, whose law is an SLE$_\kappa$, up to a reverse stopping time. The conditional law of the initial part of the flow line is then in some sense a certain SLE$_\kappa(\rho_1; \rho_2)$ process conditioned to merge into the tip of that flow line. We make this idea (which involves conditioning on an event of probability zero) precise using certain bi-chordal SLE$_\kappa$ constructions. We will use similar tricks to establish a conformal Markov property for the time-reversal of SLE$_\kappa$, which is then extended to give a similar property for SLE$_\kappa(\rho)$.

The above arguments will imply that the time-reversal of an SLE$_\kappa(\rho)$ is itself an SLE$_\kappa(\tilde{\rho})$ for some $\tilde{\rho} > -2$. This will imply that there exists a function $R$ such that $R(\eta) \sim$ SLE$_\kappa(R(\rho))$. One can then easily observe that the function $R$ is continuous and increasing and satisfies $R(R(\rho)) = \rho$ which implies $R(\rho) = \rho$. Using another trick involving bi-chordal SLE configurations, we can extend the reversibility of SLE$_\kappa(\rho)$ to all $\rho > -2$.

Using the interpretation of SLE$_\kappa(\rho^L; \rho^R)$ processes as flow lines of the Gaussian free field with certain boundary data [MS12a], we will also give a description of the time-reversal $R(\eta)$ of $\eta \sim$ SLE$_\kappa(\rho^L; \rho^R)$ processes with many force points, provided $\eta$ is almost surely non-boundary intersecting.

**Theorem 1.5.** Suppose that $\eta$ is an SLE$_\kappa(\rho^L; \rho^R)$, in a Jordan domain $D$ from $x$ to $y$, with $x, y \in \partial D$ distinct, that does not (or is conditioned not to) hit $\partial D$ except at $x$ and $y$. Then the time-reversal $R(\eta)$ of $\eta \sim$ SLE$_\kappa(\rho^L; \rho^R)$ process (with appropriate force points) that does not (or is conditioned not to) hit $\partial D$ except at $x$ and $y$.

A more precise discussion and complete description of how to construct the law of the time-reversal (in particular how to set up the various $\rho$ values) appears in Section 8. In order to make the theorem precise, we will in particular have to make sense of what it means to condition a path not to hit the boundary (which in some cases involves conditioning on a probability zero event).

**1.2 Relation to previous work**

As we mentioned earlier, the reversibility of SLE$_\kappa$ for $\kappa \in (0, 4]$ was first proved by Zhan [Zha08] but also appears in the work of Dubédat [Dub09a]. Both proofs are based on a beautiful technique that allows one to construct a coupling of $\eta \sim$ SLE$_\kappa$ from $x$ to $y$ in $D$ with $\tilde{\eta} \sim$ SLE$_\kappa$ in $D$ from $y$ to $x$ such that the two paths commute. In other words, one has a recipe for growing the paths one at a time, in either order, that produces the same overall joint law. In the coupling of [Zha08], the joint law is shown to have the property that for every $\eta$ stopping time $\tau$, the law of $\tilde{\eta}$ given $\eta|_{[0, \tau]}$ is an SLE$_\kappa$ in the connected component of $D \setminus \eta([0, \tau])$ containing $y$ from $y$ to
η(τ). The same likewise holds when the roles of η and \( \tilde{\eta} \) are reversed. This implies that η contains a dense subset of \( \tilde{\eta} \) and vice-versa. Thus the continuity of η and \( \tilde{\eta} \) implies that \( \tilde{\eta} \) is almost surely the time-reversal (up to reparameterization) of η. In particular, the time-reversal \( R(\eta) \) of η is an SLE_κ in \( D \) from \( y \) to \( x \). The approaches of both Dubédat [Dub09a] and Zhan [Zha10b] to the reversibility of non-boundary intersecting SLE_κ(ρ) processes are also based on considering a commuting pair of SLE_κ(ρ) processes η, \( \tilde{\eta} \) growing at each other. The difference from the setup of ordinary SLE_κ is that in such a coupling, the conditional law of η given \( \tilde{\eta} \big|_{[0,\tilde{\tau}]} \), \( \tilde{\tau} \) an \( \tilde{\eta} \) stopping time, is not an SLE_κ(ρ) process in the connected component of \( D \setminus \tilde{\eta}([0,\tilde{\tau}]) \) containing \( x \) from \( x \) to \( \tilde{\eta}(\tilde{\tau}) \). Rather, it is a more complicated variant of SLE_κ, a so-called intermediate SLE.

Because our approach to SLE_κ(ρ) reversibility is somewhat different from the methods in [Dub09a, Zha10b] (and in particular we use a domain Markov property to characterize the time-reversal), we will not actually need to define intermediate SLE explicitly (e.g., by giving an explicit formula for the Loewner drift term). We will also avoid the analogous explicit calculations in the multiple force point cases with tricks involving bi-chordal resampling and the Gaussian free field.

We also remark that in [Wer04a] it is shown that an SLE_κ(ρ) process with \( \rho > 0 \) can be viewed as arising from an SLE_κ process conditioned not to hit a sample of a one-sided restriction measure. This, combined with the reversibility of SLE_κ for \( \kappa \in (0, 4] \), yields another proof of the reversibility of SLE_κ(ρ) for \( \kappa \in (0, 4] \) and \( \rho > 0 \). Also, it is shown in [WW13] that the boundary intersecting SLE_κ(ρ) processes when \( \kappa \in (8/3, 4] \) arise naturally in the context of the Brownian loop soups and this implies the reversibility of the SLE_κ(ρ) for \( \kappa \) and \( \rho \) in this regime.

Part of this paper addresses the question of making sense of SLE_κ(ρ) (and its variants) conditioned not to hit the boundary. The simplest version of this is a consequence of the fact that a Bessel process of dimension \( d \leq 2 \) conditioned not to hit 0 is a Bessel process of dimension \( 4 - d \geq 2 \) and various statements based on this fact have appeared in other places in the literature, for example [Dub03]. In the present work, we need to establish particular statements of this form that hold in the presence of many force points and also in the case of multiple paths. For example, we need to know that the joint laws of certain families of non-intersecting paths are uniquely characterized by certain Gibbs properties. Proving this requires some re-sampling tricks beyond the usual Girsanov martingale-weighting procedures, and we did not find a place in the literature where these kinds of characterizations were carefully stated or worked out.

\[ \text{\footnote{The results in [Dub09a, Zha10b] only apply if \( \rho \) is in the range for which the path avoids the boundary almost surely. However, it is possible that the arguments could be extended to the boundary-hitting case of one-force-point SLE_κ(ρ). Zhan told us privately before we wrote [MS12a] that he believed the techniques in [Zha10b] could be extended to the single-force-point boundary-intersecting case if the continuity result of [MS12a] were known.}} \]
1.3 Outline

The remainder of this article is structured as follows. In the next section, we will review the basics of SLE\(_{\kappa}(\rho)\) processes. We will also give a summary of how SLE\(_{\kappa}(\rho)\) processes can be viewed as flow lines of the Gaussian free field (GFF) — this is the so-called imaginary geometry of the GFF [MS12a]. We will in particular emphasize how this interpretation can be used to construct couplings of systems of SLE\(_{\kappa}(\rho)\) processes and the calculus one uses in order to compute the conditional law of one such curve given the realizations of the others. Next, in Section 3, we will prove Theorem 1.4, the conformal Markov characterization of SLE\(_{\kappa}(\rho)\) processes. In Section 4, we will show in certain special cases that the joint law of a system of multiple SLE\(_{\kappa}(\rho)\) strands is characterized by the conditional laws of the individual strands. This provides an alternative mechanism for constructing systems of SLE\(_{\kappa}\) type curves in which it is easy to compute the conditional law of one of the curves given the others. It is the key tool for deducing the reversibility of SLE\(_{\kappa}(\rho_{1}; \rho_{2})\) from the reversibility of SLE\(_{\kappa}(\rho)\). In Section 5, we discuss how to make sense of SLE\(_{\kappa}(\rho)\) processes conditioned not to intersect certain boundary segments. We will then combine the above elements in Section 6 to show that the time-reversal of an SLE\(_{\kappa}(\rho)\) process satisfies the conformal Markov property. In Section 7, we will complete the proof of Theorem 1.1 by deducing the reversibility of SLE\(_{\kappa}(\rho_{1}; \rho_{2})\) from the reversibility of SLE\(_{\kappa}(\rho)\). We finish in Section 8 by proving Theorem 1.5.

2 Preliminaries

The purpose of this section is to review the basic properties of SLE\(_{\kappa}(\rho^{L}; \rho^{R})\) processes in addition to giving a non-technical overview of the so-called imaginary geometry of the Gaussian free field. The latter provides a mechanism for constructing couplings of many SLE\(_{\kappa}(\rho^{L}; \rho^{R})\) strands in such a way that it is easy to compute the conditional law of one of the curves given the realization of the others [MS12a].

2.1 SLE\(_{\kappa}(\rho)\) processes

SLE\(_{\kappa}\) is a one-parameter family of conformally invariant random curves, introduced by Oded Schramm in [Sch00] as a candidate for (and later proved to be) the scaling limit of loop erased random walk [LSW04] and the interfaces in critical percolation [Smi01, CN06]. Schramm’s curves have been shown so far also to arise as the scaling limit of the macroscopic interfaces in several other models from statistical physics: [SS09, Smi10, CS12, SS05, Mil10]. More detailed introductions to SLE can be found in many excellent survey articles of the subject, e.g., [Wer04b, Law05].
An SLE\(_\kappa\) in \(\mathbb{H}\) from 0 to \(\infty\) is defined by the random family of conformal maps \(g_t\) obtained by solving the Loewner ODE
\[
\frac{\partial_t g_t(z)}{g_t(z)} = 2 - W_t, \quad g_0(z) = z \tag{2.1}
\]
where \(W = \sqrt{\kappa}B\) and \(B\) is a standard Brownian motion. Write \(K_t := \{z \in \mathbb{H} : \tau(z) \leq t\}\). Then \(g_t\) is a conformal map from \(\mathbb{H}_t := \mathbb{H} \setminus K_t\) to \(\mathbb{H}\) satisfying
\[
\lim_{|z| \to \infty} |g_t(z) - z| = 0.
\]

Rohde and Schramm showed that there almost surely exists a curve \(\eta\) (the so-called SLE trace) such that for each \(t \geq 0\) the domain \(\mathbb{H}_t\) is the unbounded connected component of \(\mathbb{H} \setminus \eta([0,t])\) [RS05]. An SLE\(_\kappa\) connecting boundary points \(x\) and \(y\) of an arbitrary simply connected Jordan domain can be constructed as the image of an SLE\(_\kappa\) on \(\mathbb{H}\) under a conformal transformation \(\psi: \mathbb{H} \to D\) sending 0 to \(x\) and \(\infty\) to \(y\). (The choice of \(\psi\) does not affect the law of this image path, since the law of SLE\(_\kappa\) on \(\mathbb{H}\) is scale invariant.) SLE\(_\kappa\) is characterized by the fact that it satisfies the domain Markov property and is invariant under conformal transformations.

SLE\(_\kappa(\rho^L; \rho^R)\) is the stochastic process one obtains by solving (2.1) where the driving function \(W\) is taken to be the solution to the SDE
\[
dW_t = \sqrt{\kappa}dB_t + \sum_{q \in \{L,R\}} \sum_i \frac{\rho_i^q}{W_t - V_{i,q}^t} dt, \\
dV_{i,q}^t = \frac{2}{V_{i,q}^t - W_t} dt, \quad V_{0,q}^0 = x^i_q.
\tag{2.2}
\]
The existence and uniqueness of solutions to (2.2) is discussed in [MS12a, Section 2]. In particular, it is shown that there is a unique solution to (2.2) until the first time \(t\) that \(W_t = V_{i,q}^t\) where \(\sum_{i=1}^j \rho_i^q \leq -2\) for \(q \in \{L,R\}\) (we call this time the continuation threshold). In particular, if \(\sum_{i=1}^j \rho_i^q > -2\) for all \(1 \leq j \leq |ho|^q\) for \(q \in \{L,R\}\), then (2.2) has a unique solution for all times \(t\). This even holds when one or both of the \(x^i_q\) are zero. The almost sure continuity of the SLE\(_\kappa(\rho^L; \rho^R)\) trace is also proved in [MS12a]. In Section 3 we will prove Theorem 1.4, that the single-force-point SLE\(_\kappa(\rho)\) processes are characterized by conformal invariance and the domain Markov property with one extra marked point. This extends Schramm’s conformal Markov characterization of ordinary SLE\(_\kappa\) [Sch00].

### 2.2 Imaginary geometry of the Gaussian free field

We will now give an overview of the so-called imaginary geometry of the Gaussian free field (GFF). In this article, this serves as a tool for constructing couplings of
multiple SLE strands and provides a simple calculus for computing the conditional law of one of the strands given the realization of the others [MS12a]. The purpose of this overview is to explain just enough of the theory so that this article may be read and understood independently of [MS12a]. We refer the reader interested in proofs of the statements we make here to [MS12a]. We begin by fixing a domain $D \subseteq \mathbb{C}$ with smooth boundary and let $C^\infty_0(D)$ denote the space of compactly supported $C^\infty$ functions on $D$. For $f,g \in C^\infty_0(D)$, let

$$(f,g)_\nabla := \frac{1}{2\pi} \int_D \nabla f(x) \cdot \nabla g(x) \, dx$$

denote the Dirichlet inner product of $f$ and $g$ where $dx$ is the Lebesgue measure on $D$. Let $H(D)$ be the Hilbert space closure of $C^\infty_0(D)$ under $(\cdot, \cdot)_\nabla$. The continuum Gaussian free field $h$ (with zero boundary conditions) is the so-called standard Gaussian on $H(D)$. It is given formally as a random linear combination

$$h = \sum_n \alpha_n f_n,$$

(2.3)

where $(\alpha_n)$ are i.i.d. $N(0,1)$ and $(f_n)$ is an orthonormal basis of $H(D)$. The GFF with non-zero boundary data $\psi$ is given by adding the harmonic extension of $\psi$ to a zero-boundary GFF $h$ (see [She07] for a more detailed introduction to the GFF).

The GFF is a two-dimensional-time analog of Brownian motion. Just as Brownian motion can be realized as the scaling limit of many random lattice walks, the GFF arises as the scaling limit of many random (real or integer valued) functions on two dimensional lattices [BAD96, Ken01, NS97, RV07, Mil11]. The GFF can be used to generate various kinds of random geometric structures, in particular the imaginary geometry discussed here [She10, MS12a]. This corresponds to considering the formal expression $e^{ih/\chi}$, for a fixed constant $\chi > 0$. Informally, the “rays” of the imaginary geometry are flow lines of the complex vector field $e^{i(h/\chi+\theta)}$, i.e., solutions to the ODE

$$\eta'(t) = e^{i(h/\chi+\theta)} \quad \text{for } t > 0,$$

(2.4)

for given values of $\eta(0)$ and $\theta$.

Although (2.4) does not make sense as written (since $h$ is an instance of the GFF, not a continuous function), one can construct these rays precisely by solving (2.4) in a rather indirect way: one begins by constructing explicit couplings of $h$ with variants of SLE and showing that these couplings have certain properties. Namely, if one conditions on part of the curve, then the conditional law of $h$ is that of a GFF in the complement of the curve with certain boundary conditions (see Figure 2.4). Examples of these couplings appear in [She, SS13, Dub09b, She10] as well as variants in [MS10, HBB10, IK13]. This step is carried out in some generality in [Dub09b, She10, MS12a]. The next step is to show that in these couplings the
Figure 2.1: Numerically generated flow lines, started at a common point, of $e^{i(h/\chi+\theta)}$ where $h$ is the projection of a GFF onto the space of functions piecewise linear on the triangles of a $300 \times 300$ grid and $\kappa = 1/2$. Different colors indicate different values of $\theta \in [-\pi/2, \pi/2]$. We expect but do not prove that if one considers increasingly fine meshes (and the same instance of the GFF) the corresponding paths converge to limiting continuous paths. One of the consequences of Theorem 1.1 is that the law of the continuum analog of the random set depicted above is invariant under anti-conformal maps which swap the initial and terminal points of the paths.

If $h$ is a smooth function, $\eta$ a flow line of $e^{ih/\chi}$, and $\psi: \tilde{D} \to D$ a conformal transformation, then by the chain rule, $\psi^{-1}(\eta)$ is a flow line of $h \circ \psi - \chi \arg \psi'$, as in Figure 2.2. With this in mind, we define an imaginary surface to be an equivalence
class of pairs \((D, h)\) under the equivalence relation
\[
(D, h) \to (\psi^{-1}(D), h \circ \psi - \chi \arg \psi') = (\widetilde{D}, \widetilde{h}).
\] (2.5)

We interpret \(\psi\) as a (conformal) coordinate change of the imaginary surface. In what follows, we will generally take \(D\) to be the upper half plane, but one can map the flow lines defined there to other domains using (2.5).

![Figure 2.2: The set of flow lines in \(\widetilde{D}\) will be the pullback via a conformal map \(\psi\) of the set of flow lines in \(D\) provided \(h\) is transformed to a new function \(\widetilde{h}\) in the manner shown.](image)

We assume throughout the rest of this section that \(\kappa \in (0, 4)\) so that \(\kappa' := 16/\kappa \in (4, \infty)\). When following the illustrations, it will be useful to keep in mind a few definitions and identities:
\[
\lambda := \frac{\pi}{\sqrt{\kappa}}, \quad \lambda' := \frac{\pi}{\sqrt{16/\kappa}} = \frac{\kappa}{4} \lambda < \lambda, \quad \chi := \frac{2}{\sqrt{\kappa}} - \frac{\sqrt{\kappa}}{2}\] (2.6)
\[
2\pi\chi = 4(\lambda - \lambda'), \quad \lambda' = \lambda - \frac{\pi}{2}\chi
\] (2.7)
\[
2\pi\chi = (4 - \kappa)\lambda = (\kappa' - 4)\lambda'.
\] (2.8)

The boundary data one associates with the GFF on \(H\) so that its flow line from 0 to \(\infty\) is an \(\text{SLE}_{\kappa}(\rho^L; \rho^R)\) process with force points located at \(x = (x^L, x^R)\) is
\[
-\lambda \left( 1 + \sum_{i=1}^{j} \rho^L \right) \quad \text{for} \quad x \in [x^{j-1,L}, x^{j,L}) \quad \text{and} \quad (2.9)
\]
\[
\lambda \left( 1 + \sum_{i=1}^{j} \rho^R \right) \quad \text{for} \quad x \in [x^{j,R}, x^{j+1,R}]
\] (2.10)

This is depicted in Figure 2.2 in the special case that \(|\rho^L| = |\rho^R| = 2\). As we explained earlier, for any \(\eta\) stopping time \(\tau\), the law of \(h\) conditional on \(\eta([0, \tau])\) is a
Figure 2.3: We will often make use of the notation depicted on the left hand side to indicate boundary values for Gaussian free fields. Specifically, we will delineate the boundary \( \partial D \) of a Jordan domain \( D \) with black dots. On each arc \( L \) of \( \partial D \) which lies between a pair of black dots, we will draw either a horizontal or vertical segment \( L_0 \) and label it with \( x \). This means that the boundary data on \( L_0 \) is given by \( x \). Whenever \( L \) makes a quarter turn to the right, the height goes down by \( \frac{\pi}{2} \chi \) and whenever \( L \) makes a quarter turn to the left, the height goes up by \( \frac{\pi}{2} \chi \). More generally, if \( L \) makes a turn which is not necessarily at a right angle, the boundary data is given by \( \chi \) times the winding of \( L \) relative to \( L_0 \). If we just write \( x \) next to a horizontal or vertical segment, we mean just to indicate the boundary data at that segment and nowhere else. The right side above has exactly the same meaning as the left side, but the boundary data is spelled out explicitly everywhere. Even when the curve has a fractal, non-smooth structure, the harmonic extension of the boundary values still makes sense, since one can transform the figure via the rule in Figure 2.2 to a half plane with piecewise constant boundary conditions. The notation above is simply a convenient way of describing what the constants are. We will often include horizontal or vertical segments on curves in our figures (even if the whole curve is known to be fractal) so that we can label them this way.

GFF in \( \mathbf{H} \setminus \eta([0, \tau]) \). The boundary data of the conditional field agrees with that of \( h \) on \( \partial \mathbf{H} \). On the right side of \( \eta([0, \tau]) \), it is \( \lambda' + \chi \cdot \text{winding} \), where the terminology “winding” is explained in Figure 2.3 and to the left it is \( -\lambda' + \chi \cdot \text{winding} \). This is also depicted in Figure 2.4.

By considering several flow lines of the same field (starting either at the same point or at different points), we can construct couplings of multiple SLE\(_{\kappa}(\rho) \) processes. For example, suppose that \( \theta \in \mathbf{R} \). The flow line \( \eta_\theta \) of \( h + \theta \chi \) should be interpreted as the flow line of the vector field \( e^{i(h/\chi + \theta)} \). We say that \( \eta_\theta \) is the flow line of \( h \) with angle \( \theta \). If \( h \) were a smooth function and \( \theta_1 < \theta_2 \), then it would be obvious that \( \eta_{\theta_1} \) lies to the right of \( \eta_{\theta_2} \). Although non-trivial to prove, this is also true in the setting of the GFF [MS12a, Theorem 1.5] and is depicted in Figure 2.5. The case in which the flow lines start at different points is depicted in Figure 2.6.
Figure 2.4: Suppose that $h$ is a GFF on $H$ with the boundary data depicted above. Then the flow line $\eta$ of $h$ starting from 0 is an $\text{SLE}_\kappa \left( \rho^L; \rho^R \right)$ curve in $H$ where $|\rho^L| = |\rho^R| = 2$. Conditional on $\eta|_{[0,\tau]}$ for any $\eta$ stopping time $\tau$, $h$ is equal in distribution to a GFF on $H \setminus \eta([0,\tau])$ with the boundary data on $\eta([0,\tau])$ depicted above (the notation $\eta$ which appears adjacent to $\eta([0,\tau])$ is explained in some detail in Figure 2.3). It is also possible to couple $\eta' \sim \text{SLE}_{\kappa'} \left( \rho^L; \rho^R \right)$ for $\kappa' > 4$ with $h$ and the boundary data takes on the same form (with $\lambda' := \frac{\pi}{\sqrt{\kappa'}}$ in place of $\lambda := \frac{\pi}{\sqrt{\kappa}}$). The difference is in the interpretation. The (almost surely self-intersecting) path $\eta'$ is not a flow line of $h$, but for each $\eta'$ stopping time $\tau'$ the left and right boundaries of $\eta'([0,\tau'])$ are SLE$_\kappa$ flow lines, where $\kappa = 16/\kappa'$, angled in opposite directions. The union of the left boundaries — over a collection of $\tau'$ values — is a tree of merging flow lines, while the union of the right boundaries is a corresponding dual tree whose branches do not cross those of the tree.

For $\theta_1 < \theta_2$, we can compute the conditional law of $\eta_{\theta_2}$ given $\eta_{\theta_1}$. It is an $\text{SLE}_\kappa \left( (a - \theta_2 \chi)/\lambda - 1; (\theta_2 - \theta_1) \chi/\lambda - 2 \right)$ process independently in each connected component of $H \setminus \eta_{\theta_1}$ which lies to the left of $\eta_{\theta_1}$. Moreover, $\eta_{\theta_1}$ given $\eta_{\theta_2}$ is an $\text{SLE}_\kappa \left( (\theta_2 - \theta_1) \chi/\lambda - 2; (b + \theta_1 \chi)/\lambda - 1 \right)$ in each of the connected components of $H \setminus \eta_{\theta_2}$ which lie to the right of $\eta_{\theta_2}$. This is depicted in Figure 2.5. We can also couple together $\text{SLE}_\kappa(\rho)$ processes starting at different points by considering the flow lines of $h$ initialized at different points. This is depicted in Figure 2.6.

Recall that $\kappa' = 16/\kappa \in (4, \infty)$. We refer to SLE$_{\kappa'}$ processes as counterflow lines because of the particular way that they are related to the flow lines of the Gaussian free field. As explained in [MS12a], the counterflow line runs in the opposite direction of (or counter to) the so-called “light cone” of angle-varying flow lines whose angles stay within some range. We can construct couplings of SLE$_\kappa$ and SLE$_{\kappa'}$ processes (flow lines and counterflow lines) within the same imaginary geometry. This is depicted in Figure 2.7. Just as in the setting of multiple flow lines, we can compute
Figure 2.5: Suppose that $h$ is a GFF on $H$ with the boundary data depicted above. For each $\theta \in \mathbb{R}$, let $\eta_\theta$ be the flow line of the GFF $h + \theta \chi$. This corresponds to setting the angle of $\eta_\theta$ to be $\theta$. Just as if $h$ were a smooth function, if $\theta_1 < \theta_2$ then $\eta_{\theta_1}$ lies to the right of $\eta_{\theta_2}$. The conditional law of $h$ given $\eta_{\theta_1}$ and $\eta_{\theta_2}$ is a GFF on $H \setminus (\eta_{\theta_1} \cup \eta_{\theta_2})$ shown above. By applying a conformal mapping and using the transformation rule, we can compute the conditional law of $\eta_{\theta_1}$ given the realization of $\eta_{\theta_2}$ and vice-versa. That is, $\eta_{\theta_2}$ given $\eta_{\theta_1}$ is an SLE$_{\kappa}$ process independently in each of the connected components of $H \setminus \eta_{\theta_1}$ which lie to the left of $\eta_{\theta_1}$, and moreover, $\eta_{\theta_1}$ given $\eta_{\theta_2}$ is independently an SLE$_{\kappa}$ process independently in each of the connected components of $H \setminus \eta_{\theta_2}$ which lie to the right of $\eta_{\theta_2}$.

the conditional law of a flow line given the realization of a counterflow line within the same geometry. This will be rather useful for us in Section 4 and is explained in Figure 2.7.

It is also possible to determine which segments of the boundary a flow or counterflow line cannot hit. This is described in terms of the boundary data of the field in Figure 2.8 and Figure 2.9 and proved in [MS12a, Lemma 5.2] (this result gives the range of boundary data that $\eta$ cannot hit, contingent on the almost sure continuity of $\eta$; this, in turn, is given in [MS12a, Theorem 1.3]). This can be rephrased in terms of the weights $\rho$: an SLE$_{\kappa}(\rho)$ process almost surely does not hit a boundary interval $(x^i,R, x^{i+1},R)$ (resp. $(x^{i+1},L, x^i)$) if $\sum_{s=1}^i \rho^{s,R} \geq \frac{\kappa}{2} - 2$ (resp. $\sum_{s=1}^i \rho^{s,L} \geq \frac{\kappa}{2} - 2$). See [MS12a, Remark 5.3].

2.3 Naive time-reversal

If $h$ were a smooth function and $\eta$ were a flow line of $e^{ih}/\chi$, then the time-reversal of $\eta$ would be a flow line of $e^{i(h/\chi+\pi)}$. This turns out not to be the case for the flow lines of the Gaussian free field (which is not a smooth function). To give an instructive
Figure 2.6: Suppose that $h$ is a GFF on $H$ with the boundary data depicted above. For each $x, \theta \in \mathbb{R}$, let $\eta^x_\theta$ be the flow line of the GFF $h + \theta \chi$ starting at $x$. Assume $y < x$. Just as in Figure 2.5, if $\theta_2 > \theta_1$, then $\eta^y_\theta$ lies to the left of $\eta^x_\theta$. The conditional law of $h$ given $\eta^x_\theta, \eta^y_\theta$ is a GFF on $H \setminus (\eta^x_\theta \cup \eta^y_\theta)$ shown above. By applying a conformal mapping and using the transformation rule, we can compute the conditional law of either curve given the realization of the other. For example, as depicted above, the conditional law of $\eta^x_{\theta_1}$ given $\eta^y_{\theta_2}$ is an SLE$\kappa\left((-b + \theta_1 \chi)/\lambda - 1, (b + \theta_2 \chi)/\lambda - 1; (a + \theta_1 \chi)/\lambda - 1\right)$ process.

explanation of what actually happens if we try to reverse direction naively in this way, consider the Gaussian free field on an infinite strip with boundary conditions $-a$ and $b$ as in Figure 2.10. If $a, b \in (-\lambda, \lambda)$ then the results of [MS12a] (see Figure 2.8) imply that both a forward path from the bottom to the top of strip and an “opposite direction” path (sometimes called a dual flow line) from the top to the bottom are defined, and that both paths almost surely hit both sides of the strip infinitely often, as Figure 2.10 illustrates.

However, the extent to which these two paths fail to coincide with one another is somewhat amusing. By way of remark, we mention a few facts about the joint law of this pair of paths that follow from certain results of [MS12a], which are explained in Figure 2.8 and Figure 2.9. Combined with Figure 2.6 and Figure 2.5, these describe when flow lines can intersect each other and at which segments and points they can exit given domains with positive probability. If we condition on the dual flow line $\tilde{\eta}$ up to any rational time $\tilde{\tau}$ and on the flow line $\eta$ up until any rational time $\tau$ and the two paths run to these times do not intersect each other, then it almost certainly the case that, after time $\tau$, $\eta$ first intersects $\tilde{\eta}([0, \tilde{\tau}])$ at either the last place $\tilde{\eta}$ hit the left boundary before time $\tilde{\tau}$ or the last place $\tilde{\eta}$ hit the right boundary before time $\tilde{\tau}$. An analogous result holds with the roles of $\eta$ and $\tilde{\eta}$ reversed.

This implies in particular that the two paths almost surely do not intersect each other at any point in the interior of the strip. It also implies that if they do intersect at a point $x = \eta(\tau) = \tilde{\eta}(\tilde{\tau})$ on the boundary of the strip, then the next place $\eta$ hits
Figure 2.7: We can construct SLE$_\kappa$ flow lines and SLE$_{\kappa'}$ counterflow lines within the same geometry when $\kappa' = 16/\kappa$. This is depicted above for a single counterflow line $\eta'$ emanating from $y$ and a flow line $\eta_\theta$ with angle $\theta$ starting from 0. Also shown is the boundary data for $h$ in $D \setminus (\eta'([0, \tau']) \cup \eta_\theta([0, \tau]))$ where $\tau'$ and $\tau$ are stopping times for $\eta'$ and $\eta_\theta$ respectively (we intentionally did not specify the boundary data of $h$ on $\partial D$). If $\theta = \frac{1}{\chi}(\lambda' - \lambda) = -\frac{\pi}{2}$ so that the boundary data on the right side of $\eta_\theta$ matches that on the right side of $\eta'$, then $\eta_\theta$ will almost surely hit and then “merge” into the right boundary of $\eta'$ — this fact is known as SLE duality. We can compute the conditional law of $\eta_\theta$ given $\eta'([0, \tau'])$ by conformally mapping the connected component of $D \setminus \eta'([0, \tau'])$ which contains $x$ to $H$ and then applying Figure 2.4. If $\eta_\theta \sim$ SLE$_\kappa(\rho^L; \rho^R)$, then $\eta_\theta$ conditional on $\eta'([0, \tau'])$ is an SLE$_\kappa(\rho^L, \frac{3}{2}(\frac{\kappa}{2} - 2) - \frac{\kappa}{\chi} - \rho^L; \rho^R, \frac{3}{2}(\frac{\kappa}{2} - 2) + \frac{\kappa}{\chi} - \rho^R)$ process where $\rho^a = \sum_i \rho_{ij}^a$ with the extra force points located at the left and right sides of $\eta'([0, \tau']) \cap \partial D$. In the special case that $\theta = -\frac{\pi}{2}$, then the law of $\eta_\theta$ given $\eta'([0, \tau'])$ is an SLE$_\kappa(\rho^L, \frac{\kappa}{2} - 2 - \rho^L; \rho^R, \kappa - 4 - \rho^R)$ process.

$\tilde{\eta}([0, \tau])$ after time $\tau$ must be on the opposite side of the strip. (If it collided with a point $y$ on same side before crossing the strip, and we restricted $\eta$ and $\tilde{\eta}$ to the portions in between their hitting of $x$ and $y$, then the boundary intersection rules mentioned above would imply that each of these portions must be to the right of the other, a contradiction.) This implies that the paths almost surely behave in the manner illustrated in Figure 2.10. In particular, whenever the two paths intersect at a boundary point, they immediately cross each other and do not intersect anywhere else in a neighborhood of that point.

The fact that flow lines and dual flow lines almost surely do not intersect each other (except at isolated boundary points) will actually be useful to us. Figure 2.10 also
2.4 Idea for a Gaussian free field reversibility proof

We are now going to provide some intuition behind our proof of the reversibility of SLE\(_\kappa(p_1; p_2)\) which comes from the imaginary geometry perspective of SLE. First we present a heuristic argument for the reversibility of ordinary SLE\(_\kappa\) that uses Gaussian free field machinery. (This was discovered by Schramm and second author some years ago but never published.)

Suppose that \(D\) is a Jordan domain with \(x, y \in \partial D\) distinct. Let \(h\) be a GFF on \(D\) with boundary data as described in Figure 2.11(a), so that the flow line \(\eta\) of \(h\) starting from \(x\) is an SLE\(_\kappa\) process from \(x\) to \(y\). Let \(\tilde{\eta}\) be any simple curve ending

illustrates another principle that will be useful in this paper, namely that in some circumstances a flow line avoids a boundary interval if and only if a dual flow line avoids another boundary interval.
Figure 2.9: (Continuation of Figure 2.8) Assume the boundary data on \( \partial L S \) are such that the flow line \( \eta \) of \( h \) almost surely does not hit the continuation threshold on \( \partial L S \). Suppose the boundary data for \( h \) on \( \partial U S \) is \( a \leq -\lambda \) to the left of \( z_0 \) and \( b \geq \lambda \) to the right of \( z_0 \). Then \( \eta \) almost surely terminates at \( z_0 \) without first hitting any other point on \( \partial L S \) \cite[Theorem 1.3]{MS12a}. If \( a \leq -\lambda \) and \( b \in (-\lambda + \pi \chi, \lambda) \), then \( \eta \) still almost surely reaches \( z_0 \) but it hits \( \partial U S \) to the right (and only to the right) of \( z_0 \) before it hits \( z_0 \). Similarly, if we have \( b \geq \lambda \) and \( a \in (-\lambda, \lambda - \pi \chi) \) then \( \eta \) almost surely hits both sides of \( z_0 \) before reaching \( z_0 \).

If either \( b \leq -\lambda + \pi \chi \) or \( a \geq \lambda - \pi \chi \) then \( \eta \) almost surely hits the continuation threshold before reaching \( z_0 \).

at \( y \) which does not hit \( \partial D \setminus \{y\} \) and which starts at a point \( z = \tilde{\eta}(0) \in D \). Formally, we can write the event \( E \) that \( \tilde{\eta} \) is the terminal segment of \( \eta \) as the intersection of the event \( E_1 \) that \( \tilde{\eta} \) is a flow line of \( h \) starting at \( z \) and the event \( E_2 \) that \( \eta \) intersects and then merges with \( \tilde{\eta} \) precisely at \( z \). Although \( E_1 \) is a probability zero event, we expect that the conditional law of \( h \) given \( E_1 \) is that of a GFF in \( D \setminus \tilde{\eta} \) with the boundary data depicted in Figure 2.11(a). This would imply that the conditional law of \( \eta \) given \( E_1 \) is that of an SLE\( \kappa \)\((\kappa - 4; \kappa - 4) \) in \( D \setminus \tilde{\eta} \) with force points on the left and right sides of \( y \). Therefore \( E_2 \) given \( E_1 \) is the event that an SLE\( \kappa \)\((\kappa - 4; \kappa - 4) \) process first exits \( D \setminus \tilde{\eta} \) at \( z \).

The event \( E_2 \) has probability zero; however, we will see in Section 3 that, with an appropriate interpretation, one can still “condition” on this event so that the conditional law of the process is that of an SLE\( \kappa \) in \( D \setminus \tilde{\eta} \) from \( x \) to \( z \). That is, the law of \( \eta \) conditional on \( \tilde{\eta} \) being its terminal segment is an SLE\( \kappa \) from \( x \) to \( z \) in \( D \setminus \tilde{\eta} \). This implies the domain Markov property for the time-reversal of SLE\( \kappa \), which implies that the time-reversal is itself an SLE\( \kappa \).

This argument also motivates our approach to the time-reversal symmetry of SLE\( \kappa \)\((\rho_1; \rho_2) \). At least heuristically, we can also consider the same setup with more general boundary data to obtain that for \( \eta \sim \text{SLE}_\kappa(\rho^L; \rho^R) \), the law of \( \eta \), given the realization of its time-reversal \( \tilde{\eta} \) up to a reverse stopping time \( \tau_R \), is that of an SLE\( \kappa \)\((\rho^L, \kappa - 4 - \rho^L; \rho^R, \kappa - 4 - \rho^R) \) process in the connected component
Figure 2.10: Suppose $a, b \in (-\lambda', \lambda')$ so that one can draw a red flow line and blue dual flow line directed at each other, starting from opposite ends of the strip. Each path almost surely hits both sides of the strip infinitely often (the range of boundary values for which the path can hit both sides comes from combining Figure 2.8 with (2.5)). A green dot indicates the first time a path hits a given side of the strip after hitting the other side; a black dot indicates the last time. The results of [MS12a] imply that the black dots for the blue and red paths coincide (see also Figures 2.8–2.9). In the right figure, we consider the red path stopped at a stopping time when it has just completed a crossing (a green dot) and the blue path stopped at an analogous forward stopping time (a green dot on the opposite side). On the event that the red path and blue path up to these stopping times are disjoint, we denote by $D$ the component of the complement of this pair of paths that is incident to both paths. Conditioned on $D$, there is a positive probability that the following three equivalent events will occur: the dotted lines (which are continuations of the red and blue flow lines) avoid each other, the red dotted line avoids the right boundary, and the blue dotted line avoids the left boundary.

of $D \setminus \tilde{\eta}([0, \tau_R])$ containing $x$ from $x$ to $\tilde{\eta}(\tau_R)$ where $\overline{\rho} = \sum_i \rho^{i,q}$ for $q \in \{L, R\}$, conditioned to hit $\tilde{\eta}([0, \tau_R])$ precisely at its tip.

3 SLE$_\kappa(\rho)$: conformal Markov characterization

The purpose of this section is to prove Theorem 1.4, that conformal invariance (Definition 1.2) and the domain Markov property (Definition 1.3) with one extra marked point single out the single-force-point SLE$_\kappa(\rho)$ processes. This is a generalization of Schramm’s conformal Markov characterization of ordinary SLE [Sch00].

Before we proceed to the proof, we pause momentarily to remind the reader of a few
Figure 2.11: Although the coupling of SLE$_\kappa$ processes with the GFF is non-reversible, the theory nevertheless provides an intuitive explanation of the reversibility. Suppose that $h$ is a GFF on $D$ whose boundary data is compatible with an ordinary SLE$_\kappa$ process from $x$ to $y$ as above. On the left side, we have drawn an interior flow line $\eta'$ of $h$ starting from $z$. Conditionally on $\tilde{\eta}$, $\eta$ is an SLE$_\kappa(\kappa - 4; \kappa - 4)$ process in $D \setminus \tilde{\eta}$ with force points at $y^-$, $y^+$, respectively. If $\tilde{\eta}$ is the terminal segment of $\eta$, then $\eta$ must first hit $\tilde{\eta}$ at $z$ (see the right side). This gives us the conditional law of $\eta$ given the realization of its time-reversal up to a reverse stopping time. Once one shows that SLE$_\kappa(\kappa - 4; \kappa - 4)$ processes conditioned not to hit the boundary (which corresponds to $\eta$ first exiting $D \setminus \eta'$ at $z$) are (appropriately interpreted) SLE$_\kappa$ processes, the reversibility follows.

Basic facts regarding Bessel processes [RY99]. We recall that a Bessel process BES$^\delta$ of dimension $\delta$ is a solution to the SDE

$$dX(t) = \frac{\delta - 1}{2X(t)} dt + dB(t), \quad X(0) = x_0 \geq 0$$  \hspace{1cm} (3.1)

where $B$ is a standard Brownian motion. Bessel processes are typically defined by first starting with a solution to the square Bessel equation BESQ$^\delta$

$$dZ(t) = 2\sqrt{Z(t)}dB(t) + \delta t, \quad Z(0) = z_0 \geq 0,$$  \hspace{1cm} (3.2)

which exists for all $t \geq 0$ provided $\delta > 0$ [RY99], and then taking the square root. In this case, $\sqrt{Z}$ solves (3.1) at times when $Z > 0$ and is instantaneously reflecting at 0 (almost surely spends zero Lebesgue measure time at 0). When $\delta > 1$, $\sqrt{Z}$ solves (3.1) for all times $t$. We make sense of this when $Z = 0$ by taking the integral version of (3.1). The infinitesimal generator $A$ of $Z$ is given by

$$Af(x) = \delta f'(x) + xf''(x).$$  \hspace{1cm} (3.3)
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Therefore any Markov process whose infinitesimal generator $\tilde{A}$ takes the form

$$\tilde{A}f(x) = a_0 f'(x) + a_1 x f''(x)$$  \hspace{1cm} (3.4)$$

for $a_0, a_1 > 0$ is a BESQ$^\delta$ process for $\delta = a_0/\sqrt{a_1} > 0$ multiplied by $\sqrt{a_1}$.

The driving function $W$ for an SLE$^\kappa(\rho)$ process with one force point of weight $\rho > -2$ can be constructed by first taking a solution $X$ of (3.1) with $\delta = 1 + 2(\rho + 2)/\kappa > 1$ (3.5), then letting $O(t) = -2\kappa^{-1/2} \int_0^t \frac{1}{X(s)} ds$, and finally setting $W = O + \sqrt{\kappa}X$ (see, e.g. [She09, Section 3.3]). The main ingredient to the proof of Theorem 1.4 is the following characterization of Bessel processes, which is essentially a consequence of Lamperti’s characterization [Lam72] of time homogeneous self-similar Markov processes taking values in $[0, \infty)$.

**Lemma 3.1.** Suppose that $V$ is a time homogeneous Markov process with continuous sample paths taking values in $[0, \infty)$ which is instantaneously reflecting at 0 and satisfies Brownian scaling. Then $V$ is a positive multiple of a BES$^\delta$ process for some $\delta > 0$.

**Proof.** Note that $V^2$ is also a time homogeneous Markov process with continuous sample paths taking values in $[0, \infty)$ which is instantaneously reflecting at 0. Moreover, $V^2$ satisfies the scaling relation $(t \mapsto \alpha^{-1} V^2(\alpha t)) \overset{d}{=} (t \mapsto V^2(t))$. Consequently, it follows from [Lam72, Theorem 5.1] that the generator $A$ of $V^2$ takes the form

$$Af(x) = a_0 f'(x) + a_1 x f''(x), \quad x > 0$$

for constants $a_0, a_1 > 0$ (Lamperti’s characterization allows for $a_0 \leq 0$; this, however, requires that 0 is an absorbing state, which is not the case in our setting since our process is defined for all times and is instantaneously reflecting at 0). This is the generator for a positive multiple $a$ of a BESQ$^\delta$ process, some $\delta > 0$ (recall (3.4) and the surrounding text). That is, $aV^2$ evolves as a BESQ$^\delta$ process when it is away from 0. Since $V^2$ is instantaneously reflecting, it follows that $aV^2(t)$ solves the BESQ$^\delta$ equation for all time. Consequently, $V$ is a positive multiple of a BES$^\delta$ process. \qed

Before we proceed to the proof of Theorem 1.4, we need to collect two technical lemmas.

**Lemma 3.2.** Suppose that $\eta$ is a continuous path in $H$ from 0 to $\infty$ that admits a continuous Loewner driving function. Assume that $\eta$ is parameterized by capacity and let $J = \{ t \geq 0 : \eta(t) \in R \}$. Then $J$ has Lebesgue measure zero.

---
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Proof. This is [MS12a, Lemma 2.5]. \hfill \square

Lemma 3.3. Suppose that \( \eta \) is a continuous path in \( \overline{H} \) from 0 to \( \infty \) that admits a continuous Loewner driving function \( W \). Let \( (g_t) \) be the corresponding family of conformal maps, parameterized by capacity. For each \( t \), let \( X(t) \) be the right most point of \( g_t(\eta([0,t])) \) in \( \mathbb{R} \). If the Lebesgue measure of \( \eta([0,\infty]) \cap \mathbb{R} \) is zero, then \( X \) solves the integral equation

\[
X(t) = \int_0^t \frac{2}{X(s) - W(s)} ds, \quad X(0) = 0^+.
\]

Remark 3.4. This always holds for SLE\(_{\kappa}(\rho)\) paths, even when \( \kappa > 4 \) and \( \rho \) is such that the path is boundary filling. However, there are examples of continuous curves which intersect the boundary with positive Lebesgue measure so that the above does not hold.

Proof of Lemma 3.3 \footnote{We thank Wendelin Werner for suggesting the following simple proof.} Fix \( \epsilon > 0 \). We define iteratively the process \( X^\epsilon \) as follows. We take \( X^\epsilon(0) = \epsilon \) and let \( X^\epsilon(t) \) evolve according to the Loewner flow which is driven by \( W \) up until time \( \tau_1 = \inf\{t \geq 0 : X^\epsilon(t) = W(t)\} \). We then take \( X^\epsilon(\tau_1+) = X^\epsilon(\tau_1) + \epsilon \). Assuming that \( X^\epsilon \) has been defined up until time \( \tau_k \), we take \( X^\epsilon(\tau_k+) = X^\epsilon(\tau_k) + \epsilon \) and then take \( \tau_{k+1} = \inf\{t > \tau_k : X^\epsilon(t) = W(t)\} \). Then we clearly have that

\[
X(t) \leq X^\epsilon(t) \leq X(t) + \epsilon \quad \text{for all} \quad t.
\]

We then let \( N^\epsilon(t) \) be the number of \( \epsilon \)-jumps made by \( X^\epsilon \) before time \( t \). Then we have that the Lebesgue measure of the \( \epsilon \)-neighborhood of \( \eta([0,t]) \cap \mathbb{R} \) is at least \( \epsilon N^\epsilon(t) \) as each jump of \( X^\epsilon \) corresponds to an interval of length larger than \( \epsilon \) on the real line that contains a point of \( \eta \cap \mathbb{R} \) and, for a given \( \epsilon \), these intervals are disjoint. Hence, since \( \eta([0,t]) \cap \mathbb{R} \) is both closed and has zero Lebesgue measure, it follows that \( \epsilon N^\epsilon(t) \to 0 \) as \( \epsilon \to 0 \). On the other hand, we have that

\[
X^\epsilon(t) = \epsilon N^\epsilon(t) + \int_0^t \frac{2}{X^\epsilon(s) - W(s)} ds.
\]

Thus sending \( \epsilon \to 0 \), we obtain

\[
X(t) = \int_0^t \frac{2}{X(s) - W(s)} ds,
\]

as desired. (The convergence of the integral follows from the monotone convergence theorem as \( X(s) - W(s) \leq X^\epsilon(s) - W(s) \) for all \( s \).) \hfill \square
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Lemma 3.3 allows us to make sense of \( g_t(x) \) for any \( x \in \mathbb{R} \) for all \( t \geq 0 \), even after being swallowed by \( \eta \), via the Loewner evolution. We can now complete the proof of Theorem 1.4.

**Proof of Theorem 1.4.** For \( x \geq 0 \), let \( c(x) = (H, 0, \infty; x) \) and, for each \( t > 0 \), let \( c_t(x) = (H_t, \eta(t), \infty; x_t) \) where we recall the definitions of \( H_t \) and \( x_t \) from Definition 1.3. We are now going to argue that \( \eta \) almost surely has a continuous Loewner driving function viewed as a path in \( H \) from 0 to \( \infty \). To see this, we will check the criteria of [MS12a, Proposition 6.12]. It is implicit in the domain Markov property that, almost surely, for every \( t \) we have that \( \eta((t, \infty)) \) is contained in the closure of the unbounded connected component of \( H \setminus \eta((0, t)) \). The hypothesis that \( \eta \cap \mathbb{R} \) has zero Lebesgue measure combined with the domain Markov property and conformal invariance implies that, almost surely, for every \( t > 0 \) we have \( \eta|_{[t, \infty)} \) has empty interior. Therefore \( \eta \) almost surely has a continuous Loewner driving function.

Let \( X(t) = g_t(x) \) (which makes sense for all \( t \geq 0 \) by Lemma 3.3) and \( W \) be the Loewner driving function for \( \eta \). Finally, let \( V(t) = X(t) - W(t) \). Then \( V(t) \) takes values in \([0, \infty)\). Since \( W \) and \( X \) are continuous, so is \( V \). We note that \( \eta(t) \in \mathbb{R} \) precisely when \( V(t) = 0 \). Therefore Lemma 3.2 implies that \( V \) is instantaneously reflecting at 0. We are going to complete the proof of the theorem by showing that \( V \) is a Bessel process by checking the criteria of Lemma 3.1.

We are first going to show that \( V \) is a time homogeneous Markov process. Let \( F_t = \sigma(\eta(s) : s \leq t) \) be the filtration generated by \( \eta \). For \( t \in \mathbb{R} \), let \( \theta_t u(s) = u(s + t) \) be the usual shift operator. For any \( t \geq 0 \), the domain Markov property implies

\[
P_{c(V(0))}[\theta_t V \in A | F_t] = P_{c(V(t))}[V \in A]. \tag{3.6}
\]

Note that we used \( V(0) = X(0) \). By applying the conformal map \( g_t - W(t) \), conformal invariance implies that the expression in (3.6) is equal to \( P_{c(V(t))}[V \in A] \). Therefore \( V \) is a time homogeneous Markov process.

We are now going to show in the special case \( x = 0^+ \) that \( V \) satisfies Brownian scaling. The reason we choose to work with this particular case is that \( P_{c(0^+)} \) is scale invariant by conformal invariance. We will first show that \( W \) satisfies Brownian scaling. For \( \alpha > 0 \), we note that

\[
\partial_t g_{\alpha t}(z) = \frac{2\alpha}{g_t(\alpha t) - W(\alpha t)}.
\]

Dividing both sides by \( \alpha^{1/2} \) and rearranging, we see that

\[
\partial_t (\alpha^{-1/2} g_{\alpha t}(z)) = \frac{2}{\alpha^{-1/2} g_{\alpha t}(z) - \alpha^{-1/2} W(\alpha t)}.
\]
The scale invariance of $P_{c(0^+)}$ and the half-plane capacity scaling relation $h\text{cap}(\alpha A) = \alpha^2 h\text{cap}(A)$ (this appears, for example, just after [Law05, Definition 3.35]) imply that $(t \mapsto g_{\alpha t}(z)) \overset{d}{=} (t \mapsto \alpha^{1/2} g_t(\alpha^{-1/2} z))$. Consequently, we have that $(t \mapsto \alpha^{-1/2} W(\alpha t)) \overset{d}{=} (t \mapsto W(t))$. That is, $W$ satisfies Brownian scaling. Note that $X(\alpha t) = \int_0^\alpha \frac{2}{X(s) - W(s)} ds$, $X(0) = 0^+$

(the integral representation of $X$ is justified by Lemma 3.3). Making the change of variables $\alpha u = s$, we see that $X(\alpha t) = \int_0^t \frac{2\alpha}{X(\alpha u) - W(\alpha u)} du$, $X(0) = 0^+$.

Thus multiplying both sides by $\alpha^{-1/2}$, we see that $X$ satisfies Brownian scaling jointly with $W$. Therefore $V$ satisfies Brownian scaling.

Lemma 3.1 therefore implies that $V$ is a positive multiple of a BES$_\delta$ process. Moreover, we must have that $\delta > 1$ since $\delta \in (0, 1]$ would imply that $X(t) = \int_0^t \frac{2}{V(s)} ds = \infty$ almost surely [RY99]. Therefore there exists $\kappa > 0$ such that

$$dV(t) = \frac{\sqrt{\kappa(\delta - 1)}}{2V(t)} dt + \sqrt{\kappa} dB(t)$$

where $B$ is a standard Brownian motion. Combining everything, we see that $(X, W)$ solves the SDE

$$dW(t) = d(X(t) - V(t)) = \frac{\sqrt{\kappa(\delta - 1)/2} - 2}{W(t) - X(t)} dt - \sqrt{\kappa} dB(t)$$

$$dX(t) = \frac{2}{X(t) - W(t)} dt, \quad X(0) = 0.$$ 

This exactly says that $P_{c(0^+)}$ is an SLE$_\kappa(\rho)$ process with a single force point at $0^+$. We will now explain how the case $x > 0$ follows from the case $x = 0^+$. Let $\tau = \inf\{t > 0 : V(t) = x\}$. By the domain Markov property, the law of $P_{c_r(0^+)}$ is the conformal image of $P_{c(x)}$ under the conformal map $H \to H_r$ which fixes $\infty$, sends 0 to $\eta(\tau)$, and sends $x$ to $(0^+)_{r}$ (recall Definition 1.3). On the other hand, we also know that $P_{c_r(0^+)}$ is the law of an SLE$_\kappa(\rho)$ process in $H_r$ from $\eta(\tau)$ to $\infty$ with a single force point of weight $\rho$ at $(0^+)_{r}$. Therefore $P_{c(x)}$ is an SLE$_\kappa(\rho)$ process in $H$ from $0$ to $\infty$ with a single force point at $x$. $\square$
Figure 4.1: Suppose that \( D \) is a Jordan domain in \( \mathbb{C} \). Fix weights \( \rho^L, \rho^R \) with \( \sum_{i=1}^j \rho^{i,q} > -2 \) for all \( 1 \leq j \leq |\rho^q| \) and \( q \in \{ L, R \} \). Let \( h \) be a GFF on \( \overline{D} \) whose boundary data is depicted above (with the obvious generalization from \( |\rho^q| = 2 \)). Let \( \eta_1 \) be the flow line of \( h \) starting at \( x \) and \( \eta_2 \) the flow line of \( h - 2\lambda \) starting at \( x \). Then \( \eta_1 \sim \mathrm{SLE}_\kappa(\rho^L; 2 + \rho^R) \) (where \( 2 + \rho = (2 + \rho_1, \rho_2, \ldots, \rho_n) \)) and \( \eta_2 \sim \mathrm{SLE}_\kappa(2 + \rho^L; \rho^R) \).

The conditional law of \( \eta_1 \) given \( \eta_2 \) is an \( \mathrm{SLE}_\kappa(\rho^L) \) process in the left connected component of \( D \setminus \eta_2 \) and the conditional law of \( \eta_2 \) given \( \eta_1 \) is an \( \mathrm{SLE}_\kappa(\rho^R) \) in the right connected component of \( D \setminus \eta_1 \). We prove in Theorem 4.1 that the joint law of \((\eta_1, \eta_2)\) is characterized by these conditional laws.

4 Bi-chordal SLE\(_\kappa\) processes

Suppose that \( D \) is a Jordan domain in \( \mathbb{C} \). Fix \( x, y \in \partial D \) distinct. Let \( h \) be an instance of the GFF on \( D \) with some boundary conditions. We would like to consider two flow lines \( \eta_1 \) and \( \eta_2 \) from \( x \) to \( y \) with respective angles \( \theta_1 > \theta_2 \). We can change coordinates (using the coordinate change of Figure 2.2) to the setting where \( D \) is the upper half plane, with \( x \) mapping to 0 and \( y \) to \( \infty \). Let us assume that after such a mapping, the boundary conditions of the GFF become piecewise constant, and that these values are less than \( \lambda - \theta_1 \chi \) on \((-\infty, 0)\) and more than \( -\lambda - \theta_2 \chi \) on \((0, \infty)\). This ensures that each \( \eta_i \) is some kind of \( \mathrm{SLE}_\kappa(\rho) \) process that can almost surely be continued all the way from \( x \) to \( y \).

In this setting, we also know (from the theory developed in [MS12a]) that if we condition on one of the \( \eta_i \), then the conditional law of the other is given by a particular \( \mathrm{SLE}_\kappa(\rho) \) process (recall Figure 2.5 and Figure 2.6). Thus, we have a recipe that tells us how to resample either one of the paths (leaving the other fixed) in a way that preserves the joint law of the pair of paths. A natural question is whether the invariance of the joint law under this one-path-at-a-time resampling completely
Theorem 4.1. Suppose that \( D \subseteq \mathbb{C} \) is a Jordan domain. Fix weights \( \rho^L, \rho^R \) with \( \sum_{i=1}^{j} \rho^q > -2 \) for \( 1 \leq j \leq |\rho^q| \) and \( q \in \{L, R\} \) and fix \( x, y \in \partial D \) distinct. There exists a unique measure on pairs of simple curves \((\eta_1, \eta_2)\) — each connecting \( x \) to \( y \) in \( D \) and intersecting each other only at these endpoints — such that the following is true: The law of \( \eta_1 \) given \( \eta_2 \) is an \( \text{SLE}_\kappa(\rho^L) \) in the left connected component of \( D \setminus \eta_2 \), with the force points corresponding to \( \rho^L \) located on the clockwise arc from \( x \) to \( y \); and the law of \( \eta_2 \) given \( \eta_1 \) is an \( \text{SLE}_\kappa(\rho^R) \) in the right connected component of \( D \setminus \eta_1 \), with force points corresponding to \( \rho^R \) located on the counterclockwise arc from \( x \) to \( y \).

The proof of Theorem 4.1 consists of two steps. First, we will reduce to the case that the initial and terminal points of \( \eta_1 \) and \( \eta_2 \) are almost surely distinct as follows. By SLE duality (see Figure 2.7), conditionally on \( \eta_2 \), there exists an \( \text{SLE}_{16/\kappa}(\rho') \) that characterizes the joint law. The purpose of this section is to show that indeed it does.

The most straightforward way to approach this would be to argue that if we start with any pair of paths \((\eta_1, \eta_2)\), and we repeatedly alternate between resampling \( \eta_1 \) and resampling \( \eta_2 \), then the law of the pair of paths “mixes”, i.e., converges to some unique invariant measure. The problem is that we do not actually expect a statement this strong to be true, mainly because we do not expect that the behavior in a small neighborhood of \( x \) (or in a small neighborhood of \( y \)) can be completely mixed in finitely many steps. We will get around this by first using a Gaussian free field trick that allows us to put a little bit of distance between the endpoints of the two paths, and second arguing that this little distance does not affect the macroscopic behavior of the pair of paths.

Before we proceed to prove this, let us restate the theorem formally in terms of \( \text{SLE}_\kappa(\rho) \) processes. Let \( \rho^L, \rho^R \) be vectors of weights with \( \sum_{i=1}^{j} \rho^q > -2 \) for all \( 1 \leq j \leq |\rho^q| \) and \( q \in \{L, R\} \). Let \( \eta_1 \) be an \( \text{SLE}_\kappa(\rho^L; 2 + \rho^R) \) in \( D \) from \( x \) to \( y \) (here and hereafter, we will write \( 2 + \rho \) for \( (2 + \rho_1, \rho_2, \ldots, \rho_n) \)). Conditional on \( \eta_1 \), let \( \eta_2 \) be an \( \text{SLE}_\kappa(\rho^R) \) in the right connected component of \( D \setminus \eta_1 \) from \( x \) to \( y \). Then \( \eta_2 \) is an \( \text{SLE}_\kappa(2 + \rho^L; \rho^R) \) from \( x \) to \( y \) in \( D \) and the conditional law of \( \eta_1 \) given \( \eta_2 \) is an \( \text{SLE}_\kappa(\rho^L) \) in the left connected component of \( D \setminus \eta_2 \) from \( x \) to \( y \) (see Section 2.2 and Figure 4.1). We will show that if \((\eta_1, \eta_2)\) is any other pair of non-intersecting simple random curves in \( D \) in which \( \eta_1 \) lies to the left of \( \eta_2 \) and such that \( \eta_1 \) connects \( x \) to \( y \) with the conditional law of \( \eta_1 \) given \( \eta_2 \) equal to the conditional law of \( \eta_i \) given \( \eta_j \) for \( i, j \in \{1, 2\} \) distinct, then \((\eta_1, \eta_2) \overset{d}{=} (\eta_1, \eta_2)\). We call this configuration a “bi-chordal \( \text{SLE}_\kappa(\rho) \)” process. This characterization is the main ingredient in our derivation of the reversibility of \( \text{SLE}_\kappa(\rho_1; \rho_2) \) from the reversibility of single-force-point \( \text{SLE}_\kappa(\rho) \) processes. The following theorem states this result.

Theorem 4.1. Suppose that \( D \subseteq \mathbb{C} \) is a Jordan domain. Fix weights \( \rho^L, \rho^R \) with \( \sum_{i=1}^{j} \rho^q > -2 \) for \( 1 \leq j \leq |\rho^q| \) and \( q \in \{L, R\} \) and fix \( x, y \in \partial D \) distinct. There exists a unique measure on pairs of simple curves \((\eta_1, \eta_2)\) — each connecting \( x \) to \( y \) in \( D \) and intersecting each other only at these endpoints — such that the following is true: The law of \( \eta_1 \) given \( \eta_2 \) is an \( \text{SLE}_\kappa(\rho^L) \) in the left connected component of \( D \setminus \eta_2 \), with the force points corresponding to \( \rho^L \) located on the clockwise arc from \( x \) to \( y \); and the law of \( \eta_2 \) given \( \eta_1 \) is an \( \text{SLE}_\kappa(\rho^R) \) in the right connected component of \( D \setminus \eta_1 \), with force points corresponding to \( \rho^R \) located on the counterclockwise arc from \( x \) to \( y \).
process \( \eta' \) running from \( y \) to \( x \) whose right boundary is almost surely equal to \( \eta_i \). We condition on the realization of an initial segment of \( \eta_1 \) as well as on an initial segment of \( \eta_i' \). Then \( \eta_i \) will merge into the latter before hitting \( y \), so that this conditioning has an effect similar to conditioning on the terminal segment of \( \eta_i \). Upon applying a conformal mapping, this in turn allows us to assume that \( \eta_1 \) connects \( x_1 \) to \((y_1, y_2)\) and that \( \eta_2 \) connects \( x_2 \) to \( y_2 \) where \( x_1, x_2, y_2, y_1 \in \partial D \) are distinct and given in counterclockwise order. Next, we will show that the chain which transitions from a configuration \((\gamma_1, \gamma_2)\) of non-intersecting simple paths where \( \gamma_1 \) connects \( x_1 \) to \((y_1, y_2)\) and \( \gamma_2 \) connects \( x_2 \) to \( y_2 \) by picking \( i \in \{1, 2\} \) uniformly and then resamples \( \gamma_i \) according to the conditional law of \( \eta_i \) given \( \eta_j \) for \( j = 3 - i \) has a unique stationary distribution. The result then follows by noting that the law of \( \eta_i \) is continuous in the realization of its initial segment and terminal dual segment [MS12a, Section 2].

Before we proceed to the proof, we establish the following technical lemma:

**Lemma 4.2.** Suppose that \( D \) is a Jordan domain and fix \( x, y \in \partial D \) distinct. Fix a vector of weights \( p^L \) and let \( \eta \) be an SLE\(_{\kappa}(p^L) \) process in \( D \) from \( x \) to \( y \) where the force points \( x^L \) associated with the weights \( p^L \) are located on the clockwise arc of \( \partial D \) from \( x \) to \( y \). Let \( \tilde{D} \) be another Jordan domain with \( x, y \in \partial \tilde{D} \). Assume that \( \partial \tilde{D} \) agrees with \( \partial D \) in neighborhoods of both \( x \) and \( y \), as well as along the clockwise arc from \( x \) to \( y \). If \( \tilde{\eta} \) is an SLE\(_{\kappa}(p^L) \) process in \( \tilde{D} \) from \( x \) to \( y \) with the same force points \( x^L \) as \( \eta \), then there exists a coupling \((\eta, \tilde{\eta})\) such that \( P[\eta = \tilde{\eta}] > 0 \).

**Proof.** Let \( h \) (resp. \( \tilde{h} \)) be a GFF on \( D \) (resp. \( \tilde{D} \)) whose boundary data is such that we can couple \( h \) (resp. \( \tilde{h} \)) with \( \eta \) (resp. \( \tilde{\eta} \)) so that \( \eta \) (resp. \( \tilde{\eta} \)) is the flow line of \( h \) (resp. \( \tilde{h} \)) from \( x \) to \( y \) as in [MS12a, Theorem 1.1]. Let \( x'' \) (resp. \( y'' \)) be in the counterclockwise arc of both \( \partial D \) and \( \partial \tilde{D} \) from \( x \) to \( y \) such that the counterclockwise arcs of \( \partial D \) and \( \partial \tilde{D} \) from \( x \) to \( x'' \) and from \( y'' \) to \( y \) agree. Fix \( x' \) (resp. \( y' \)) in the counterclockwise arc of \( \partial D \) from \( x \) to \( x'' \) (resp. \( y \) to \( y'' \)) distinct from \( x \) and \( x'' \) (resp. \( y \) and \( y'' \)). Assume further that \( x', x'', y', y'' \) are at a positive distance from where \( \partial D \) and \( \partial \tilde{D} \) agree. Let \( U \subseteq D \cap \tilde{D} \) be a Jordan domain such that the clockwise arc of \( \partial D \) from \( x' \) to \( y' \) is contained in \( \partial U \) and such that \( U \) has a positive distance from where \( \partial D \) and \( \partial \tilde{D} \) differ. Part 2 of [MS12a, Proposition 3.4] implies that the laws of \( h \) and \( \tilde{h} \), both restricted to \( U \), are mutually absolutely continuous. By [MS12a, Theorem 1.2], \( \eta \) (resp. \( \tilde{\eta} \)) up until first exiting \( U \) is almost surely determined by \( h \) (resp. \( \tilde{h} \)) restricted to \( U \). Therefore the laws of \( \eta \) and \( \tilde{\eta} \) stopped upon first exiting \( U \) are mutually absolutely continuous.

To finish proving the lemma, it suffices to show that \( \eta \) has a positive chance of staying in \( U \). To see this, suppose that \( \tilde{D} \subseteq D \cap \tilde{D} \) is a Jordan domain with \( x'', y'' \in \partial \tilde{D} \) whose boundary agrees with that of \( D \) and \( \tilde{D} \) along the clockwise arc from \( x'' \) to \( y'' \). Assume also that \( U \subseteq \tilde{D} \) and that the clockwise arc of \( \partial U \) from \( x' \) to \( y' \) has a positive distance from the clockwise arc of \( \partial \tilde{D} \) from \( x'' \) to \( y'' \). Suppose that \( \tilde{h} \) is a
GFF on $\hat{D}$ with the same boundary data as $h$ and $\tilde{h}$ on the clockwise arc from $x'$ to $y'$ and so that its flow line $\hat{\eta}$ from $x$ to $y$ has the law of an SLE$_{\kappa}(\rho^L)$ process with force points at $x^L$. Then $\hat{\eta}$ almost surely does not hit the counterclockwise segment of $\partial \hat{D}$ from $x$ to $y$, hence almost surely stays in $D \cap \hat{D}$. Applying the same reasoning as above, we have that the law of $\tilde{\eta}$ stopped upon exiting $U$ is mutually absolutely continuous with respect to the laws of $\eta$ and $\hat{\eta}$ stopped upon exiting $U$. Since $\tilde{\eta}$ is almost surely continuous and almost surely does not hit the counterclockwise segment $L$ of $\partial \hat{D}$ from $x'$ to $y'$, it has a positive chance of not getting within distance $\delta > 0$ of $L$ provided we make $\delta > 0$ small enough. Thus (by possibly expanding $U$) it follows that the same is true for $\eta$ and $\tilde{\eta}$, which implies that they both have a positive chance of staying in $U$. \hfill \square

We remark that we have not made any hypotheses on the weights $\rho^L$ in the statement of Lemma 4.2. The important assumption is that $\eta$ (resp. $\tilde{\eta}$) does not have force points on the segment of $\partial D$ (resp. $\partial \hat{D}$) which connects $x$ to $y$ in the counterclockwise direction because this ensures that $\eta$ (resp. $\tilde{\eta}$) almost surely does not intersect this part of $\partial D$ (resp. $\partial \hat{D}$). The same result is true if we add force points on the arc of $\partial D$ (resp. $\partial \hat{D}$) which connects $x$ to $y$ in the counterclockwise direction as long the particular choice does not imply that $\eta$ (resp. $\tilde{\eta}$) almost surely intersects this part of the boundary. We are now ready to prove Theorem 4.1.

Proof of Theorem 4.1. We are first going to explain how, using SLE duality, we can reduce to the setting that the initial and terminal points of $\eta_1$ and $\eta_2$ are distinct. Let $D_1$ be the right connected component of $D \setminus \eta_1$ and let $D_2$ be the left connected component of $D \setminus \eta_2$. Fix $\epsilon > 0$ and let $\tau_\epsilon$ be the first time $t$ that $|\eta_1(t) - x| = \epsilon$. Conditional on $\eta_2$, we can couple $\eta_1$ with an SLE$_{16/\kappa}(\rho^L)$ process $\eta'_1$ from $y$ to $x$ in $D_2$ such that $\eta_1$ is almost surely the right boundary of $\eta'_1$ (recall Figure 2.7). Let $\tau'_\epsilon$ be the first time $t$ that $|\eta'_1(t) - y| = \epsilon$. The conditional law of $\eta_1$ given $\eta_2$, $A_\epsilon := \eta_1([0, \tau_\epsilon])$, and $A'_\epsilon := \eta'_1([0, \tau'_\epsilon])$ is an SLE$_{\kappa}(\rho^L; \kappa - 2 - \rho^L; \kappa - 4)$ process from $\eta_1(\tau_\epsilon)$ to $\eta'_1(\tau'_\epsilon)$ where $\rho^L = \sum_i \rho^L_i$. The extra force points are located at the left and right most points of $A'_\epsilon \cap \partial D$ (the right most point is actually $y^-$; see Figure 4.2). Now, conditional on $\eta_1$, $A_\epsilon$, and $A'_\epsilon$, the law of $\eta_2$ is still an SLE$_{\kappa}(\rho^R)$ from $x$ to $y$ in $D_1$. Let $\psi: D_\epsilon \to D$, $D_\epsilon$ the connected component of $D \setminus (A_\epsilon \cup A'_\epsilon)$ whose boundary contains both $x^+$ and $y^-$, be a conformal transformation and set $x_1 = \psi(\eta_1(\tau_\epsilon))$, $x_2 = \psi(\tau_\epsilon)$, $y_1 = \psi(\eta'_1(\tau'_\epsilon))$, and $y_2 = \psi(y^-)$. Given $\psi(\eta_1)$, we have that $\psi(\eta_1)$ is an SLE$_{\kappa}(\rho^L; \kappa - 2 - \rho^L; \kappa - 4)$ process from $x_1$ to $y_1$ where the extra force points are located at the image of the left most point of $A'_\epsilon \cap \partial D$ under $\psi$ and at $y_2$. This implies that $\psi(\eta_1)$ almost surely exits $D$ in the open interval $(y_1, y_2)$ (since $\eta_1$ almost surely merges with the right boundary of $A'_\epsilon$ before hitting $y$). Conditional on $\psi(\eta_1)$, $\psi(\eta_2)$ is an SLE$_{\kappa}(\rho^R)$ from $x_2$ to $y_2$ in the right connected component of $D \setminus \psi(\eta_1)$. Therefore the initial and terminal points of $\psi(\eta_1)$ and $\psi(\eta_2)$ are almost surely distinct.
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Figure 4.2: The first step in the proof of Theorem 4.1 is to reduce to the case that the initial and terminal points of $\eta_1$ and $\eta_2$ are distinct. This is accomplished as follows. Conditional on $\eta_2$, we know that $\eta_1$ is an $\text{SLE}_\kappa(\rho^L)$ process in the left connected component $D_2$ of $D \setminus \eta_2$. This implies that there exists an $\text{SLE}_{16/\kappa}(\rho')$ process $\eta'_1$ in $D_2$ such that $\eta_1$ is almost surely the right boundary of $\eta'_1$ (recall Figure 2.7). Fix $\epsilon > 0$, let $\tau_\epsilon = \inf\{t \geq 0 : \eta_1(t) \notin B(x, \epsilon)\}$, $\tau'_\epsilon = \inf\{t \geq 0 : \eta'_1(t) \notin B(y, \epsilon)\}$, $A_\epsilon = \eta_1([0, \tau_\epsilon])$, and $A'_\epsilon = \eta'_1([0, \tau'_\epsilon])$. Then $\eta_1$ almost surely merges into (and never separates from) the right boundary of $A'_\epsilon$ before hitting $y$. Let $\psi$ be a conformal map which takes the connected component of $D \setminus (A_\epsilon \cup A'_\epsilon)$ which contains $x^+$ and $y^-$ on its boundary to $D$. Let $\overline{\rho}^L = \sum_i \rho_{i,L}$. Then the law of $\psi(\eta_1)$ conditional on $\psi(\eta_2)$ is an $\text{SLE}_\kappa(\overline{\rho}_L, \frac{\kappa}{2} - 2 - \overline{\rho}_L; \kappa - 4)$ process with the extra force points located at the image under $\psi$ of the left and right most points of $A'_\epsilon \cap \partial D$ (see Figure 2.7). Let $y_1$ be the image of the tip $y'$ of $A'_\epsilon$ under $\psi$ and $y_2 = \psi(y^-)$. Then $\psi(\eta_1)$ almost surely first exits $D$ in $(y_1, y_2)$ (since $\eta_1$ almost surely merges into the right boundary of $A'_\epsilon$ before hitting $y$) and $\psi(\eta_2)$ exits at $y_2$. Conditional on $\psi(\eta_1)$, $\psi(\eta_2)$ is an $\text{SLE}_\kappa(\overline{\rho}_R)$ process.

Suppose that $\mu$ is any stationary distribution of the chain described just after the statement of Theorem 4.1. Fix $\epsilon > 0$ small so that the counterclockwise segment $S_1$ of $\partial D$ from $y_1$ to $x_1$ has distance at least $4\epsilon$ from the counterclockwise segment $S_2$ of $\partial D$ from $x_2$ to $y_2$ and let $A_\epsilon$ be the event that $\eta_1$ (resp. $\eta_2$) has distance at least $\epsilon$ from $S_2$ (resp. $S_1$). Let $\mu_\epsilon$ be given by $\mu$ conditioned on $A_\epsilon$. We note that from the form of the Markov chain described just above and the stationarity of $\mu$ it is easy to see that $\mu(A_\epsilon) > 0$. We further note that $\mu_\epsilon$ is stationary under the Markov chain as defined just above except in each step we resample each of the paths conditioned on $A_\epsilon$. We will call this the “$\epsilon$-Markov chain.”

To be concrete, we view $\mu_\epsilon$ as a Borel probability measure on the space of pairs of
closed, connected sets \((K_1, K_2)\) in \(\overline{D}\) equipped with the Hausdorff distance where the distance between \(K_1\) (resp. \(K_2\)) and \(S_2\) (resp. \(S_1\)) is at least \(\epsilon\) and \(x_j, y_j \in K_j\) for \(j \in \{1, 2\}\). We equip the space of such measures with the weak topology. Let \(\mathcal{S}_\epsilon\) be the set of all such stationary probability measures. Then \(\mathcal{S}_\epsilon\) is clearly convex. We claim that \(\mathcal{S}_\epsilon\) is in fact compact. To see this, we suppose that \((\nu_n)\) is a sequence in \(\mathcal{S}_\epsilon\) which converges weakly to \(\nu\). We will argue that \(\nu \in \mathcal{S}_\epsilon\). Suppose that \((K_1^n, K_2^n)\) has law \(\nu_n\) and \((K_1, K_2)\) has law \(\nu\). By the Skorohod representation theorem, we can put \((K_1^n, K_2^n)\) and \((K_1, K_2)\) onto a common probability space so that \(K_j^n \to K_j\) almost surely as \(n \to \infty\) for \(j \in \{1, 2\}\) with respect to the Hausdorff distance. Let \(V_j^n\) (resp. \(V_j\)) be the component of \(D \setminus K_j^n\) (resp. \(D \setminus K_j\)) which contains \(x_{3-j}, y_{3-j}\) on its boundary.

Assume that \(w_j\) has been fixed in \(S_j\) and is distinct from \(x_j, y_j\). Let \(\varphi_1 : V_1 \to D\) be the unique conformal map which takes \(x_2\) to \(-i\), \(w_2\) to \(1\), and \(y_2\) to \(i\). Since the distance between \(K_1\) and \(S_2\) is at least \(\epsilon\), we note that there exists \(\zeta > 0\) depending only on \(\epsilon, D, x_2, w_2\), and \(y_2\) such that \(\varphi_1(K_1)\) is contained in the counterclockwise segment \(T_1\) of \(\partial D\) from \(e^{i(\pi/2 + \zeta)}\) to \(e^{i(3\pi/2 - \zeta)}\). For each \(\delta > 0\) we let \(\bar{U}_j^\delta\) be the set of points \(z \in D\) whose distance from \(T_1\) is at least \(\delta\). Finally, we let \(U_1^\delta = \varphi_1^{-1}(\bar{U}_j^\delta)\). We define \(U_2^\delta\) analogously.

Let \(\mathcal{F}_j = \sigma(K_j, K_j^n : n \in \mathbb{N})\) be the \(\sigma\)-algebra generated by \(K_j\) and all of the \(K_j^n\) for \(n \in \mathbb{N}\). In what follows, we will always be conditioning on \(\mathcal{F}_j\) (so that \(K_j\) and all of the \(K_j^n\) for \(n \in \mathbb{N}\) are fixed). By the convergence of \(K_j^n \to K_j\) with respect to the Hausdorff distance, we have that there exists \(n_0 \in \mathbb{N}\) such that \(n \geq n_0\) implies that \(U_1^\delta \subseteq V_1^n\). Note that both \(n_0\) and \(U_1^\delta\) are \(\mathcal{F}_j\)-measurable.

For each \(n\), we let \(h_j^n\) be an instance of the GFF on \(V_j^n\) with the boundary conditions so that its flow line from \(x_{3-j}\) to \(y_{3-j}\) has the correct law to perform the resampling operation. We define \(h_j\) analogously for \(V_j\). We assume that the \(h_j^n\) (for all \(n \in \mathbb{N}\)) and \(h_j\) are coupled together on a common probability space so that, given \(\mathcal{F}_j\), we have that the \(h_j^n\) (for all \(n \in \mathbb{N}\)) and \(h_j\) are conditionally independent. Fix \(\delta > 0\). We will now argue that, given \(\mathcal{F}_j\), the total variation distance between the law of \(h_j^n|_{U_j^\delta}\) and the law of \(h_j|_{U_j^\delta}\) almost surely tends to \(0\) as \(n \to \infty\). That is, if we let \(\mathcal{L}(X | \mathcal{F}_j)\) denote the conditional law of a random variable \(X\) given \(\mathcal{F}_j\) and \(\| \cdot \|_{TV}\) denote the total variation distance, we have almost surely that

\[
\lim_{n \to \infty} \|\mathcal{L}(h_j^n|_{U_j^\delta} | \mathcal{F}_j) - \mathcal{L}(h_j|_{U_j^\delta} | \mathcal{F}_j)\|_{TV} = 0. \tag{4.1}
\]

To see this, we fix \(\tilde{\delta} \in (0, \delta/4)\). Assume that \(n\) is such that \(U_j^\delta \subseteq V_j^n\) (note that we can choose \(n\) in an \(\mathcal{F}_j\)-measurable way). By the Markov property for \(h_j^n\) (resp. \(h_j\)) we can write \(h_j^n\) (resp. \(h_j\)) as the sum of a zero boundary GFF \(\tilde{h}_j^n\) (resp. \(\tilde{h}_j\)) on \(U_j^\delta\) and the harmonic extension \(h_j^n\) (resp. \(h_j\)) of the boundary values of \(h_j^n\) (resp. \(h_j\)) from \(\partial U_j^\delta\) to \(U_j^\delta\). We let \(\phi_j^\delta\) be a \(C_0^\infty\) function which is supported in \(U_j^{\delta/2}\) with \(\phi_j^\delta|_{U_j^\delta} \equiv 1\) and
then take \( \phi_j^{n,\delta} = (h_j^n - h_j) \phi_j^\delta \). (We note that we can choose \( \phi_j^\delta \) in an \( \mathcal{F}_j \)-measurable way.) We can transform from \( \mathcal{L}(h_j^n | \mathcal{F}_j) \) to \( \mathcal{L}(h_j^n | \mathcal{F}_j) \) by weighting the former by \( \exp((\tilde{h}_j, \phi_j^{n,\delta,\delta})_\nabla) \) (this is the infinite dimensional analog of the fact that weighting the law of \( Z \sim N(0,1) \) by \( e^{\mu Z} \) yields a \( N(\mu,1) \)). We emphasize that \( \exp((\tilde{h}_j, \phi_j^{n,\delta,\delta})_\nabla) \) is a measurable function of the pair \( h_j, h_j^n \) because it is determined by \( \tilde{h}_j, h_j^n, \) and \( h_j \). In particular, \( h_j^n \) and \( h_j \) can be constructed from \( h_j^n \) and \( h_j \) via a series expansion where the coefficients are computed by taking \((\cdot, \cdot)_\nabla\)-inner products of \( h_j \) and \( h_j^n \) with an orthonormal basis of those functions in \( H(V_j) \) and \( H(V_j^n) \) which are harmonic in \( U_j \). Given \( h_j^n \) and \( h_j \), hence \( \phi_j^{n,\delta,\delta} \), we can determine \((\tilde{h}_j, \phi_j^{n,\delta,\delta})_\nabla \) by representing both \( \tilde{h}_j \) and \( \phi_j^{n,\delta,\delta} \) in terms of an orthonormal basis of \( H(V_j) \) and then taking the sum of the products of the coefficients. It is not difficult to see that for each \( \delta, \epsilon' > 0 \) there exists \( \delta_0 > 0 \) and \( n_0 \in \mathbb{N} \) (both \( \mathcal{F}_j \)-measurable) such that \( \delta \in (0, \delta_0) \) and \( n \geq n_0 \) implies that

\[
P \left[ \sup_{z \in U_j^{\delta/4}} |h_j^n(z) - h_j(z)| \leq \epsilon' | \mathcal{F}_j \right] \geq 1 - \epsilon'.
\]

By applying a (non-random) conformal transformation to all of \( D \), we may assume without loss of generality that \( D \subseteq H \) and that \( \partial V_j \setminus K_j = \partial V_j^n \setminus K_j^n \) is given by an interval of \( \mathbb{R} \). Since \( h_j^n - h_j \) is harmonic on \( U_j^{\delta/4} \) and vanishes on \( \partial V_j \setminus K_j = \partial V_j^n \setminus K_j^n \), we can extend it to a function \( g_j^n \) which is harmonic on \( U_j^{\delta/4} \cup (U_j^{\delta/4})^* \) where \( (U_j^{\delta/4})^* = \{ \tilde{z} : \tilde{z} \in U_j^{\delta/4} \} \). Since \( g_j^n \) is harmonic on \( U_j^{\delta/4} \cup (U_j^{\delta/4})^* \), its derivatives can be bounded in terms of its supremum on compact sets. Since the closure of \( U_j^{\delta/2} \cup (U_j^{\delta/2})^* \), \( (U_j^{\delta/2})^* = \{ \tilde{z} : \tilde{z} \in U_j^{\delta/2} \} \), is a compact subset of \( U_j^{\delta/4} \cup (U_j^{\delta/4})^* \), it follows that for each \( \delta, \epsilon' > 0 \) there exists \( \delta_0 > 0 \) and \( n_0 \in \mathbb{N} \) (both \( \mathcal{F}_j \)-measurable) such that \( \delta \in (0, \delta_0) \) and \( n \geq n_0 \) implies that

\[
P \left[ \|g_j^n\|_{U_j^{\delta/2} \cup (U_j^{\delta/2})^*}, |\nabla| \leq \epsilon' | \mathcal{F}_j \right] \geq 1 - \epsilon'.
\]

It therefore follows the same is true for \( \|(h_j^n - h_j)\|_{U_j^{\delta/2}} \). By the Cauchy-Schwarz inequality, we thus have that for each \( \delta, \epsilon' > 0 \) there exists \( \delta_0 > 0 \) (\( \mathcal{F}_j \)-measurable) such that \( \delta \in (0, \delta_0) \) implies that

\[
P \left[ \|\phi_j^{n,\delta,\delta}\|_{\nabla} \leq \epsilon' | \mathcal{F}_j \right] \geq 1 - \epsilon'. \tag{4.2}
\]

Combining (4.2) with the form of the Radon-Nikodym derivative implies the claimed convergence in total variation (4.1).
We will now deduce from the claim established in the previous paragraph that the conditional law given $\mathcal{F}_j$ of the flow line from $x_{3-j}$ to $y_{3-j}$ generated using $h^n_j$ almost surely converges in total variation as $n \to \infty$ to the conditional law given $\mathcal{F}_j$ of the flow line from $x_{3-j}$ to $y_{3-j}$ generated using $h_j$. Fix $\epsilon' > 0$. Then there exists $\delta > 0$ ($\mathcal{F}_j$-measurable) such that the conditional probability given $\mathcal{F}_j$ that the flow line of the latter stays in $U^\delta_j$ is at least $1 - \epsilon'/2$. By the total variation convergence established in the previous paragraph, we can find $n_0 \in \mathbb{N}$ ($\mathcal{F}_j$-measurable) such that $n \geq n_0$ implies that

$$\|\mathcal{L}(h^n_j | U^\delta_j | \mathcal{F}_j) - \mathcal{L}(h_j | U^\delta_j | \mathcal{F}_j)\|_{TV} \leq \frac{\epsilon'}{2}.$$ 

Combining this with [MST2a Theorem 1.2] implies that for $n \geq n_0$ we have that the total variation distance between the conditional laws of the two aforementioned flow lines given $\mathcal{F}_j$ is at most $\epsilon'$ (as we can couple the paths onto a common probability space, given $\mathcal{F}_j$, to be equal with probability at least $1 - \epsilon'$). The claimed total variation convergence given $\mathcal{F}_j$ follows since $\epsilon' > 0$ was arbitrary. In particular, the conditional probability given $\mathcal{F}_j$ of the event that the former has distance at least $\epsilon$ from $S_j$ converges to the corresponding conditional probability given $\mathcal{F}_j$ for the latter. This implies that the conditional law of the former given $\mathcal{F}_j$ and conditioned on having distance at least $\epsilon$ from $S_j$ converges in total variation to the conditional law given $\mathcal{F}_j$ of the latter conditioned on the same event. Since total variation convergence implies weak convergence, we therefore have that the one step transition kernel for the $\epsilon$-Markov chain is continuous, which implies that $\nu$ is stationary. This proves that $\mathcal{S}_\epsilon$ is compact.

As $\mathcal{S}_\epsilon$ is a compact and convex subset of a locally convex space, Choquet’s theorem (see, e.g., [Phe01, Section 3]) thus implies that $\mu_\epsilon$ can be uniquely expressed as a superposition of extremal (or ergodic measures) in $\mathcal{S}_\epsilon$. That is, there exists a probability measure $m_\epsilon$ on $\mathcal{S}_\epsilon$ supported on the extremal elements $\nu$ of $\mathcal{S}_\epsilon$ such that

$$\mu_\epsilon = \int \nu dm_\epsilon(\nu).$$

It is clear from the definition of the $\epsilon$-Markov chain that $\mu_\epsilon$ is supported on pairs of non-crossing paths in $D$ connecting $x_1, y_1$ and $x_2, y_2$. Therefore $m_\epsilon$ is necessarily supported on such measures. To show that $\mathcal{S}_\epsilon$ consists of a single such element, it suffices to show that there is only one extremal such element of $\mathcal{S}_\epsilon$. Suppose that $\nu, \tilde{\nu}$ are extremal elements of $\mathcal{S}_\epsilon$.

We will now show that if $\nu, \tilde{\nu}$ are distinct then $\nu, \tilde{\nu}$ are necessarily mutually singular. Lebesgue’s decomposition theorem implies that we can uniquely write $\nu = \nu_0 + \nu_1$ where $\nu_0$ (resp. $\nu_1$) is absolutely continuous (resp. singular) with respect to $\tilde{\nu}$. If both $\nu_0$ and $\nu_1$ are non-zero, then they can be normalized to be probability measures which are both stationary for the $\epsilon$-Markov chain (by the uniqueness of the Lebesgue
We will now argue that \( \nu \) is an extremal measure. We also need to rule out the possibility that \( \nu \) is absolutely continuous with respect to \( \tilde{\nu} \). We suppose for contradiction that \( \nu \) is absolutely continuous with respect to \( \tilde{\nu} \) and let \( f = d\nu / d\tilde{\nu} \) be the Radon-Nikodym derivative of \( \nu \) with respect to \( \tilde{\nu} \).

Suppose that, given \( X_0 \), we sample \((X_k)\) using the \( \epsilon \)-Markov chain defined above. We will write \( E_{\nu} \) (resp. \( E_{\tilde{\nu}} \)) for the expectation under the law where the distribution of \( X_0 \) is given by \( \nu \) (resp. \( \tilde{\nu} \)). Fix a bounded function \( g \). Then we have that

\[
E_{\nu}[g(X_1)f(X_0)] = E_{\tilde{\nu}}[g(X_1)] = E_{\tilde{\nu}}[g(X_0)] = E_{\nu}[g(X_0)f(X_0)] = E_{\nu}[g(X_1)f(X_1)].
\]

It therefore follows that

\[
E_{\nu}[g(X_1)]E_{\nu}[f(X_0) | X_1] = E_{\nu}[g(X_1)f(X_1)]
\]

for all bounded functions \( g \). This implies that \( E_{\nu}[f(X_0) | X_1] = f(X_1) \) under \( \nu \) almost surely. More generally, the same argument implies that \( E_{\nu}[f(X_n) | X_{n+1}] = f(X_{n+1}) \) for all \( n \) under \( \nu \) almost surely. As \((X_k)\) is a Markov chain, we have for each \( n \) that \( X_n \) is conditionally independent of \( X_m \) for \( m \geq n + 2 \) given \( X_{n+1} \). This implies that

\[
E_{\nu}[f(X_n) | X_m, \ m \geq n + 1] = E_{\nu}[f(X_n) | X_{n+1}] = f(X_{n+1})
\]

which, in turn, implies that \( M_k^n = f(X_{n-k}) \) for \( 0 \leq k \leq n \) is a martingale under \( E_{\nu} \).

By stationarity, we have for all \( n_1, n_2 \in \mathbb{N} \) that \( M^{n_1}_{[0,n]} \overset{d}{=} M^{n_2}_{[0,n]} \) where \( n = n_1 \wedge n_2 \). Therefore by the Kolmogorov extension theorem there exists a process \( \tilde{M}_k \) which is defined for all \( k \) such that \( \tilde{M}_{[0,n]} \overset{d}{=} M^n \) for all \( n \). As \( \tilde{M} \) is a non-negative martingale, the martingale convergence theorem implies that \( \lim_n \tilde{M}_n \) almost surely exists. In particular, we almost surely have that \( \tilde{M}_n - \tilde{M}_{n-1} \to 0 \) as \( n \to \infty \). Fix \( \delta > 0 \). Then we have that

\[
P_{\nu}[|f(X_0) - f(X_1)| \geq \delta] = \lim_{n \to \infty} P_{\nu}[|M^n_n - M^n_{n-1}| \geq \delta] = \lim_{n \to \infty} P[|\tilde{M}_n - \tilde{M}_{n-1}| \geq \delta] = 0.
\]

That is, \( f(X_0) = f(X_1) \) almost surely under \( \nu \). If \( \nu, \tilde{\nu} \) are distinct then there exists \( a > 0 \) such that both \( \{f > a\} \) and \( \{f \leq a\} \) have positive \( \tilde{\nu} \)-measure. We can write \( \nu = \mu_0 + \mu_1 \) where \( \mu_0 \) (resp. \( \mu_1 \)) is the measure with Radon-Nikodym derivative with respect to \( \tilde{\nu} \) given by \( f1_{\{f \geq a\}} \) (resp. \( f1_{\{f \leq a\}} \)). The above argument implies that \( \mu_0, \mu_1 \) can be normalized to be probability measures in \( S_\epsilon \), which contradicts that \( \nu \) is extremal.

We will now argue that \( \nu = \tilde{\nu} \) by showing that they cannot be mutually singular. Suppose that we have two initial configurations \((\gamma_1, \gamma_2) \sim \nu \) and \((\tilde{\gamma}_1, \tilde{\gamma}_2) \sim \tilde{\nu} \), sampled independently. Let \((\gamma^n_1, \gamma^n_2)\) and \((\tilde{\gamma}^n_1, \tilde{\gamma}^n_2)\) be the \( n \)th step of the \( \epsilon \)-Markov decomposition). This contradicts that \( \nu \) is an extremal measure.
chain described above with the initial data \((\gamma_1, \gamma_2)\) and \((\tilde{\gamma}_1, \tilde{\gamma}_2)\) (corresponding to \(n = 0\)), respectively, coupled as follows. Fix \(n \geq 0\). We sample the same value of \(i_{n+1}\) for both pairs \((\gamma^n_1, \gamma^n_2)\) and \((\tilde{\gamma}^{n+1}_1, \tilde{\gamma}^{n+1}_2)\) and then take \((\gamma^n_{i_{n+1}}, \tilde{\gamma}^{n+1}_{i_{n+1}})\) to maximize the probability that they are equal given \((\gamma^n_{j_{n+1}}, \tilde{\gamma}^{n+1}_{j_{n+1}})\), where \(j_{n+1} = 3 - i_{n+1}\). Two applications of Lemma \ref{lem:markov} imply that \(P[(\gamma^n_1, \gamma^n_2) = (\tilde{\gamma}^{n+1}_1, \tilde{\gamma}^{n+1}_2)] > 0\). Since \((\gamma^n_1, \gamma^n_2) \sim \nu\) and \((\tilde{\gamma}^{n}_1, \tilde{\gamma}^{n}_2) \sim \tilde{\nu}\), we thus have that \(\nu\) is not mutually singular with respect to \(\tilde{\nu}\), which in turn implies \(\nu = \tilde{\nu}\). We conclude that \(\mathcal{S}_\epsilon\) consists of a single element and therefore the \(\epsilon\)-Markov chain has a unique stationary distribution. Sending \(\epsilon \to 0\) implies that the original chain has a unique stationary distribution.

We can explicitly construct a pair of random paths \((\tilde{\eta}_1, \tilde{\eta}_2)\) whose law is a stationary distribution to this chain as follows. We let \(\tilde{\eta}_1\) be an SLE\(_{\kappa}(\rho^L, \kappa - 2 - \rho^L; 2 + \rho^R, \kappa - 4 - \rho^R)\) process in \(D\) from \(x_1\) to \(y_1\) where the force points on the left side are at the same location as those of \(\psi(\eta_1)\), the first \(|\rho^R|\) force points on the right side are at the same location as those of \(\psi(\eta_2)\), and the force point with weight \(\kappa - 4 - \rho^R\) is located at \(y_2\). We then take \(\tilde{\eta}_2\) to be an SLE\(_{\kappa}(\rho^R)\) in the right connected component of \(D \setminus \tilde{\eta}_1\), where the force points are at the same location as those of \(\psi(\eta_2)\). The justification that \((\tilde{\eta}_1, \tilde{\eta}_2)\) is stationary follows from a GFF construction analogous to that considered in Figure \ref{fig:GFF} (see also Figure \ref{fig:GFF2} and the nearby discussion in Section \ref{sec:GFF}). This allows us to write down the law of \(\eta_1\) given \(A_\epsilon, A'_\epsilon\). It is an SLE\(_{\kappa}(\rho^L, \kappa - 2 - \rho^L; 2 + \rho^R, \kappa - 4 - \rho^R)\) process from \(\eta(\tau)\) to \(\eta'_{\epsilon}(\tau')\) where \(\rho^R = \sum_i \rho^i, R\). The extra force points are at the left and right most points of \(A'_\epsilon \cap \partial D\) and \(\eta'_1(\tau)\).

Since the law of such processes are continuous in the locations of their force points \cite[Section 2]{MS12a}, sending \(\epsilon \to 0\), we see that \(\eta_1\) has to be an SLE\(_{\kappa}(\rho^L; 2 + \rho^R)\). This completes the proof since, of course, we know the conditional law of \(\tilde{\eta}_2\) given \(\eta_1\).

\begin{remark}
Theorem \ref{thm:main} can be extended to \(n > 2\) paths. That is, suppose \(h\) is an instance of the GFF on \(H\) with piecewise constant boundary conditions, and we have a collection of flow lines \(\eta_1, \eta_2, \ldots, \eta_n\) of \(H\) starting at 0 but with different angles \(\theta_1 > \theta_2 > \ldots > \theta_n\). Then the joint law is characterized by the conditional law of each path given the others. In other words, if \(\tilde{\eta}_1, \tilde{\eta}_2, \ldots, \tilde{\eta}_n\) is any collection of paths such that the conditional law of each \(\tilde{\eta}_j\) given the others is the same as the law of a flow line of the appropriate component of \(H \setminus (\cup_k \neq j \tilde{\eta}_k)\) (with the corresponding boundary conditions) then the \(\tilde{\eta}_j\) have the same joint law as the \(\eta_j\). This can be shown by induction. Assume the statement is true for \(n - 1\) paths. Then given \(\eta_1\), the inductive hypothesis implies that the conditional law of each of the other paths is determined. Moreover, given \(\eta_2\), the conditional law of \(\eta_1\) is determined. This in particular determines the marginal law of \(\eta_1\). The result then follows since, as already mentioned, the conditional of the other paths given \(\eta_1\) is determined.
\end{remark}

\begin{remark}
In the context of the proof of Theorem \ref{thm:main} a natural question to ask is how long it takes the Markov chain in question to converge to stationarity (after we have separated the initial and terminal points of the paths). It turns out that it
is possible to construct a coupling between two different realizations of the chain which requires a finite number of steps to couple with positive probability uniformly in the initial configuration. Although we will not need this statement for our main results, we sketch a proof in Figure 4.3.

Figure 4.3: It is in fact possible to use another coupling in the proof of Theorem 4.1 which requires only a finite number of steps to couple with positive probability which is uniform in the initial configuration (the coupling described there couples with positive probability, but this probability a priori depends on the initial configuration). The idea to prove this is the following. Let \( (\gamma^n_1, \gamma^n_2) \) and \( (\tilde{\gamma}^n_1, \tilde{\gamma}^n_2) \) denote the \( n \)th step of this Markov chain with initial data \( (\gamma_1, \gamma_2) \) and \( (\tilde{\gamma}_1, \tilde{\gamma}_2) \), respectively. We couple together the two chains by taking \( i_n \) to be the same for both. When \( i_{n+1} = 1 \), we pick \( \gamma^{n+1}_1, \tilde{\gamma}^{n+1}_1 \) to maximize the probability that they are equal and, when \( i_{n+1} = 2 \), we pick \( \gamma^{n+1}_2, \tilde{\gamma}^{n+1}_2 \) independently unless \( \gamma^n_1 = \tilde{\gamma}^n_1 \), in which case we take them to be the same. It is possible to argue that when \( i_{n+1} = 2 \), with positive probability uniform in the realization of \( \gamma^{n+1}_1 \) and \( \tilde{\gamma}^{n+1}_1 \), we have that both \( \gamma^{n+1}_2 \) and \( \tilde{\gamma}^{n+1}_2 \) lie in the right side of \( D \) (to the right of \( L_2 \) depicted in the left panel). Conditional on this event happening, \( \gamma^{n+2}_1, \tilde{\gamma}^{n+2}_1 \) can be coupled to be equal with uniformly positive probability. The technical estimate that this proof requires is a quantitative estimate on the Radon-Nikodym derivative which appears implicitly in the proof of Lemma 4.2.
5 Paths conditioned to avoid the boundary

5.1 Weighting by martingales

As illustrated later in Figure 8.1 and Figure 8.2, an SLE$_\kappa(\rho^L; \rho^R)$ process from the bottom to top of the vertical strip $V$ can also be understood as a flow line of a Gaussian free field on $V$ with boundary conditions of $-a$ on the left side $\partial_L V$ of $V$ and $b$ on the right side $\partial_R V$ of $V$, where $\rho^L = \frac{\kappa}{4} - 2 + \frac{a}{\lambda}$ and $\rho^R = \frac{\kappa}{4} - 2 + \frac{b}{\lambda}$. Recalling (2.7), the constraint that $\rho^q > -2$ for $q \in \{L, R\}$ corresponds to $a > -\lambda'$ and $b > -\lambda'$. If this constraint holds, then the path hits both $\partial_L V$ and $\partial_R V$ almost surely provided that $\rho^q < \kappa^2 - 2$ for $q \in \{L, R\}$, which corresponds to $a < \lambda'$ and $b < \lambda'$.

In this section, we explore the following question: what does it mean to consider such a path conditioned not to hit $\partial_L V$ and $\partial_R V$? One has to be careful with this question because it involves conditioning on an event of probability zero. We would like to argue that after this conditioning, appropriately interpreted, the SLE$_\kappa(\rho^L; \rho^R)$ process becomes an SLE$_\kappa(\hat{\rho}^L; \hat{\rho}^R)$ process where $\hat{\rho}^q = (\kappa - 4) - \rho^q$ for $q \in \{L, R\}$.

Observe that $\rho^q$ and $\hat{\rho}^q$ are equidistant from the critical value $\frac{\kappa}{2} - 2$ for boundary intersection. We note that the effect that the conditioning has on the weights of the force points is natural in view of the some standard facts about Bessel processes. The driving function for a boundary-intersecting one-sided SLE$_\kappa(\rho)$ from 0 to $\infty$ in $H$ can be described completely in terms of a Bessel process $X$ of dimension $\delta < 2$ as in (2.6), where $X_t$ reaches zero precisely at the times when the curve hits the boundary. The reader may recall that $|X_t|^\alpha$ is a local martingale when $\alpha = 2 - \delta > 0$ [RY99]. Girsanov’s theorem then implies that if $|X_0| > 0$ then conditioning $|X_t|$ to reach $N$ before 0 amounts to adding a drift term to $X_t$ given by the spatial derivative of $\log|X_t|^\alpha$, i.e., adding $(\alpha/X_t)dt$ to the RHS of (3.1), which changes $X_t$ from a Bessel process of dimension $\delta$ to a Bessel process of dimension $\delta + 2\alpha = 4 - \delta$. This corresponds to changing the weight of the force point to $(\kappa - 4) - \rho$.

Alternatively, one can note that conditioning on the curve avoiding the boundary until a given capacity time $t$ is equivalent to conditioning $X$ on the event $\Omega_t^+ = \{X|_{[0,t]} > 0\}$, an event that has positive probability as long as the initial force point is not the SLE seed. A similar argument shows that the conditional law of $X$ given $\Omega_t^+$ converges as $t \to \infty$ to a Bessel process of dimension $4 - \delta$.

The following proposition (expressed using $H$ instead of $V$) will give us one way to make sense of this conditioning in the two-sided case.

**Proposition 5.1.** Consider an SLE$_\kappa(\rho^L; \rho^R)$ process $\eta$ in $H$ from 0 to $\infty$ with the initial force points $x^L < 0$ and $x^R > 0$, where $\rho^q < \frac{\kappa}{2} - 2$ for $q \in \{L, R\}$, so that at least one of the force points is almost surely absorbed in finite time. Let $V_t^L, V_t^R$
denote the evolution of the force points corresponding to \( x^L, x^R \), respectively, under the Loewner flow. If we weight the law of \( \eta \) by the local martingale

\[
M_t := \frac{1}{Z} |V_t^L - W_t|^{(\kappa - 4 - 2\rho^q)/\kappa} |V_t^R - W_t|^{(\kappa - 4 - 2\rho^q)/\kappa} |V_t^R - V_t^L|^{(\kappa - 4 - \rho^q - \rho^R)(\kappa - 4)/2\kappa}, \tag{5.1}
\]

where \( Z \) is chosen so that \( M_0 = 1 \), then we obtain an SLE\(_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) process with \( \hat{\rho}^q = (\kappa - 4) - \rho^q \) for \( q \in \{L, R\} \). In particular, we obtain a process in which the force points are almost surely not absorbed in finite time.

**Proof.** This is essentially shown in [SW05 Theorem 6] and [SW05 Remark 7]. In that paper the Radon-Nikodym derivative of SLE\(_\kappa(\rho^L; \rho^R) \) with respect to ordinary SLE\(_\kappa \) (stopped at an appropriate stopping time) was computed for any \( \rho^L \) and \( \rho^R \). Taking the ratio of this quantity for SLE\(_\kappa(\rho^L; \rho^R) \) and for SLE\(_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) yields the Radon-Nikodym derivative of one of these processes with respect to the other provided the curve has not hit the boundary —and this has the form given in (5.1). Alternatively, the fact that \( M_t \) is a local martingale — and that weighting the law of an SLE\(_\kappa(\rho^L; \rho^R) \) by \( M_t \) produces an SLE\(_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) — can be verified directly with Itô calculus. \( \square \)

A similar argument yields the following:

**Proposition 5.2.** Consider an SLE\(_\kappa(\rho^L; \rho^R) \) process \( \eta \) in \( H \) from 0 to \( \infty \) with the initial force points \( x^L < 0 \) and \( x^R > 0 \), where \( \rho^q < \frac{\kappa}{2} - 2 \) for \( q \in \{L, R\} \) so that at least one of the force points, say \( x^L \), is almost surely absorbed in finite time. Let \( V_t^L, V_t^R \) denote the evolution of the force points corresponding to \( x^L, x^R \), respectively, under the Loewner flow. If we weight the law of \( \eta \) by the local martingale

\[
M_t^I := \frac{1}{Z} |V_t^L - W_t|^{(\kappa - 4 - 2\rho^q)/\kappa} |V_t^R - V_t^L|^{(\kappa - 4 - 2\rho^q)\rho^R/2\kappa}, \tag{5.2}
\]

where \( Z \) is chosen so that \( M_0^I = 1 \), then we obtain an SLE\(_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) process with \( \hat{\rho}^L = (\kappa - 4) - \rho^L \). In particular, we obtain a process in which the left force point is almost surely not absorbed in finite time.

Note that in the setting of Proposition 5.1, \( M_t \) vanishes precisely when \( \eta \) touches either \((-\infty, x^L]\) or \([x^R, \infty)\). (Similarly, in the setting of Proposition 5.2, \( M_t^I \) vanishes precisely when \( \eta \) touches \((-\infty, x^L]\).) For each \( N \geq 0 \), we let \( \tau_N = \inf\{t \geq 0 : M_t = N\} \). Since \( M_{t \wedge \tau_N \wedge \tau_0} \) is a bounded and continuous martingale (provided \( N \geq 1 \), the optional stopping theorem implies that \( E[M_{\tau_N \wedge \tau_0}] = 1 \) and hence the event \( E_N := \{\tau_N < \tau_0\} \) occurs with probability \( 1/N \). Reweighting the law of \( \eta_{t \wedge \tau_N \wedge \tau_0} \) by \( M_{\tau_N \wedge \tau_0} \) corresponds to conditioning on \( E_N \). Thus Proposition 5.1 implies that \( \eta_{t \wedge \tau_N \wedge \tau_0} \) conditioned on \( E_N \) evolves as an SLE\(_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) process from 0 to \( \infty \) until time.
\( \tau_N \). Since \( M_t \) is a continuous local martingale, it evokes as a Brownian motion when parameterized by its quadratic variation. Conditioning \( M_t \) to stay positive for all time (by conditioning it to stay positive until \( \tau_N \) and taking the \( N \to \infty \) limit) corresponds to replacing this Brownian motion by a Bessel process of dimension 3. (Recall that a Bessel process of dimension 1 evokes a Brownian motion when it is away from 0, and that conditioning it to stay non-negative produces a Bessel process of dimension \( 4 - 1 = 3 \).) As explained above, this amounts to replacing the \( \operatorname{SLE}_\kappa(\rho^L; \rho^R) \) process by an \( \hat{\operatorname{SLE}}_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) process. In this sense, at least, Proposition 5.1 implies that an \( \operatorname{SLE}_\kappa(\rho^L; \rho^R) \) process conditioned not to hit the boundary is an \( \hat{\operatorname{SLE}}_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) process. (And Proposition 5.2 yields an analogous statement for \( \operatorname{SLE}_\kappa(\hat{\rho}^L; \hat{\rho}^R) \) process. Note also that Propositions 5.1 and 5.2 make sense even for \( \rho^a \leq -2 \), which is the threshold for which an \( \operatorname{SLE}_\kappa(\rho^L; \rho^R) \) process cannot be continued after hitting the boundary [MS12a, Section 2].

Finally, we point out that in fact both of the above results are special cases of the following more general proposition, which also follows from [SW05, Theorem 6] and [SW05] Remark 7 (and exactly the same argument given in the proof of Proposition 5.1).

**Proposition 5.3.** Consider an \( \operatorname{SLE}_\kappa(\rho) \) process \( \eta \) in \( H \) from 0 to \( \infty \) with finitely many initial force points \( x^i,L < 0 \) and finitely many force points \( x^i,R > 0 \). Let \( V_t^{j,q} \) denote the evolution of the force point corresponding to \( x^i,q \) under the Loewner flow. For notational purposes, we also write \( V_t^{0,0} := W_t \) and \( \rho^{0,0} := 2 \) and treat this as an “extra force point”. Let \( \hat{\rho} \) be obtained from \( \rho \) by replacing some subset of the weights \( \rho^{j,q} \) (other than \( \rho^{0,0} \)) with the “dual weights” \( \hat{\rho}^{j,q} := \kappa - 4 - \rho^{j,q} \). Define the local martingale

\[
M_t := \prod (V_t^{j,q} - V_t^{j',q'})(\hat{\rho}^{j,q} \hat{\rho}^{j',q'} - \rho^{j,q} \rho^{j',q'}))/2\kappa,
\]

where the product is taken over all distinct pairs \((j, q)\) and \((j', q')\) corresponding to force points (including the “extra” one \((0, 0)\)) and where \( Z \) is chosen so that \( M_0 = 1 \). Then if we weight the law of \( \eta \) by \( M_t \) we obtain an \( \operatorname{SLE}_\kappa(\hat{\rho}) \) process.

### 5.2 A single path avoiding the boundary

Let \( \eta \) be a flow line started at 0 and targeted at \( \infty \) of a GFF \( h \) on \( H \) with piecewise constant boundary conditions. Then \( \eta \) is an \( \operatorname{SLE}_\kappa(\rho) \) process. Let \( x = (x^L; x^R) \) denote the locations of the force points of \( \eta \). By adding zero-weight force points if necessary, we may assume without loss of generality that \( x^{1,L} = 0^- \) and \( x^{1,R} = 0^+ \). Let \( I = [x^{2,L}, x^{2,R}] \). Then the boundary conditions for \( h \) are constant on the left and right sides of \( I \setminus \{0\} \), which we denote by \( I_L = [x^{2,L}, 0] \) and \( I_R = (0, x^{2,R}] \). Assume that either \( h|I_L > -\lambda + \pi \chi \) or \( h|I_R < -\lambda - \pi \chi \) so that \( \eta \) can hit at least one of \( I_L \) or \( I_R \) (or immediately hits the continuation threshold), see Figure 2.8. We would
like to define the law of \( \eta \) conditioned \textit{not} to hit \( I \) before reaching \( \infty \). Since this amounts to conditioning on an event of probability zero, we have to state carefully what we mean.

The main result of this subsection is the following proposition which states that one can characterize the law by a “Gibbs property” that says if we are given any initial segment of the path, then the conditional law of the remainder of the path is what we expect it to be. We will assume that the boundary conditions for \( h \) are such that given a finite (boundary avoiding) segment of \( \eta \), the continuation of \( \eta \) as a flow line would have a positive probability of reaching \( \infty \) before hitting the continuation threshold. Concretely, this means that the boundary data for \( h \) is such that given a finite (boundary avoiding) segment of \( \eta \), the continuation of \( \eta \) as a flow line would have a positive probability of reaching \( \infty \) before hitting the continuation threshold. Concretely, this means that the boundary data for \( h \) is constant on \((-\infty, x_{k,L})\) for \( k = |\rho^L| \) and at most \(-\lambda + \pi \chi\) and constant in \((x_{\ell,R}, \infty)\) for \( \ell = |\rho^R| \) and at least \(\lambda - \pi \chi\). Equivalently, we have both \(\sum_{i=1}^{k} \rho^{i,L} \geq \frac{\kappa}{2} - 2\) and \(\sum_{i=1}^{\ell} \rho^{i,R} \geq \frac{\kappa}{2} - 2\) (see (2.5) and Figure 2.8).

Figure 5.1: In both panels, \( \eta \) is “conditioned” in some sense to avoid hitting the intervals with values \( c^{1,L} \) and \( c^{1,R} \) before reaching \( \infty \). In the left panel, the boundary conditions are such that given the portion of the path shown, there is a positive probability that its continuation after hitting \( \partial B(0,1) \) will reach \( \infty \) before hitting these intervals. Concretely, this means that \( c^{k,L} \leq -\lambda + \pi \chi \) and \( c^{\ell,R} \geq \lambda - \pi \chi \) (see (2.5) and Figure 2.8). The law of a path segment that ends on \( \partial B(0,1) \) and avoids the boundary is characterized by a certain path-resampling invariance (Proposition 5.4). In the right panel, the intervals with values \( c^{1,L} \) and \( c^{1,R} \) are infinite, and the “conditioning not to hit” these intervals is achieved by weighting by a martingale (recall Proposition 5.1) that amounts to replacing the corresponding \( \rho^{1,L} \) and \( \rho^{1,R} \) with \( \hat{\rho}^{1,L} \) and \( \hat{\rho}^{1,R} \), respectively. The law of the boundary-avoiding path on the right is simply that of an SLE\(_{\kappa}\)(\(\hat{\rho}^{1,L}; \hat{\rho}^{1,R}\)) process up until the first time that it exits the unit disk. The idea of the proof of Proposition 5.4 is to show that the law described on the left side (assuming it exits) is absolutely continuous with respect to the law on the right side and we will explicitly identify the Radon-Nikodym derivative.

**Proposition 5.4.** Suppose that \( \rho = (\rho^L; \rho^R) \) is a collection of weights corresponding to force point locations \( x = (x^L; x^R) \). Assume that \( x^{1,L} = 0^- \), \( x^{1,R} = 0^+ \), that both \( \rho^{1,L} < \frac{\kappa}{2} - 2 \) and \( \rho^{1,R} < \frac{\kappa}{2} - 2 \), and that both \( \sum_{i=1}^{k} \rho^{i,L} \geq \frac{\kappa}{2} - 2 \) and \( \sum_{i=1}^{\ell} \rho^{i,R} \geq \frac{\kappa}{2} - 2 \) where \( k = |\rho^L| \) and \( \ell = |\rho^R| \). There is at most one law for a random continuous
path \eta in \overline{H} from 0 to \infty with the following Gibbs property. For every almost surely positive stopping time \tau, the conditional law of \eta given \eta([0, \tau]) is that of an ordinary \text{SLE}_κ(\rho) process in \text{H} \setminus \eta([0, \tau]) from \eta(\tau) to \infty conditioned on the positive probability event that it reaches \infty before hitting \text{I} = [x^{2,L}, x^{2,R}].

We note that Proposition 5.4 is stated for \text{SLE}_κ(\rho) processes which can hit both immediately to the left and right of 0 (or immediately hit the continuation threshold). The same proof, however, works in the case that the curve can only hit on one side or is conditioned not to hit only one side. Before we give its proof, we will need to prove several auxiliary lemmas; we recommend that the reader skips to the main body of the proof of Proposition 5.4 on a first reading to see how everything fits together. Throughout, we let \Omega be the set of simple, continuous, boundary avoiding path segments in \text{H} which connect 0 to \partial B(0, 1), modulo reparameterization. By [MS12a, Proposition 6.12], we know that if \gamma \in \Omega then \gamma (parameterized by capacity) admits a continuous Loewner driving function W: [0, T] \to \mathbb{R}. We equip \Omega with the
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\caption{Let \Omega_\epsilon be the set of boundary avoiding, continuous, simple paths in \text{H} which connect 0 to \partial B(0, 1), modulo reparameterization whose endpoint on \partial B(0, 1) has distance at least \epsilon to \partial \text{H}. Fix \gamma \in \Omega_\epsilon. Since \gamma is simple, it admits a continuous Loewner driving function W [MS12a, Proposition 6.12]. Let (g_t) be the corresponding Loewner chain and let \text{V}_t^L (\text{resp. } \text{V}_t^R) be the image of 0^- (\text{resp. } 0^+) under \text{g}_t. Then there exists positive and finite constants \text{C}_\epsilon^1 \leq \text{C}_\epsilon^2 which depend only on \epsilon > 0 such that \text{C}_\epsilon^1 \leq |\text{V}_t^q - \text{W}_{t_1}| \leq \text{C}_\epsilon^2 for q \in \{L, R\} where \text{t}_1 is the first time that \gamma hits \partial B(0, 1). To see this, we let \text{z} be the point on \partial B(0, 1 + \epsilon) closest to -1 with \text{Im}(z) = \epsilon/2. Then it is easy to see that there exists \text{p} = p(\epsilon) > 0 such that a Brownian motion starting at \text{z} has probability at least \text{p}(\epsilon) of exiting \text{H} \setminus \gamma in (-\infty, 0) (resp. the left side of \gamma, the right side of \gamma, or (0, \infty)). Thus the conformal invariance of Brownian motion implies that the probability that a Brownian motion starting at \text{g}_{\text{t}_1}(\text{z}) first exits \text{H} in (-\infty, \text{V}_{\text{t}_1}^L) (\text{resp. } (\text{V}_{\text{t}_1}^L, \text{W}_{\text{t}_1}), (\text{W}_{\text{t}_1}, \text{V}_{\text{t}_1}^R), \text{or } (\text{V}_{\text{t}_1}^R, \infty)) is also at least \text{p}. Since \text{g}_{\text{t}_1}(\text{z}) = \text{z} + o(1) as \text{z} \to \infty, it follows from [Law05] Theorem 3.20 that there exists finite and positive constants \text{D}_\epsilon^1 \leq \text{D}_\epsilon^2 depending only on \epsilon > 0 such that \text{D}_\epsilon^1 \leq |\text{g}'_{\text{t}_1}(\text{z})| \leq \text{D}_\epsilon^2. Thus [Law05] Corollary 3.23 then implies that there exists a constant \text{E}_\epsilon > 0 depending only on \epsilon > 0 such that \text{Im}(\text{g}_{\text{t}_1}(\text{z})) \geq \text{E}_\epsilon. Combining everything implies the claim.

We note that Proposition 5.4 is stated for \text{SLE}_κ(\rho) processes which can hit both immediately to the left and right of 0 (or immediately hit the continuation threshold). The same proof, however, works in the case that the curve can only hit on one side or is conditioned not to hit only one side. Before we give its proof, we will need to prove several auxiliary lemmas; we recommend that the reader skips to the main body of the proof of Proposition 5.4 on a first reading to see how everything fits together. Throughout, we let \Omega be the set of simple, continuous, boundary avoiding path segments in \text{H} which connect 0 to \partial B(0, 1), modulo reparameterization. By [MS12a, Proposition 6.12], we know that if \gamma \in \Omega then \gamma (parameterized by capacity) admits a continuous Loewner driving function W: [0, T] \to \mathbb{R}. We equip \Omega with the
following metric. For $\gamma_i \in \Omega$ for $i = 1, 2$ with continuous Loewner driving functions $W_i: [0, T_i] \rightarrow \mathbb{R}$ we write
\[
d(\gamma_1, \gamma_2) = \|W_1(\cdot \wedge T_1) - W_2(\cdot \wedge T_2)\|_\infty + |T_1 - T_2|.
\]
Then $(\Omega, d)$ is a metric space.

**Lemma 5.5.** Let $D: \Omega \rightarrow \mathbb{R}$ be the function which associates $\gamma: [0, T] \rightarrow \hat{\mathbb{H}}$ in $\Omega$ with the distance of its tip $\gamma(T)$ in $\partial B(0, 1)$ to $\partial \mathbb{H}$, i.e. $\text{Im}(\gamma(T))$. Then $D$ is a continuous function on $(\Omega, d)$.

**Proof.** Suppose that $(\gamma_n)$ is a sequence in $\Omega$ converging to $\gamma \in \Omega$ with respect to the topology induced by $d$. Let $u_n$ be the tip of $\gamma_n$ in $\partial B(0, 1)$ and $u$ the tip of $\gamma$. We are actually going to show that $u_n$ converges to $u$. By passing to a subsequence, we may assume without loss of generality that $u_n$ converges to $u_0 \in \partial B(0, 1)$. It suffices to show that $u_0 = u$. For each $n$, let $g_n$ be the conformal map which takes $\mathbb{H} \setminus \gamma_n$ to $\mathbb{H}$ with $g_n(z) = z + o(1)$ as $z \rightarrow \infty$ and let $g$ be the corresponding conformal map for $\mathbb{H} \setminus \gamma$. Then [Law05, Proposition 4.43] implies that $g_n$ converges to $g$ in the Caratheodory sense; see [Law05, Section 4.7]. This means that for each compact set $K \subseteq \mathbb{H} \setminus \gamma$, there exists $n = n(K)$ such that $n \geq n(K)$ implies that $K \subseteq \mathbb{H} \setminus \gamma_n$ and $g_n \rightarrow g$ uniformly on $K$. In particular, if $z \in \partial B(0, 1)$ is not equal to $u$, there exists a compact neighborhood $K_z$ of $z$ in $\mathbb{H} \setminus \gamma$ which $\gamma_n$ does not intersect for all sufficiently large $n$. Hence $u_0 \neq z$ and therefore $u_0 = u$, which completes the proof.

For each $\epsilon > 0$, we let $\Omega_\epsilon = \{ \gamma \in \Omega : D(\gamma) \geq \epsilon \}$ be the set of continuous, boundary avoiding, simple paths in $\overline{\mathbb{H}}$ connecting 0 to $\partial B(0, 1)$ whose tip on $\partial B(0, 1)$ has distance at least $\epsilon$ from $\partial \mathbb{H}$, modulo reparameterization. Note that Lemma 5.5 implies that $\Omega_\epsilon$ is a closed subset of $(\Omega, d)$.

**Lemma 5.6.** Suppose that $\gamma \in \Omega$ and let $(g_t)$ be the corresponding Loewner chain. Let $W$ be the Loewner driving function of $\gamma$ and $V_t^L, V_t^R$ be the images of $0^-, 0^+$, respectively, under $g_t$. There exists $0 < C_\epsilon^1 \leq C_\epsilon^2 < \infty$ depending only $\epsilon > 0$ such that
\[
C_\epsilon^1 \leq |V_{\tau_1}^q - W_{\tau_1}| \leq C_\epsilon^2 \quad \text{for} \quad q \in \{L, R\}
\]
where $\tau_1$ is the first time $t$ that $\gamma$ exits $B(0, 1)$.

**Proof.** Let $B$ be a Brownian motion starting at $z \in \partial B(0, 1)$ with $\text{Im}(z) = \epsilon/2$. It is easy to see that the probability that $B$ first exits $\mathbb{H} \setminus \gamma$ in $(-\infty, 0)$ (resp. in $(0, \infty)$, the left side of $\gamma$, or the right side of $\gamma$) is at least a positive constant $p = p(\epsilon)$ which depends only on $\epsilon$. Consequently, the desired result follows by the conformal invariance of Brownian motion as well as elementary derivative estimates [Law05, Theorem 3.20 and Corollary 3.23] for conformal maps which imply that $g_{\tau_1}(z)$ is not too close to $\partial \mathbb{H}$ (see Figure 5.2 for additional explanation). \qed
Lemma 5.7. For each $\epsilon, M > 0$, there exists $p = p(\epsilon, M) > 0$ such that the following is true. Let $\rho = (\rho^L; \rho^R)$ be weights such that $|\sum_{i=1}^j \rho^q_i| \leq M$ for all $1 \leq j \leq |\rho^q|$ and $\sum_{i=1}^j \rho^q_i \geq \frac{\epsilon}{2} - 2$ for $q \in \{L, R\}$. Let $x = (x^L; x^R)$ be a corresponding vector of force point locations in $\partial H$ with $|x^q_i| \leq M$ for all $1 \leq i \leq ||\rho^q|$ and $q \in \{L, R\}$. Let $P: \Omega \to [0, 1]$ be the probability that an $\text{SLE}_\kappa(\rho)$ process in $\bar{H} \setminus \gamma$ starting at the tip of $\gamma$ in $\partial B(0, 1)$ with force points of weight $\rho$ located at $x$ makes it to $\infty$ without otherwise hitting $\partial H$. Then $P|_{\Omega_0} \geq p > 0$.

Proof. This can be seen by viewing $\eta$ as a flow line of a GFF on $H \setminus \gamma$ and then invoking the absolute continuity properties of the GFF [MS12a, Proposition 3.4 and Remark 3.5]. In particular, if $\sigma_\delta$ is the first time $t$ that $\text{Im}(\eta(t)) = \delta$ for $\delta > 0$, then the law of $\eta|_{[0, \sigma_\delta]}$ is mutually absolutely continuous with respect to that of an $\text{SLE}_\kappa(\rho^L; \rho^R)$ process with force points $\bar{\rho}^L, \bar{\rho}^R$ located at $0^- , 0^+$, respectively, where $\bar{\rho}^q = \sum_i \rho^q_i$ for $q \in \{L, R\}$ stopped at the corresponding time. Under the latter law, the probability of the event $\{\sigma_\delta = \infty\}$ converges to 1 as $\delta \to 0$ because such processes do not hit the boundary and are transient [MS12a, Theorem 1.3].

Let $(\bar{\Omega}, \bar{d})$ be the completion of the metric space $(\Omega, d)$. Then $(\bar{\Omega}, \bar{d})$ consists of all growth processes in $\bar{H}$ targeted at $\infty$ which admit a continuous Loewner driving function [Law05, Proposition 4.44] stopped upon first hitting $\partial B(0, 1)$.

Lemma 5.8. Suppose that $\eta \in \Omega$. For each $r \in (0, 1)$, let $\tau_r$ be the first time that $\eta$ hits $\partial B(0, r)$ and let $\eta_r = \eta([0, \tau_r])$. Let $\nu_r$ be the law of an $\text{SLE}_\kappa(\rho^L; \rho^R)$ process in $H \setminus \eta_r$ with $\rho^L, \rho^R > -2$ starting at the tip of $\eta_r$ and with force points located at $0^-$ and $0^+$ stopped upon exiting $B(0, 1)$. Let $\nu$ be the law of an $\text{SLE}_\kappa(\rho^L; \rho^R)$ process in $H$ from $0$ to $\infty$ with force points located at $0^-, 0^+$, also stopped upon exiting $B(0, 1)$. Then $\nu_r$, viewed as a measure on $\bar{\Omega}$ equipped with the topology induced by $\bar{d}$, converges to $\nu$ weakly as $r \to 0$.

Proof. This is proved in [MS12a, Section 2].

Lemma 5.8 holds more generally for $\text{SLE}_\kappa(\rho)$ processes. The reason that we introduced the space $\bar{\Omega}$ just before its statement was to allow for the possibility of boundary hitting curves, though in its application below we will only need to refer to the space $\Omega$.

Proof of Proposition 5.4. It suffices to show that the Gibbs property determines the law $\mu$ of $\eta([0, \tau])$ where $\tau$ is some almost surely positive stopping time (since the Gibbs property determines the law of $\eta|_{[\tau, \infty]}$ given $\eta([0, \tau])$). By rescaling if necessary, we may assume without loss of generality that $[-1, 1]$ is contained in the interior of $I$. For concreteness, we take $\tau$ to be the first time that $\eta$ reaches $\partial B(0, 1)$. Fix $r \in (0, 1)$,
let $\tau_r$ be the first time that $\eta$ exits $B(0, r)$, and let $\eta_r = \eta([0, \tau_r])$. Conditional on $\eta_r$, we let $\mu(\cdot; \eta_r)$ be the law of $\eta|_{[\tau_r, \tau]}$ given $\eta_r$. Let $\hat{\rho}^{1,L} = \kappa - 4 - \rho^{1,L} \geq \frac{\kappa}{2} - 2$ and $\hat{\rho}^{1,R} = \kappa - 4 - \rho^{1,R} \geq \frac{\kappa}{2} - 2$ be the reflected values of $\rho^{1,L}$ and $\rho^{1,R}$, respectively. We let $\nu(\cdot; \eta_r)$ be the law of an SLE$_\kappa(\hat{\rho}^{1,L}; \hat{\rho}^{1,R})$ process in $H \setminus \eta_r$ starting at $\eta(\tau_r)$ with force points located at $0^-$ and $0^+$ stopped upon exiting $B(0, 1)$. We view $\mu(\cdot; \eta_r)$ and $\nu(\cdot; \eta_r)$ as probability measures on $\Omega$.

We are now going to compute $Z_r(\cdot) = d\mu(\cdot; \eta_r)/d\nu(\cdot; \eta_r)$, the Radon-Nikodym derivative of $\mu(\cdot; \eta_r)$ with respect to $\nu(\cdot; \eta_r)$. We will do so by computing both $Z_r^\mu(\cdot) = d\mu(\cdot; \eta_r)/d\tilde{\nu}(\cdot; \eta_r)$ and $Z_r^\nu(\cdot) = d\nu(\cdot; \eta_r)/d\tilde{\nu}(\cdot; \eta_r)$ where $\tilde{\nu}(\cdot; \eta_r)$ is the functional associated with the martingale described in (5.1) (since $\tilde{\nu}(\cdot; \eta_r)$ is the law of an SLE$_\kappa(\rho^{1,L}; \rho^{1,R})$ process in $H \setminus \eta_r$ starting at $\eta(\tau_r)$ and stopped upon exiting $B(0, 1)$, viewed as a probability on $\Omega$ by including the initial segment $\eta_r$. Recall from Proposition 5.1 that we know how to weight an SLE$_\kappa(\rho^{1,L}; \rho^{1,R})$ process by a martingale in a way that makes the path non-boundary intersecting and amounts to changing (one or both of the) $\rho^{1,q}$ to $\hat{\rho}^{1,q}$. That is, $Z_r^\nu = \frac{M_t}{\tilde{M}_t}$ where $M_t = M_t(\gamma)$ is the functional associated with the martingale described in (5.1) (since $\gamma \in \Omega$, it follows that the quantities $W_t, V_t^L, V_t^R$ in the definition of $M_t(\gamma)$ make sense for $\gamma$). Note that $M_{\tau_1}(\gamma)$ depends only on $\gamma$ until it first hits $\partial B(0, r)$. We can write $Z_r^\mu = c_r^\mu \frac{F_{\tau_1}}{\tilde{F}_{\tau_1}} P_{\gamma}$ where

1. $c_r^\mu$ is a normalizing constant,

2. $F_t = F_t(\gamma)$ is the martingale which weights an SLE$_\kappa(\rho^L; \rho^R)$ process in $H$ starting at 0 and targeted at $\infty$ with force points located at $0^-, 0^+$ to yield the law of an SLE$_\kappa(\rho^L; \rho^R)$ process in $H$ with force points located at $\tilde{x}$ [SW05], and

3. $P = P(\gamma)$ is the probability that an SLE$_\kappa(\rho^L; \rho^R)$ process in $H \setminus \gamma$ starting at $\gamma(\tau_1)$ and with force points located at $\tilde{x}$ makes it to $\infty$ without otherwise hitting $\partial H$ (in particular, $P(\gamma) = 0$ if $\gamma$ hits $\partial H$).

Therefore

$$Z_r = c_r \tilde{Z} \quad \text{where} \quad \tilde{Z} = \frac{F_{\tau_1} P}{M_{\tau_1}}$$

where $c_r$ is a normalizing constant which depends only on $\eta_r$. We emphasize that $F_{\tau_1}$, $M_{\tau_1}$, and $P$ are functions $\Omega \rightarrow (0, \infty)$ which do not depend on $r$, so that $\tilde{Z}$ does not depend on $r$. Our goal now is to take a limit as $r \rightarrow 0$ to argue that $d\mu/d\nu = Z$ where $Z = c \tilde{Z}$ for some constant $c > 0$. In order to do so, we are going to argue that $\tilde{Z}$ is continuous on $(\Omega, d)$, that $\tilde{Z}$ is positive and bounded on $\Omega_e$, and that $c_r$ is bounded as $r \rightarrow 0$ (explained in the next three paragraphs).

We begin by showing that $\tilde{Z}$ is a continuous function on $(\Omega, d)$ by observing that $M_{\tau_1}, F_{\tau_1},$ and $P$ are each individually continuous. Indeed, it is clear that $\gamma \mapsto M_{\tau_1}(\gamma)$
is a continuous because Lemma \[3.3\] implies that \(V^q_t\) for \(q \in \{L, R\}\) is given by the Loewner flow associated with \(\gamma\), which is a continuous function of the Loewner driving function \(W\) of \(\gamma\). That \(F_{\tau_t}\) is continuous follows from the same argument: all the terms in the formula for \(F_{\tau_t}\) can all be expressed in terms of the Loewner flow, so continuously depend on \(W\). We now turn to argue that \(P\) is continuous on \((\Omega, d)\). Fix \(\gamma \in \Omega\) and let \(g\) be the conformal map which takes \(H \setminus \gamma\) to \(H\) with \(g(z) = z + o(1)\) as \(z \to \infty\). Then \(P(\gamma)\) is equal to the probability that an SLE\(_{\kappa}(\rho)\) process in \(H\) with force points located at \(y = g(x)\) makes it to \(\infty\) without otherwise hitting \(\partial H\). Let \(W\) be the Loewner driving function of \(\gamma\). Then we know from \[MS12a, Proposition 4.43\] that \(g\) depends continuously on \(W\) hence on \(\gamma\), so we just need to argue that this probability depends continuously on \(y\). This in turn can be seen through the coupling of SLE\(_{\kappa}(\rho)\) with the GFF: jiggling the force points \(y\) corresponds to jiggling the boundary data of the field, which affects its law continuously away from \(y\) (see \[MS12a, Proposition 3.4 and Remark 3.5\] as well as Section \[8\]).

Next, we are going to argue that there exists positive and finite constants \(C^1_\epsilon \leq C^2_\epsilon\) which only depend on \(\epsilon > 0\) such that

\[
C^1_\epsilon \leq \tilde{Z}(\gamma) \leq C^2_\epsilon \quad \text{for all} \quad \gamma \in \Omega_\epsilon.
\]

Observe that on \(\Omega_\epsilon\), \(F_{\tau_t}\) is bounded between two positive and finite constants \(C^1_\epsilon \leq C^2_\epsilon\); this is clear from the explicit formula for \(F_{\tau_t}\) given in \[SW05\]; it is also possible to see this using the GFF discussion in Section \[8\]. By possibly decreasing \(C^1_\epsilon\) and increasing \(C^2_\epsilon\), Lemma \[5.6\] implies that \(M_\epsilon\) is bounded from below and above by \(C^1_\epsilon\) and \(C^2_\epsilon\), respectively, on \(\Omega_\epsilon\). Lemma \[5.7\] gives the corresponding bound for \(P\). Hence, by possibly again decreasing \(C^1_\epsilon\) and increasing \(C^2_\epsilon\), the same holds for \(\tilde{Z}\) (in particular, the bounds do not depend on either \(\eta_r\) or \(r\)).

Finally, we will show that \(c_r\) has a limit \(c\) as \(r \to 0\) and simultaneously complete the proof. Note that, for each \(\epsilon > 0\) and \(r \geq 0\), \(\Omega_\epsilon\) is a continuity set for \(\nu(\cdot; \eta_r)\). This means that \(\nu(\partial \Omega_\epsilon; \eta_r) = 0\); the reason for this is that \(\partial \Omega_\epsilon\) consists of those paths in \(\Omega\) which terminate at either of the two points in \(H \cap \partial B(0, 1)\) with distance \(\epsilon\) to \(\partial H\) and the probability that an SLE\(_{\kappa}(\rho)\) process exits \(H \cap \partial B(0, 1)\) at a particular (interior) point is zero. Thus since \(\nu(\cdot; \eta_r) \to \nu(\cdot)\) weakly (Lemma \[5.8\]), the Portmanteau theorem implies that we have that \(\nu(\Omega_\epsilon; \eta_r) \to \nu(\Omega)\) as \(r \downarrow 0\). Since \(\nu(\Omega) = 1\) and \(\Omega = \cup_{r>0} \Omega_\epsilon\), it thus follows that for each \(\delta > 0\) there exists \(\epsilon_0 = \epsilon_0(\delta) > 0\) such that \(\nu(\Omega_\epsilon; \eta_r) \geq 1 - \delta\) for every \(r \in (0, \frac{1}{2})\) and \(\epsilon \in (0, \epsilon_0)\). Let \(D\) be the function as in Lemma \[5.5\] and let \(G_\epsilon : \Omega \to [0, \infty)\) be the function which is equal to 0 if \(D(\gamma) \leq \epsilon\), equal to 1 if \(D(\gamma) \geq 2\epsilon\), and given by linearly interpolating between 0 and 1 for \(D(\gamma) \in [\epsilon, 2\epsilon]\). Since \(G_\epsilon\) can be expressed as a composition of a continuous function \([0, \infty) \to [0, 1]\) with \(D\), Lemma \[5.5\] implies that it is a bounded, continuous function on \((\Omega, d)\). Thus since

\[
G_\epsilon d\mu(\cdot; \eta_r) = c_r \tilde{Z} G_\epsilon d\nu(\cdot; \eta_r)
\]  

(5.4)
it follows that
\[ c_r C_\epsilon^1(1 - \delta) \leq \mu(\Omega_\epsilon; \eta_r) \leq 1 \]
for each \( \delta > 0 \), all \( r \in (0, \frac{1}{2}) \), and all \( \epsilon \in (0, \epsilon_0(\delta)) \). Therefore there exists \( Y < \infty \) non-random which does not depend on \( r \) such that \( c_r \leq Y \) for all \( r \in (0, \frac{1}{2}) \). Consequently, there exists a sequence \( (r_k) \) in \( (0, \frac{1}{2}) \) so that \( \lim_{k \to \infty} r_k = 0 \) and \( \lim_{k \to \infty} c_{r_k} = c \leq Y \), almost surely for \( \mu \). Using (5.4) and that \( \nu(\cdot; \eta_r) \to \nu(\cdot) \) as \( r \to 0 \) (Lemma 5.8), we have that \( G_r d\mu = ZG \epsilon d\nu \) where \( Z = cZ \). Since this holds for any \( \epsilon > 0 \), we see that \( d\mu/d\nu = Z \). Therefore any measure satisfying the resampling property must be an \( \text{SLE}_\kappa(\hat{\rho}^1; \hat{\rho}^1) \) process weighted by \( Z \), which completes the proof. \( \square \)

Remark 5.9. We remark that the proof of Proposition 5.4 does not imply the existence of \( \text{SLE}_\kappa(\rho) \) conditioned not to hit the boundary. Rather, the proof shows that if this process exists, then the Radon-Nikodym derivative of its initial stub with respect to the law of the corresponding stub of an \( \text{SLE}_\kappa(\hat{\rho}^1; \hat{\rho}^1) \) process has to take a specific form. Namely, it must be by \( Z \), times a normalizing constant. In order to establish existence, one must show that the \( \nu \) expectation of \( Z \) is finite, so that an appropriate choice of normalizing constant indeed produces a probability measure. One way to establish this would be to show that the \( c_r \) of (5.4) converges to a positive constant as \( r \to 0 \).

### 5.3 A pair of paths avoiding each other

We will now present Proposition 5.10 which is a version of Proposition 5.4 but instead of having one path that we condition not to hit the boundary, we have two paths that we condition not to hit each other (see Figure 5.3). The proof is very similar to that of Proposition 5.4. Since we will reference a modification of this result at the end of Section 8, we are careful to spell out the necessary modifications.

Proposition 5.10. Fix points \( x = (x^L; x^R) \) in \( \partial H \) and constants \( \epsilon = (\epsilon^L; \epsilon^R) \). We assume that \( x^1L = 0^-, x^1R = 0^+, |x^L| = |\epsilon^L| \), and \( |x^R| = |\epsilon^R| \). Suppose that \( y_1 = x^{j_1 + 1,R} \) and \( y_2 = x^{j_2 + 1,L} \) for some \( 0 \leq j_1 \leq |x^R| - 1 \) and \( 0 \leq j_2 \leq |x^L| - 1 \). There exists at most one measure on pairs of non-intersecting paths \( (\eta_1, \eta_2) \) where \( \eta_i \) connects 0 to \( y_i \) for \( i = 1, 2 \) such that for every pair of positive stopping times \( \tau_1, \tau_2 \) for \( \eta_1, \eta_2 \), respectively, the following is true. The law of the pair \( (\eta_1, \eta_2) \) conditional on \( \eta_1([0, \tau_1]) \) and \( \eta_2([0, \tau_2]) \) is given by the flow lines of the GFF \( h \) on \( H \setminus (\eta_1([0, \tau_1]) \cup \eta_2([0, \tau_2])) \) starting at \( \eta_i(\tau_i) \), \( i = 1, 2 \), with angles \( \theta_i \) satisfying \( \theta_2 - \theta_1 < 2\lambda'/\chi \), whose boundary data is as depicted in Figure 5.3 conditioned on the positive probability event that they do not hit each other and terminate at \( y_1, y_2 \), respectively.

We note that Proposition 5.10 only has content in the case that the boundary data of \( h \) is such that conditional on the initial segments of \( \eta_1, \eta_2 \), the corresponding flow
Figure 5.3: Suppose that \( y_2 < 0 < y_1 \). In Proposition 5.10, we prove that there exists at most one measure on pairs of non-intersecting paths \((\eta_1, \eta_2)\) in \( \mathcal{H} \) where \( \eta_i \) connects 0 to \( y_i \) for \( i = 1, 2 \) which satisfies the following Gibbs property. Suppose that \( \tau_i \) for \( i = 1, 2 \) is a positive and finite stopping time for \( \eta_i \). Then the conditional law of \((\eta_1, \eta_2)\) given \((\eta_1([0, \tau_1]), \eta_2([0, \tau_2]))\) is given by the flow lines of a GFF \( h \) on \( \mathcal{H} \setminus (\eta_1([0, \tau_1]) \cup \eta_2([0, \tau_2])) \) whose boundary data is as depicted above starting at \( \eta_i(\tau_i) \) and with angle \( \theta_i \), \( i = 1, 2 \), conditioned on the positive probability event that they do not hit each other and terminate at \( y_1, y_2 \), respectively. We assume that \( \theta_2 - \theta_1 < 2\lambda' / \chi \) so that \( \eta_1 \) and \( \eta_2 \) can hit each other with positive probability (recall Figure 2.8).

Lines of \( h \) terminate at \( y_1 \) and \( y_2 \) with positive probability. This translates into the following requirements (see Figure 2.8, Figure 2.9, and (2.5)):

1. \( c_{j_2,L} \) + \( \theta_2 \chi < \lambda \) (\( \eta_2 \) does not hit the continuation threshold upon hitting \([x_{j_2,L}, x_{j_2-1,L}]\)),

2. \( c_{j_2+1,L} \) + \( \theta_2 \chi > -\lambda + 2\pi \chi \) (upon hitting \([x_{j_2+1,L}, x_{j_2,L}]\), \( \eta_2 \) can be continued towards \( y_2 \))

3. \( c_{j_1,R} \) + \( \theta_1 \chi > -\lambda \) (\( \eta_1 \) does not hit the continuation threshold upon hitting \([x_{j_1-1,R}, x_{j_1,R}]\)), and

4. \( c_{j_1+1,R} \) + \( \theta_1 \chi < \lambda - 2\pi \chi \) (upon hitting \([x_{j_1,R}, x_{j_1+1,R}]\), \( \eta_1 \) can be continued towards \( y_1 \)).

Proof of Proposition 5.10: We let \( \Gamma \) be the set which consists of the pairs \((\gamma_1, \gamma_2)\) where \( \gamma_i \) is a simple, continuous, path in \( \mathcal{H} \) which connects 0 to \( \partial B(0,1) \) for \( i = 1, 2 \), modulo reparameterization. We also assume that \( \gamma_1 \) intersects \( \gamma_2 \) only at 0 (though \( \gamma_i \) may hit \( \partial \mathcal{H} \), in contrast to the space \( \Omega \) considered in the previous subsection). We note that \( \Gamma \subseteq \overline{\Omega}^2 \) where \( \overline{\Omega} \) is the completion of \( \Omega \) under \( d \), as in the previous
we are going to prove the result by explicitly showing that
for each paths on convergence of Loewner driving functions implies the convergence of the tips of the
paths
Let \( M_{s,t} := \prod_{j \neq 3} |V_{s,t}^j - V_{s,t}^3| (\tilde{h}_j - \rho_3) \) evolves as a martingale in each of \( s \) and \( t \) separately. Moreover, Proposition 5.3 implies that reweighting the law of the pair of paths \((\eta_1, \eta_2)\) by \( M_{s,t} \) yields the law of a new pair of paths which do not intersect each other. When one path is fixed the evolution of the other in the weighted law is the same as in the unweighted law except with \( \rho_3 \) replaced by \( \tilde{\rho}_3 = \kappa - 4 - \rho_3 \). This new pair of paths can be constructed as flow lines of a GFF with modified boundary data (see Figure 5.4).

subsection; we equip \( \Gamma \) with the product metric induced by \( \overline{\Omega}^2 \), which we will also denote by \( d \). Let \( \mu \) be a law on pairs \((\eta_1, \eta_2) \in \Gamma \) as described in the statement of the proposition, where the paths are stopped upon exiting \( B(0,1) \), and let \( \nu \) be the measure on pairs of paths as described in Figure 5.5 (or Figure 5.4 after weighting by the martingale), also stopped upon exiting \( B(0,1) \). As in the proof of Proposition 5.4 we are going to prove the result by explicitly showing that \( \mu \) is absolutely continuous with respect to \( \nu \) and, at the same time, explicitly identifying the Radon-Nikodym derivative \( d\mu/d\nu \).

Let \( D : \Gamma \rightarrow \mathbb{R} \) be the function where \( D(\gamma_1, \gamma_2) \) is the distance between the tips of the paths \( \gamma_1, \gamma_2 \) in \( \partial B(0,1) \). Then, using the same proof as in Lemma 5.5 (uniform convergence of Loewner driving functions implies the convergence of the tips of the paths on \( \partial B(0,1) \)), we see that \( D \) is a continuous function on \((\Gamma, d)\). Consequently, for each \( \epsilon > 0 \) the set \( \Gamma_\epsilon = \{ (\gamma_1, \gamma_2) \in \Gamma : D(\gamma_1, \gamma_2) \geq \epsilon \} \) is a closed subset of \( \Gamma \) and \( \partial \Gamma_\epsilon \) consists of the set of pairs of paths whose tips on \( \partial B(0,1) \) have distance exactly \( \epsilon \). Let \( M_{s,t} = M_{s,t}(\gamma_1, \gamma_2) \) be the functional on pairs in \( \Gamma \) as defined in Figure 5.4.
Figure 5.5: (Continuation of Figure 5.4) Here, we will describe the law of the pair of paths from Figure 5.4 after reweighting by $M_{s,t}$ as GFF flow lines. Suppose that $h$ is a GFF on $H$ whose boundary data is as depicted above. Let $\eta_1$ be the flow line of $h$ with angle $\theta_1 - \Delta$ and let $\eta_2$ be the flow line of $h$ with angle $\theta_2$, both starting from 0. Assume, as in Figure 5.4, that $\theta_2 - \theta_1 < 2\lambda/\chi$. We choose $\Delta$ as follows. First, we take $\rho_3 \lambda = (\theta_2 - \theta_1)\chi - 2\lambda$ (recall the right side of Figure 5.4), then take $\hat{\rho}_3 = \kappa - 4 - \rho_3$ so that $\hat{\rho}_3 \lambda = -2\pi \chi - \rho_3 \lambda$, and then set $\Delta = (\hat{\rho}_3 - \rho_3)\lambda/\chi$. Explicitly, $\Delta = 4\lambda/\chi + 2(\theta_1 - \theta_2 - \pi)$. Then the law of the pair $(\eta_1, \eta_2)$ is equal to the law of the corresponding pair from Figure 5.4 after weighting by $M_{s,t}$ (and taking a limit as the initial segments tend to 0).

The same proof as Lemma 5.6 implies that there exists positive and finite constants $C_\epsilon^1 \leq C_\epsilon^2$ such that $C_\epsilon^1 \leq M_{\tau_{1,i},\tau_{1,2}}(\gamma_1, \gamma_2) \leq C_\epsilon^2$ for all $(\gamma_1, \gamma_2) \in \Gamma_\epsilon$ where $\tau_{r,i}$ is the first time that $\gamma_i$ hits $\partial B(0, r)$ for $r > 0$ (simple Brownian motion estimates imply that the image points under $g_{\tau_{1,i},\tau_{1,2}}$ have uniformly positive and finite distance from each other for each fixed $\epsilon > 0$). We let $P: \Gamma \to [0, 1]$ be the probability that the pair of flow lines $(\eta_1, \eta_2)$ of a GFF in $H \setminus (\gamma_1 \cup \gamma_2)$ with boundary data as described in the proposition starting at the tips of $\gamma_1, \gamma_2$ with angles $\theta_1, \theta_2$, respectively, terminate at $y_1, y_2$ without hitting each other. Then the same proof as Lemma 5.7 implies that there exists $p > 0$ which depends only on $\epsilon > 0$ and $\bar{x}$ such that $P|_{\Gamma_\epsilon} \geq p$. Finally, we define $F_{s,t} = F_{s,t}(\gamma_1, \gamma_2)$ to be the two-sided martingale which reweights a pair $(\eta_1, \eta_2)$ of flow lines of a GFF on $H$ with boundary data which is constant $c_{L}^{1}$ to the left of 0 and constant $c_{R}^{1}$ to the right of 0 with angles $\theta_1, \theta_2$ (as in the statement of the proposition) to the corresponding pair of flow lines of a GFF whose boundary data is as in the statement of the proposition (see Figure 5.4 for a similar martingale). By adjusting $C_\epsilon^1 \leq C_\epsilon^2$ if necessary, we also have that $C_\epsilon^1 \leq F_{\tau_{1,i},\tau_{1,2}} \leq C_\epsilon^2$ on $\Gamma_\epsilon$ (this can be seen from the explicit form of $F$; it can also be seen via the GFF as in Section 5).

Assume that $(\eta_1, \eta_2) \sim \mu$. Let $\eta_{r,i} = \eta_i([0, \tau_{r,i}])$ where $\tau_{r,i}$ is as defined in the previous paragraph. Let $\mu(\cdot; \eta_{r,1}, \eta_{r,2})$ denote the conditional law of $(\eta_1, \eta_2)$ stopped upon exiting $B(0, 1)$ given $\eta_{r,1}$ and $\eta_{r,2}$. Let $\nu(\cdot; \eta_{r,1}, \eta_{r,2})$ denote the law of the pair of flow
Figure 5.6: The strategy to prove Proposition 5.10 is similar to that used to prove Proposition 5.4. In particular, we will show that the law of the pair of paths \((\eta_1, \eta_2)\) stopped at times \(\tau_1, \tau_2\) (left side) is mutually absolutely continuous with respect to the another pair \((\tilde{\eta}_1, \tilde{\eta}_2)\) stopped at the corresponding times (right side) and simultaneously identify the Radon-Nikodym derivative explicitly. For concreteness, we take \(\tau_1, \tau_2\) to be the first time that \(\eta_1, \eta_2\) exit \(B(0,1)\), respectively. We take \(\tilde{\eta}_1, \tilde{\eta}_2\) to be the flow lines of the GFF whose boundary data is on the right side with angles \(\theta_1, \theta_2\), respectively, conditioned to avoid each other (see Figure 5.4 and Figure 5.5). In the right figure, given initial segments of the paths we can accomplish the conditioning by reweighing by the martingale \(M\) described in Figure 5.4. In analogy with the proof of Proposition 5.4, this means that the Radon-Nikodym derivative takes the form \(FP/M\) where \(F\) accounts for the change in boundary data of the GFFs and \(P\) is the conditional probability that the paths make it to their target point without touching each other.

lines as described in the right side of Figure 5.6 given that their initial segments up to hitting \(\partial B(0,r)\) are given by \(\eta_{r,1}, \eta_{r,2}\), respectively (i.e., conditioned not to hit by weighting by the martingale \(M_{s,t}\)). The same argument as was used in the proof of Proposition 5.4 implies that

\[
Z_r := \frac{d\mu(\cdot; \eta_{r,1}, \eta_{r,2})}{d\nu(\cdot; \eta_{r,1}, \eta_{r,2})} = c_r \tilde{Z} \quad \text{where} \quad \tilde{Z} = \frac{F_{\tau_{1,1}, \tau_{1,2}}}{M_{\tau_{1,1}, \tau_{1,2}}} \quad \text{where} \quad c_r \quad \text{is a normalizing constant. The reference measure} \quad \tilde{\nu}(\cdot; \eta_{r,1}, \eta_{r,2}) \quad \text{that we use in this computation is given by the flow lines of a GFF on} \quad H \setminus (\eta_{r,1} \cup \eta_{r,2}) \quad \text{with constant boundary data} \quad c^{1,L}, c^{1,R} \quad \text{to the left and right of} \quad 0, \text{respectively, stopped upon exiting} \quad \partial B(0,1) \text{though without any conditioning (see the right side of Figure 5.6).}
\]

As in the proof of Lemma 5.8, the results of [MST2, Section 2] also imply that \(\nu(\cdot; \eta_{r,1}, \eta_{r,2}) \rightarrow \nu(\cdot)\) weakly as \(r \downarrow 0\). The reason is that these results imply that we have the desired weak convergence for the law of \(\eta_{1}\) given \((\eta_{r,1}, \eta_{r,2})\) as \(r \to 0\) as well as the weak convergence of the conditional law of \(\eta_{2}\) given \(\eta_{1}\) and \(\eta_{r,2}\) as \(r \to 0\). Since \(\Gamma_{\epsilon}\) is a continuity set for \(\nu(\cdot; \eta_{r,1}, \eta_{r,2})\) for all \(r \in (0,1)\) as well as for \(\nu(\cdot)\) (conditional on \(\eta_{1}(0, \tau_{1,1}]\)), the probability that \(\eta_{2}\) exits \(\partial B(0,1) \cap H\) at a point with distance exactly \(\epsilon\) to \(\eta_{1}(\tau_{1,1})\) is zero), we know, using the same argument as in the proof of
Proposition 5.4 that \( c_r \leq Y \) for \( Y < \infty \) non-random and all \( r \in (0, \frac{1}{2}) \). The rest of the argument of Proposition 5.4 goes through verbatim.

\[ \Box \]

**Remark 5.11.** The statement of Proposition 5.10 also holds (by the same proof) in the case that \( \eta_1 \) and \( \eta_2 \) are conditioned to exit \( \mathbb{H} \) in intervals \( I_1 \) and \( I_2 \), respectively. The same result holds if we replace one (or both) of the \( \eta_i \) with a counterflow line. We will make use of this in Section 8.

### 5.4 Resampling properties and dual flow lines

The purpose of this subsection is to establish another type of resampling result. Throughout, we will often use the half-infinite vertical strip \( V^+ = [-1, 1] \times \mathbb{R}_+ \) as our ambient domain. We will write \( \partial_L V^+ = -1 + i \mathbb{R}_+ \) for its left boundary and \( \partial_R V^+ = 1 + i \mathbb{R}_+ \) for its right boundary. We let \( \eta \) be an \( \text{SLE}_\kappa(\hat{\rho}_L; \hat{\rho}_R) \) process with \( \hat{\rho}_L, \hat{\rho}_R > \frac{\kappa}{2} - 2 \) in \( V^+ \) starting at \( x \in (-1, 1) \). By Proposition 5.4, we can view \( \eta \) as a flow line of a GFF on \( V^+ \) whose boundary data is as depicted in Figure 5.8 with \( a, b \in (-\lambda' - \pi \chi, \lambda') \) conditioned not to hit the boundary. Let \( \tau' \) be any reverse stopping time for \( \eta \), i.e. a stopping time for the filtration \( \mathcal{F}^R_t = \sigma(\eta(s) : s \geq t) \). The main result of this subsection is Proposition 5.12 (stated in the slightly more general setting of an \( \text{SLE}_\kappa(\hat{\rho}_L; \hat{\rho}_R) \) process on the vertical strip \( V^+ \), which gives us a way to resample the initial segment \( \eta|_{[0, \tau']} \) of \( \eta \).

**Proposition 5.12.** Suppose that we sample \( \eta \) as an \( \text{SLE}_\kappa(\hat{\rho}_L; \hat{\rho}_R) \) process in the vertical strip \( V \) from \( -\infty \) to \( \infty \), interpreted as a flow line of the GFF on \( V \) with boundary conditions \(-a \) and \( b \) for \( a, b \in (-\lambda' - \pi \chi, \lambda') \) conditioned not to hit the left and right boundaries \( \partial_L V, \partial_R V \), as in the left side of Figure 5.7. Let \( \tau \) be a forward stopping time for \( \eta \) and let \( \tau' \) be a reverse stopping time for \( \eta|_{[\tau, \infty)} \). Then, conditioned on \( \eta \), we sample \( \eta_L \) and \( \eta_R \) as flow lines of a GFF in \( V \setminus \eta \) starting from \( \eta(\tau') \) targeted at \( -\infty \) with the boundary conditions as shown in the left side of Figure 5.7 (the angles of \( \eta_L, \eta_R \) are \( \pm \pi \)). Given \( \eta_L, \eta_R, \) and \( \eta(|0, \tau]) \), the conditional law of \( \eta \) is that of an \( \text{SLE}_\kappa(\frac{\kappa}{2} - 2; \frac{\kappa}{2} - 2) \) process starting at \( \eta(\tau) \) and targeted at \( \eta(\tau') \) in the region of \( \mathcal{S} \setminus (\eta_L \cup \eta_R \cup \eta(|0, \tau]) \) bounded between \( \eta_L \) and \( \eta_R \) with force points at the left and right sides of \( -\infty \). The same statement also holds if we take \( \tau' = \infty \), which corresponds to drawing the dual flow lines \( \eta_L \) and \( \eta_R \) all the way from the top to the bottom of \( V \) (one on either side of \( \eta \)), and/or we take \( \tau = 0 \).

In the setting of Proposition 5.12, once we have fixed a forward stopping time \( \tau \), we can apply a conformal map \( \psi: V \setminus \eta([0, \tau]) \to V^+ \) which takes the left and right sides of \( -\infty \) to \( \pm 1 \), respectively, and fixes \( +\infty \). Then \( \psi(\eta|_{[\tau, \infty)}) \) is an \( \text{SLE}_\kappa(\hat{\rho}_L; \hat{\rho}_R) \) process in \( V^+ \) starting from \( x = \psi(\eta(\tau)) \in (-1, 1) \) to \( +\infty \), as is depicted on the right side of Figure 5.7. This perspective has the notational advantage that we do not need to refer to the stopping time \( \tau \) or the initial segment of \( \eta \). For this reason, we
Figure 5.7: Assume \(a,b \in (-\lambda' - \pi, \lambda')\); this is precisely the range of boundary data so that a flow line of a GFF with the boundary data above can hit both the left and right sides of the vertical strip \(V\) (recall Figure 2.8). In the left panel, \(\eta\) is an SLE_\(\kappa(\hat{\rho}^L; \hat{\rho}^R)\) process from the bottom to the top of \(V\) interpreted as a flow line of a GFF with the given boundary data conditioned not to hit \(\partial V\). Let \(\tau\) be a stopping time for \(\eta, z = \eta(\tau)\), \(\tau'\) a reverse stopping time for \(\eta|_{[\tau, \infty)}\), and \(w = \eta(\tau')\). Given \(\eta\), we let \(\eta_L, \eta_R\) be flow lines from \(w\) of a GFF in \(V\setminus \eta\) with the boundary conditions as shown with angles \(\pi, -\pi\), respectively. We prove in Proposition 5.12 that given \(\eta_L, \eta_R, \eta([0, \tau]),\) and \(\eta([\tau', \infty))\) the conditional law of \(\eta\) is that of an SLE_\(\kappa(\frac{\kappa}{2} - 2; \frac{\kappa}{2} - 2)\) process in the region of \(V\setminus \eta([0, \tau])\) which lies between \(\eta_L\) and \(\eta_R\). We can resample each of the blue paths given both the other and \(\eta|_{[\tau', \infty)}\) (and, as we just mentioned, we can resample the red path given both blue paths). The same result holds when \(\tau' = \infty\) so that the dual flow lines emanate from \(\infty\) and/or when \(\tau = 0\) so that \(z = -\infty\). We will explain in the proof of Theorem 6.1 that this resampling property characterizes the joint law of these paths. In order to avoid mentioning \(\tau\) and \(\eta([0, \tau])\), throughout this section we will work on the half infinite vertical strip \(V^+\) by applying the conformal change of coordinates \(\psi\) which takes \(V\setminus \eta([0, \tau])\) to the half-infinite vertical strip \(V^+\) where \(+\infty\) is fixed and the left and right sides of \(-\infty\) are sent to \(-1\) and \(+1\), respectively; \(x = \psi(z) \in (-1,1)\).

will work on \(V^+\) throughout the rest of this section and think of \(\eta\) as an SLE_\(\kappa(\hat{\rho}^L; \hat{\rho}^R)\) process on \(V^+\) from a point \(x \in (-1,1)\) to \(\infty\) with force points located at \(\pm 1\).

We remark that if we instead sample \(\eta\) as an ordinary flow line (so that we are not conditioning \(\eta\) to be boundary avoiding), then due to the choice of boundary data in Proposition 5.12, the dual flow lines \(\eta_L\) and \(\eta_R\) may intersect both \(\partial_L V^+\) and \(\partial_R V^+\), but almost surely terminate upon reaching \(\pm 1\) (see Figure 2.8). The proof of Proposition 5.12 has two steps. The first is Lemma 5.13 (see Figure 5.8), which
proves a statement analogous to Proposition \ref{prop:coupling} except for \( \eta \sim \text{SLE}_κ(ρ^L; ρ^R) \) rather than \( \eta \sim \text{SLE}_κ(\hat{ρ}^L; \hat{ρ}^R) \) (recall that \( ρ, \hat{ρ} \) are related to each other by \( \hat{ρ} = κ - 4 - ρ \) and \( \hat{ρ} ≥ \frac{κ}{2} - 2 \) corresponds to the non-boundary intersecting case). This can be thought of as the analogous result but for the unconditioned path. The bulk of the remainder of the proof is contained in Lemmas \ref{lem:5-14} \ref{lem:5-17}, which we will show ultimately imply that the result of Lemma \ref{lem:5-13} holds even when we condition \( η \) not to hit the boundary (in the sense of Proposition \ref{prop:un conditioning}.

**Lemma 5.13.** Suppose that \( h \) is a GFF on \( V^+ \) with boundary data as in Figure \ref{figure:5-8} with \( a, b ∈ (-χ, π, χ') \). Recall that the flow line \( η \) of \( h \) starting from \( x \) is an SLE\(_κ(ρ^L; ρ^R) \) process with force points located at \(-1 \) and \( 1 \), respectively. Moreover, \( η \) almost surely intersects either \( \partial_LV^+ \) or \( \partial_RV^+ \); let \( σ \) be the time of the first such intersection. Let \( τ' \) be any reverse stopping time for \( η|_{[0, σ]} \), i.e. a stopping time for the filtration \( F^R_t = σ(η(s) : s ∈ [t, σ]) \), and let \( η_L \) and \( η_R \) be the left and right dual flow lines of \( h \) starting at \( η(τ') \). The conditional law of \( η|_{[0, τ']} \) given \( η_L \), \( η_R \), and \( η|_{[τ', \infty]} \) is an SLE\(_κ(\frac{κ}{2} - 2; \frac{κ}{2} - 2) \) process in the connected component of \( V^+ \setminus (η_L ∪ η_R) \) which contains \( x \).

Recall Figure \ref{figure:2-7} which tells us that a flow line of a GFF \( h \) from \( x \) to \( y \) with angle \( -\frac{π}{2} \) is equal to the right boundary of the counterflow line of the same GFF starting at \( y \). An equivalent formulation of this fact is that the zero angle flow line is equal to the right boundary of the counterflow line \( η'_L \) of \( h + \frac{π}{2}χ \). Moreover, the left boundary of this counterflow line is the flow line with angle \( π \) — the left dual flow line emanating from \( x \). Analogously, the zero angle flow line is equal to the left boundary of the counterflow line \( η'_R \) of \( h - \frac{π}{2}χ \) and the right boundary of this counterflow line is a flow line with angle \( -π \). This means that \( η'_L \) and \( η'_R \) together determine both \( η \) as well as the dual flow lines emanating from \( x \), the seed of \( η \). The idea of the proof of Lemma \ref{lem:5-13} is to extend this one step further, to show that we can generate \( η \) up to any reverse stopping time \( τ' \) along with the dual flow lines \( η_L \) and \( η_R \) emanating from \( η(τ') \) by stopping \( η'_L, η'_R \) at appropriate times and showing that the result seeing \( K \) is local for \( h \). Then we can quote the results of \ref{MS12a} (which are summarized in Section \ref{section:2}), which allow us to compute the conditional law of \( η|_{[0, τ']} \) given \( K \) and \( h|_K \) (this corresponds to conditioning on a larger \( σ \)-algebra than the one generated by just \( η|_{[τ', \infty]} \), \( η_L \), and \( η_R \)).

One particularly interesting aspect of the proof is the following. Even though the coupling of SLE\(_κ(ρ) \) with the GFF is non-reversible in the sense that reparameterizing the path in the opposite direction does not yield a flow line of the field (recall Section \ref{section:2.3}), it is still nevertheless possible to generate a flow line in the reverse direction by looking at the values of the field in increasing neighborhoods of its terminal point (unlike when we generate the path in the forward direction, we need to see values of the field which lie off the path).
Figure 5.8: Suppose that \( h \) is a GFF on the half-infinite vertical strip \( \mathcal{V}^+ \) with boundary data as shown above. Let \( \eta \) be the flow line of \( h \) from \( x \) targeted at \( \infty \). Then \( \eta \) is an SLE_\( \kappa \)(\( \rho^L ; \rho^R \)) with force points at \( -1 \) and \( 1 \) which almost surely hits either the left or the right side of the strip (\( \partial_L \mathcal{V}^+ ; \partial_R \mathcal{V}^+ \), respectively). Let \( \sigma \) be the first time that this occurs, let \( \tau' \) be any reverse stopping time for \( \eta_{|[0,\sigma]} \), and let \( \eta_L, \eta_R \) be the left and right dual flow lines of \( h \) which start at \( -1 \) and \( 1 \), respectively. Due to the choice of boundary data, \( \eta_L, \eta_R \) almost surely reach \( \pm 1 \), although they may bounce off both \( \partial_L \mathcal{V}^+ \) and \( \partial_R \mathcal{V}^+ \). We prove in Lemma 5.13 that the conditional law of \( \eta \) given \( \eta_L, \eta_R \) is that of an SLE_\( \kappa \'(\kappa/2 - 2 ; \kappa/2 - 2) \) process targeted at \( \eta(\tau') \) in the connected component of \( \mathcal{V}^+ \setminus (\eta_L \cup \eta_R) \) which contains \( x \). The idea of the proof is that \( \eta_L \) can be realized as the left outer boundary of a counterflow line \( \eta'_L \) of \( h \) starting at \( -1 \) and targeted at \( x \). That is, if \( \tau'_L \) is the first time that \( \eta'_L \) hits \( \eta(\tau') \), then \( \eta_L \) is equal to the segment of the boundary of the component of \( \mathcal{V}^+ \setminus \eta'_L([0,\tau'_L]) \) with \( x \) on its boundary which runs from \( -1 \) to \( \eta'_{L}(\tau'_L) \) in the clockwise direction. (The hull of \( \eta'_L([0,\tau'_L]) \) viewed as a path targeted at \( x \) is shaded green in the illustration.) Likewise, we can view \( \eta_R \) as the right outer boundary of a counterflow line \( \eta'_R \) of \( h \) starting from \( 1 \) and targeted at \( x \) stopped at the first time \( \tau'_R \) that it hits \( \eta(\tau') \). (The hull of \( \eta'_R([0,\tau'_R]) \) viewed as a path targeted at \( x \) is shaded in light blue in the illustration.) The common segment of the outer boundaries of \( \eta'_L, \eta'_R \) is equal to \( \eta \) (recall Figure 2.7).

Proof of Lemma 5.13. See Figure 5.8 for an illustration of the setup of the proof (recall also Figure 2.7). Let \( \eta'_L \) be the counterflow line of \( h - \frac{\pi}{2} \chi \) starting at \( -1 \) and let \( \eta'_R \) be the counterflow line of \( h + \frac{\pi}{2} \chi \) starting at \( 1 \). We assume that both \( \eta'_L \) and \( \eta'_R \) are targeted at \( x \).

Both \( \eta'_L \) and \( \eta'_R \) are SLE_\( \kappa'(\rho) \) processes. For the convenience of the reader (these exact values are not important for the rest of the proof), we are now going to
determine the \( \rho \) values for \( \eta'_L \); one computes the \( \rho \) values for \( \eta'_R \) in an analogous manner. We begin by mapping \( \mathcal{V}^+ \) to \( H \) (with \(-1\) sent to 0, \( x \) sent to \( \infty \), \( 1 \) sent to \(-1\)) via the conformal transformation \( \psi \) and then apply (2.5) to \( h \). Note that \( \psi(\infty) \in (-1,0) \). We then obtain a GFF on \( H \) with boundary conditions given by:

- \(-a + \frac{\pi \chi}{2}\) on \( (\psi(\infty),0] \),
- \(b + \frac{3\pi \chi}{2}\) on \((-1,\psi(\infty)]\),
- \(\lambda + 2\pi \chi\) on \((-\infty,-1)\), and
- \(-\lambda\) on \((0,\infty)\).

Recall that \( \eta'_L \) (resp. \( \eta'_R \)) is the counterflow line of the field minus \( \frac{\pi \chi}{2} \) (resp. plus \( \frac{\pi \chi}{2} \)). We sent \( x \) to \( \infty \) because we want to view \( \psi(\eta'_L) \) as the counterflow line targeted at \( \infty \). That is, the boundary data for \( \psi(\eta'_L) \) is given by

- \(-a\) on \( (\psi(\infty),0] \),
- \(b + \pi \chi\) on \((-1,\psi(\infty)]\),
- \(\lambda + \frac{3\pi \chi}{2} = \lambda' + 2\pi \chi\) on \((-\infty,-1)\), and
- \(-\lambda - \frac{\pi \chi}{2} = -\lambda' - \pi \chi\) on \((0,\infty)\).

This means that \( \eta'_L \) is an \( \text{SLE}_{\kappa'}(\rho^{3,L}, \rho^{2,L}, \rho^{1,L}; \rho^{1,R}) \) process where:

\[
\rho^{1,R} = \frac{\pi \chi}{\lambda'} = \frac{\kappa'}{2} - 2
\]

\[
\rho^{1,L} = -\frac{a}{\lambda'} - 1 \in \left(-2, \frac{\kappa'}{2} - 2\right)
\]

\[
\rho^{1,L} + \rho^{2,L} = \frac{b + \pi \chi}{\lambda'} - 1 \in \left(-2, \frac{\kappa'}{2} - 2\right)
\]

\[
\rho^{1,L} + \rho^{2,L} + \rho^{3,L} = \frac{2\pi \chi}{\lambda'} = \kappa' - 4
\]

The force point for \( \eta'_L \) which corresponds to \( \rho^{1,R} \) is located immediately to the right of \(-1\), the one to \( \rho^{1,L} \) is immediately to the left of \(-1\), the one to \( \rho^{2,L} \) is at \( \infty \), and the one to \( \rho^{3,L} \) is at 1. These values imply that \( \eta'_L \) cannot hit \((-1,x)\) and also cannot hit \((x,1)\) but it eventually terminates at \( x \). On the other hand, \( \eta'_L \) necessarily hits both \( \partial_L \mathcal{V}^+ \) and \( \partial_R \mathcal{V}^+ \). (Recall Figure 2.8.)

One can similarly calculate the \( \rho \) values for \( \eta'_R \) and see that \( \eta'_R \) cannot hit \((-1,x)\) or \((x,1)\) but eventually terminates at \( x \) and that \( \eta'_R \) hits both \( \partial_L \mathcal{V}^+ \) and \( \partial_R \mathcal{V}^+ \).
We are now going to compute the conditional law of \( \eta_1 \) to \( \eta_K \). Therefore, this, of course, makes sense in view of what is proved below: that \( \eta \) is given by the intersection of the right boundary of \( \eta'_L \) and the left boundary of \( \eta'_R \) and \( a, b \) are such that \( \eta \) can hit both the left and right sides of \( \partial \mathcal{V}^+ \).

It follows from [MS12a, Theorem 1.4] that \( \eta([0, \sigma]) \) is equal to the right outer boundary of \( \eta'_L \) as well as to the left outer boundary of \( \eta'_R \) (see also Figure 2.7). That is, \( \eta([0, \sigma]) \) is equal to the segment of the boundary of the component of \( \mathcal{V}^+ \setminus \eta'_L \) with \( x \) on its boundary which runs in the counterclockwise direction from \( x \) to \( \eta(\sigma) \) and \( \eta([0, \sigma]) \) is also equal to the segment of the boundary of the component of \( \mathcal{V}^+ \setminus \eta'_R \) with \( x \) on its boundary which runs in the clockwise direction from \( x \) to \( \eta(\sigma) \). Let \( \tau'_q \) be the first time \( t \) that \( \eta'_q \) hits \( \tau'(r) \) for \( q \in \{L, R\} \). Then \( \eta_L \) is equal to the segment of the boundary of the connected component \( A'_L \) of \( \mathcal{V}^+ \setminus \eta'_L([0, \tau'_L]) \) which contains \( x \) on its boundary which runs from \(-1\) to \( \eta'(\tau'_L) = \eta(\tau') \) in the counterclockwise direction. Similarly, \( \eta_R \) is equal to the segment of the boundary of the connected component \( A'_R \) of \( \mathcal{V}^+ \setminus \eta'_R([0, \tau'_R]) \) which contains \( x \) on its boundary which runs from \( 1 \) to \( \eta'(\tau'_R) = \eta(\tau') \) in the clockwise direction. Moreover, we also have that the right outer boundary of \( \eta_L([0, \tau'_L]) \) is equal to \( \eta(\tau', \sigma) \). That is, \( \eta([\tau', \sigma]) \) is equal to the segment of \( \partial A'_L \) which runs in the counterclockwise direction from \( \eta'_L(\tau'_L) = \eta(\tau') \) to \( \eta(\sigma) \). Likewise, the left outer boundary of \( \eta_R([0, \tau'_R]) \) is also equal to \( \eta(\tau', \sigma) \). That is, \( \eta([\tau', \sigma]) \) is equal to the segment of \( \partial A'_R \) which runs in the clockwise direction from \( \eta'_R(\tau'_R) = \eta(\tau') \) to \( \eta(\sigma) \). Combining, we have that \( \eta([\tau', \sigma]) \) is equal to \( \partial A'_L \cap \partial A'_R \), i.e., the common part of the outer boundaries of \( \eta'_L([0, \tau'_L]) \) and \( \eta'_R([0, \tau'_R]) \).

We are now going to compute the conditional law of \( \eta|[0, \tau'] \) given \( K = K(\tau') = \eta'_L([0, \tau'_L]) \cup \eta'_R([0, \tau'_R]) \). The first step is to show that \( K \) is a local set for \( h \) (the notion of a local set is explained in [MS12a, Section 3.2]; an argument similar to the one that we will give here is used to prove [MS12a, Lemma 7.7]). To see this, we will check the criteria of [MS12a, Lemma 3.6]. Fix any open set \( U \subseteq \mathcal{V}^+ \) and, for \( q \in \{L, R\} \), we let \( (\tau'_q)^U \) be the first time \( t \) that \( \eta'_q \) hits \( U \). Then \( \eta'_L|[0, (\tau'_L)^U] \) and \( \eta'_R|[0, (\tau'_R)^U] \) are both determined by \( h|_{U^c} \) by [MS12a, Theorem 1.2]. (In particular, this implies that given \( h|_{U^c} \), \( \eta'_L|[0, (\tau'_L)^U] \) and \( \eta'_R|[0, (\tau'_R)^U] \) are independent of the orthogonal projection of \( h \) onto the closure of the space of functions compactly supported in \( U \).) Since \( \eta'_L \) and \( \eta'_R \) hit the points of \( \eta|[0, \sigma] \) in reverse chronological order, it follows that the event \( \{K \cap U = \emptyset\} \) is determined by \( \eta'_L|[0, (\tau'_L)^U] \) and \( \eta'_R|[0, (\tau'_R)^U] \) hence also by \( h|_{U^c} \) (by looking at the intersection of the right boundary of \( \eta'_L|[0, (\tau'_L)^U] \) and the left boundary of \( \eta'_R|[0, (\tau'_R)^U] \) we can tell whether or not \( \eta([\tau', \sigma]) \) is contained in \( \mathcal{V}^+ \setminus U \). Therefore \( K \) is a local set for \( h \), as desired.

Let \( D \) be the complementary connected component of \( K \) which contains \( x \) (note that this is the same as the complementary connected component of \( \eta_L \cup \eta_R \) which contains \( x \)). Then the law of \( h|_D \) conditional on \( K \) and \( h|_K \) is that of a GFF on \( D \) whose boundary conditions are as depicted in Figure 5.8. Indeed, [MS12a, Proposition 3.8] implies that \( h|_D \) does in fact have this boundary behavior at every point, except
possibly at \(\eta(\tau')\), since at other boundary points we can compare the conditional
mean of \(h|_D\) with that of \(h\) given \(\eta'([0,s])\) for \(q \in \{L,R\}\) and \(s \geq 0\). One could worry
that the boundary behavior exhibits pathological behavior right at \(\eta(\tau')\), though
the argument used to prove [MS12a Lemma 7.8] rules this out (we draw \(\eta_L\) up to
time \(r > \tau'_L\), \(\eta_R\) up to time \(s < \tau'_R\), and then use [MS12a Proposition 6.5] to get the
continuity in the conditional mean as we first take the limit \(s \uparrow \tau'_R\) and then take the
limit \(t \downarrow \tau'_L\)). Since \(\eta_L\) and \(\eta_R\) almost surely do not hit \(\eta|_{[0,\tau']}\), it follows from [MS12a
Proposition 6.12] that \(\eta|_{[0,\tau']}\) has a continuous Loewner driving function viewed as a
path in \(D\). Thus, [MS12a Theorem 2.4 and Proposition 6.5] together imply that
the conditional law of \(\eta\) given \(K\) and \(h|_K\) is that of an SLE_{\alpha}(\frac{\alpha}{2} - 2; \frac{\alpha}{2} - 2)\) process in
the complementary component which contains \(x\), where the extra force points are as
described in the lemma statement (recall also Figure 2.5 and Figure 2.6).

Moreover, this holds when we condition on \(\eta|_{[\tau',\sigma]}\) because [MS12a Proposition 3.9]
implies that the conditional law of \(h|_D\) given \(K\) and \(h|_K\) is equal to the conditional law
of \(h|_D\) given \(K\), \(h|_K\), along with \(K'\) and \(h|_{K'}\) where \(K'\) is another local set for \(h\) with
\(K' \cap D = \emptyset\) almost surely. In particular, if \(\tau''\) is any reverse stopping time for \(\eta|_{[0,\sigma]}\)
with \(\tau'' < \tau'\), the conditional law of \(h|_D\) given \(K\) and \(h|_K\) is equal to the conditional law
of \(h|_D\) given \(K\), \(h|_K\), \(K(\tau'')\), and \(h|_{K(\tau'')}\). This implies that the conditional law
of \(\eta|_{[0,\tau']}\) given \(K\) and \(h|_K\) is the same as the conditional law of \(\eta|_{[0,\tau']}\) given \(K\), \(h|_K\),
\(K(\tau'')\), and \(h|_{K(\tau'')}\). The claim follows since we can apply this to the collection of
reverse stopping times which are of the form \(r \vee \tau'\) for \(r\) is a positive rational and
it is clear that \(\eta|_{[\tau',\sigma]}\) is determined by \(\sigma(K(r \vee \tau'), h|_{K(\tau')} : r \in \mathbb{Q}, r > 0)\). This
completes the proof.

The purpose of the next series of results, Lemmas 5.14–5.17, is to justify that the
result of Lemma 5.13 holds when we condition \(\eta\) not to hit the boundary (in the
sense of Proposition 5.4). For simplicity, we will restrict our attention to reverse
stopping times of the form \(\tau'_r\) — the first time that the time-reversal of \(\eta|_{[0,\sigma]}\) hits the
horizontal line through \(iv\). We will first prove in Lemma 5.14 that the law of the
triple \((\eta, \eta_L, \eta_R)\) conditional on the event that the martingale \(M_t\) of Proposition 5.1
hits level \(N\) before hitting \(0\) converges as \(N \to \infty\) to the corresponding triple where
\(\eta\) is replaced with an SLE_{\alpha}(\tilde{\rho}^L; \tilde{\rho}^R)\) process. Lemma 5.15 is a basic result about
continuous time martingales which will then be used to prove Lemma 5.16. The
latter states that \(M_t(\gamma)\) (the functional of Proposition 5.1 applied to a simple path \(\gamma\))
does not change much when we jiggle the initial segment of \(\gamma\). This is then employed
in Lemma 5.17 to show that resampling \(\eta|_{[0,\tau]}\) does not affect the probability that
\(M_t = M_t(\eta)\) will exceed a certain large threshold. We then combine all of these
ingredients to complete the proof of Proposition 5.12 at the end of the subsection.

**Lemma 5.14.** Suppose that \(\eta\) is an SLE_{\alpha}(\rho^L; \rho^R)\) process interpreted as a flow
line of a GFF on \(\mathcal{V}^+\) with boundary conditions \(-a\) and \(b\) for \(a, b \in (-\lambda' - \pi \chi, \lambda')\)
as in Figure 5.8. Let \(M_t\) be the martingale as in Proposition 3.1 which, upon
Figure 5.9: The setup for the proof of Lemma 5.14. Suppose that $a, b \in (-\lambda' - \pi \chi, \lambda')$ and let $h$ be a GFF whose boundary data is as depicted on the left side. Then the flow line $\eta$ of $h$ starting at $x$ is an SLE$_{\kappa}(\rho^L; \rho^R)$ process with force points at $-1$ and 1 of weight $\rho^L, \rho^R \in (\frac{\kappa}{2} - 4, \frac{\kappa}{2} - 2)$. Let $M_t$ be the martingale as in the statement of Proposition 5.1 which upon reweighting the law of $\eta$ by yields an SLE$_{\kappa}(\hat{\rho}^L; \hat{\rho}^R)$ process. For each $N \geq 0$, let $\tau_N$ be the first time that $M$ hits $N$ and let $E_N = \{\tau_N < \tau_0\}$. Let $\sigma$ be the first time that $\eta$ hits either $\partial_L \mathcal{V}^+$ or $\partial_R \mathcal{V}^+$ and let $\tau_r'$ be the largest time that $\eta_{|[0, \sigma]}$ hits the horizontal line with height $r$. Let $\eta_L$ and $\eta_R$ be the dual flow lines emanating from $\eta(\tau'_r)$. We prove in Lemma 5.14 that the law of $\eta_L$ and $\eta_R$ converge to what it would be if $\eta$ were an SLE$_{\kappa}(\hat{\rho}^L; \hat{\rho}^R)$ process. The idea of the proof is to argue that $\text{Im}(\eta(\tau_N))$ is likely to be very large compared to $r$ and that $\eta$ quickly exits $\mathcal{V}^+$ after time $\tau_N$ so that the law of the dual flow lines is not affected by $\eta_{|[\tau_N, \sigma]}$. The argument for this last point is illustrated above. In particular, we let $\psi$ be the conformal map from $\mathcal{V}^+ \setminus \eta([0, \tau_N])$ to the horizontal strip $\mathcal{S} = \mathbb{R} \times [0, 1]$ with $\psi(\eta(\tau_N)) = 0$, $\psi(-1) = -\infty$, and $\psi(1) = \infty$. Brownian motion estimates then imply that the part of $\mathcal{V}^+$ which lies below height $r$ is mapped by $\psi$ very far away from 0. The claim follows since $\psi(\eta_{|[\tau_N, \sigma]})$ is an SLE$_{\kappa}(\rho^L; \rho^R)$ process on $\mathcal{S}$ which almost surely hits its upper boundary in finite time; by continuity, it with high probability does so without traveling far in the lateral direction.

Reweighting the law of $\eta$ by $M$, yields an SLE$_{\kappa}(\tilde{\rho}^L; \tilde{\rho}^R)$ process. For each $N \geq 0$, let $\tau_N = \inf\{t \geq 0 : M_t = N\}$ and let $\sigma$ be the first time that $\eta$ hits either $\partial_L \mathcal{V}^+$ or $\partial_R \mathcal{V}^+$. For each $r \geq 0$, we let $\tau'_r$ be the largest time $t \leq \sigma$ that $\text{Im}(\eta(t)) = r$ (this corresponds to the first time that the time-reversal of $\eta_{|[0, \sigma]}$ hits the horizontal line through $ir$). Let $\eta_L$ and $\eta_R$ be the left and right dual flow lines of $h$ conditional on $\eta([0, \sigma])$ emanating from $\eta(\tau'_r)$ (i.e., the flow lines with angles $\pi$ and $-\pi$). Then
the law of the triple \((\eta, \eta_L, \eta_R)\) conditional on \(E_N = \{\tau_N < \tau_0\}\) converges weakly as \(N \to \infty\) to the corresponding triple with \(\eta\) replaced by an \(\text{SLE}_6(\hat{\rho}^L; \hat{\rho}^R)\) process with respect to the topology of local uniform convergence, modulo parameterization.

**Proof.** Conditional on \(E_N\), Proposition [5.1] implies that \(\eta\) evolves as an \(\text{SLE}_6(\hat{\rho}^L; \hat{\rho}^R)\) process up until time \(\tau_N\); afterwards it evolves as an \(\text{SLE}_6(\rho^L; \rho^R)\) process. We first observe that, for every \(t > 0\),

\[
\liminf_{N \to \infty} \mathbf{P}[\tau_N \geq t \mid E_N] = 1.
\]

Indeed, the reason for this is that if \(M_t \geq N\) then either \(|V_t^L - W_t| \geq N^\alpha\) or \(|V_t^R - W_t| \geq N^\alpha\) for \(\alpha = \alpha(\rho^L, \rho^R) > 0\). It follows from the definition of the driving function of an \(\text{SLE}_6(\hat{\rho}^L; \hat{\rho}^R)\) process [MS12a, Section 2] that with \(\xi_N = \inf\{t \geq 0 : |V_t^L - W_t| \wedge |V_t^R - W_t| \geq N^\alpha\}\) we have that \(\lim_{N \to \infty} \mathbf{P}[\xi_N \geq t \mid E_N] = 1\) for every \(t > 0\). Let \(\mathcal{V}^+_r = \{z \in \mathcal{V}^+ : \text{Im}(z) \leq r\}\) and \(F_{r,N} = \{\eta(\tau_N) \notin \mathcal{V}^+_r\}\). By the transience of \(\text{SLE}_6(\hat{\rho}^L; \hat{\rho}^R)\) processes [MS12a, Theorem 1.3], it thus follows that

\[
\liminf_{N \to \infty} \mathbf{P}[F_{r,N} \mid E_N] = 1 \quad \text{for every} \quad r > 0.
\]

With \(G_{r,N} = \{\eta([\tau_N, \sigma]) \cap \mathcal{V}^+_r = \emptyset\}\), we further claim that

\[
\liminf_{N \to \infty} \mathbf{P}[G_{r,N} \mid E_N] = 1 \quad \text{for every} \quad r > 0. \tag{5.5}
\]

To see this, let \(\psi\) be the conformal map from \(\mathcal{V}^+ \setminus \eta([0, \tau_N])\) to the horizontal strip \(\mathcal{S}\) with \(\psi(\eta(\tau_N)) = 0\), \(\psi(-1) = -\infty\), and \(\psi(1) = \infty\) (see Figure 5.9). For \(T > 0\), we let \(\mathcal{S}_T = \{z \in \mathcal{S} : \text{Re}(z) \leq T\}\). We are going to use Brownian motion estimates and the conformal invariance of Brownian motion to show that \(\mathbf{P}[\psi(\mathcal{V}^+_r) \subseteq \mathcal{S}_T \mid E_N] \to 1\) as \(N \to \infty\) but with \(r, T > 0\) fixed. Let \(w = \psi^{-1}(1/2i)\). By symmetry, the probability that a Brownian motion starting at \(1/2i\) first exits \(\mathcal{S}\) in \((-\infty, 0)\) is \(1/4\) (the same is likewise true for \((0, \infty)\)). Consequently, by the conformal invariance of Brownian motion, the probability that a Brownian motion starting at \(w\) first exits \(\mathcal{V}^+ \setminus \eta([0, \tau_N])\) on the left side of \(\eta([0, \tau_N])\) or in \([-1, x]\) is \(1/2\) (the same is likewise true for the right side of \(\eta([0, \tau_N])\) or \([x, 1]\)). Moreover, the probability that a Brownian motion starting at \(w\) exits first in \(\partial_L \mathcal{V}^+ \cup \partial_R \mathcal{V}^+\) is \(1/2\) (since a Brownian motion starting at \(1/2i\) in \(\mathcal{S}\) first exits \(\mathcal{S}\) in \(\mathbb{R} + i\) with probability \(1/2\)). The Beurling estimate [Law05, Theorem 3.69] thus implies that there exists a universal constant \(d_0 > 0\) such that

\[
|\text{Im}(\eta(\tau_N)) - \text{Im}(w)| \leq d_0. \tag{5.6}
\]

Indeed, if \(\text{Im}(w)\) differs from \(\text{Im}(\eta(\tau_N))\) by too much, the Beurling estimate implies that it is much more likely for a Brownian motion starting from \(w\) either to hit one side of \(\eta([0, \tau_N])\) or \(\partial_L \mathcal{V}^+ \cup \partial_R \mathcal{V}^+\) before hitting the other side of \(\eta([0, \tau_N])\). Using
the Beurling estimate again, we also see that for every $\epsilon > 0$ there exists $r'_{0} = r'_{0}(r, \epsilon)$ such that for all $r' \geq r'_{0}$ on the event $F_{r',N}$ the probability that a Brownian motion starting at $w$ first exits $\mathcal{V}^{+} \setminus \eta([0, \tau_{N}])$ in $\mathcal{V}^{+}_{\alpha}$ is at most $\epsilon$. The reason for this is that (5.6) implies that, on $F_{r',N}$, we have that $\text{Im}(w) \geq r' - d_{0}$. Consequently, conformal invariance of Brownian motion implies that, for each $T > 0$, there exists $\epsilon_{0} = \epsilon_{0}(T) > 0$ such that for all $\epsilon \in (0, \epsilon_{0})$ we have that $\psi(\mathcal{V}^{+}_{\alpha}) \subseteq \mathcal{S}_{T}$ on $F_{r',N}$ for $r' \geq r_{0}$.

Note that $\psi(\eta|_{[\tau_{N}, \sigma]})$ has the law of an SLE$_{\alpha}(\rho^{L}, \rho^{R})$ process in $\mathcal{S}$ with force points at $\pm \infty$ which almost surely hits the upper boundary of $\mathcal{S}$. By the continuity of such processes [MS12a Theorem 1.3], it follows that $\mathbb{P}[\psi(\eta|_{[\tau_{N}, \sigma]}) \subseteq \mathcal{S}_{T}] \to 1$ as $T \to \infty$. This completes the proof of (5.5).

It follows from what we have shown far that, for each $S > 0$, the conditional law of the GFF $h$ given $\eta$ and $E_{N}$ restricted to $\mathcal{V}^{+}_{S} \setminus \eta$ converges in the $N \to \infty$ limit to the corresponding GFF with $\eta$ replaced by an SLE$_{\alpha}(\rho^{L}, \rho^{R})$ process. The result follows since the continuity of $\eta_{L}$ and $\eta_{R}$ [MS12a Theorem 1.3] implies that $\mathbb{P}[\eta_{L} \cup \eta_{R} \subseteq \mathcal{V}^{+}_{S} | E_{N}]$ can be made as close to 1 as we like for large enough $S$.

**Lemma 5.15.** Suppose that $M_{t}$ is a continuous time martingale taking values in $[0, \infty)$ with continuous sample paths. For each $\alpha \geq 0$, let $\tau_{\alpha} = \inf\{t \geq 0 : M_{t} = \alpha\}$. Assume that $\mathbb{P}[\tau_{\alpha} < \infty] > 0$ for all $\alpha > 0$. Then for each $\epsilon > 0$ we have that

$$\mathbb{P}[\tau_{(1+\epsilon)\alpha} < \tau_{0} | \tau_{\alpha} < \tau_{0}] = \frac{1}{1 + \epsilon}.$$  

**Proof.** This is a basic fact about martingales. Indeed, we let $\mathcal{F}_{t}$ be the filtration generated by $M$. The optional stopping theorem implies that

$$\mathbb{E}[M_{\tau_{(1+\epsilon)\alpha} \wedge \tau_{0}} | \mathcal{F}_{\tau_{\alpha}}] 1_{\{\tau_{\alpha} < \tau_{0}\}} = \alpha 1_{\{\tau_{\alpha} < \tau_{0}\}}.$$  

On the other hand, we also have that

$$\mathbb{E}[M_{\tau_{(1+\epsilon)\alpha} \wedge \tau_{0}} | \mathcal{F}_{\tau_{\alpha}}] 1_{\{\tau_{\alpha} < \tau_{0}\}} = (1 + \epsilon)\alpha \mathbb{P}[\tau_{(1+\epsilon)\alpha} < \tau_{0} | \mathcal{F}_{\tau_{\alpha}}] 1_{\{\tau_{\alpha} < \tau_{0}\}}.$$  

Combining the two equations implies the result. \qed

**Lemma 5.16.** Suppose that $\gamma$ is a simple path in $\overline{H}$ which admits a continuous Loewner driving function $W(\gamma)$; let $g_{t}$ be the corresponding family of conformal maps. For each $t$, let $V_{t}^{L}(\gamma)$ (resp. $V_{t}^{R}(\gamma)$) be the image under $g_{t}$ of the leftmost (resp. rightmost) point of $\gamma([0, t]) \cap \mathbb{R}$. Let

$$M_{t}(\gamma) = |V_{t}^{L}(\gamma) - W_{t}(\gamma)|^{\alpha_{L}} |V_{t}^{R}(\gamma) - W_{t}(\gamma)|^{\alpha_{R}} |V_{t}^{L} - V_{t}^{R}|^{\alpha_{LR}}$$  

for constants $\alpha_{L}, \alpha_{R}, \alpha_{LR} \in \mathbb{R}$ (this should be thought of as the functional on paths described in Proposition 5.1 applied to $\gamma([0, t])$). For every $r, \epsilon > 0$, there exists
Figure 5.10: Suppose that $r > 0$ and that $\gamma, \tilde{\gamma}$ are simple paths in $\mathcal{H}$ starting at 0 that agree with each other after leaving $B(0, r)$. Let $\tau, \tilde{\tau}$ be the first time that $\gamma, \tilde{\gamma}$ exit $B(0, r)$, respectively. By reparameterizing $\gamma, \tilde{\gamma}$, we may assume without loss of generality that $\tau = \tilde{\tau}$ and that $\gamma|_{[\tau, \infty)} = \tilde{\gamma}|_{[\tau, \infty)}$. Let $M_t(\gamma)$ be the functional on paths described in Proposition 5.1 applied to $\gamma([0, t])$. That is, if $W_t(\gamma)$ is the Loewner driving function of $\gamma$ and $V_t^L(\gamma)$ (resp. $V_t^R(\gamma)$) denotes the image of the leftmost (resp. rightmost) point of $\gamma([0, t]) \cap \mathbb{R}$ under the Loewner flow, then $M_t(\gamma) = |V_t^L(\gamma) - W_t(\gamma)|^{\alpha_L}|V_t^R(\gamma) - W_t(\gamma)|^{\alpha_R}|V_t^L(\gamma) - V_t^R(\gamma)|^{\alpha_{LR}}$ for constants $\alpha_L, \alpha_R, \alpha_{LR} \in \mathbb{R}$. We prove in Lemma 5.16 that for every $\epsilon, r > 0$ there exists $R_0 = R_0(r, \epsilon) > 0$ such that for every $R \geq R_0$ we have that $1 - \epsilon \leq M_\tau(\gamma)/M_\tau(\tilde{\gamma}) \leq 1 + \epsilon$ where $\tau \geq \tau_r$ is a time such that $\gamma(\tau) = \tilde{\gamma}(\tau) \notin B(0, R)$.

$R_0 = R_0(r, \epsilon) > 0$ such that for every $R \geq R_0$ the following is true. Suppose that $\gamma, \tilde{\gamma}$ are simple paths in $\mathcal{H}$ which agree with each other after exiting $B(0, r)$. Assume further that $\gamma, \tilde{\gamma}$ are parameterized so that with $\tau, \tilde{\tau}$ the first time that each exits $B(0, r)$, we have that $\tau = \tilde{\tau}$ and $\gamma|_{[\tau, \infty)} = \tilde{\gamma}|_{[\tau, \infty)}$. Let $\tau \geq \tau_r$ be a time so that $\gamma(\tau) = \tilde{\gamma}(\tau) \notin B(0, R)$. Then

$$1 - \epsilon \leq \frac{M_\tau(\gamma)}{M_\tau(\tilde{\gamma})} \leq 1 + \epsilon.$$  

See Figure 5.10 for an explanation of the setup of Lemma 5.16. The idea of the proof is to use a Brownian motion estimate to show that the ratio of $|V_q^q(\gamma) - W_\tau(\gamma)|/|V_q^q(\tilde{\gamma}) - W_\tau(\tilde{\gamma})|$ is close to 1 for $q \in \{L, R\}$.

**Proof of Lemma 5.16.** Since $|V_t^R(\gamma) - V_t^L(\gamma)| = |V_t^R(\gamma) - W_t(\gamma)| + |W_t(\gamma) - V_t^L(\gamma)|$ (and likewise with $\tilde{\gamma}$ in place of $\gamma$), it suffices to show that there exists $R_0 = R_0(r, \epsilon) > 0$ such that $R \geq R_0$ implies

$$1 - \epsilon \leq \frac{|V_q^q(\gamma) - W_\tau(\gamma)|}{|V_q^q(\tilde{\gamma}) - W_\tau(\gamma)|} \leq 1 + \epsilon \quad \text{for} \quad q \in \{L, R\}.$$
Let $L_t(\gamma)$ (resp. $R_t(\gamma)$) be the left (resp. right) side of $\gamma([0,t])$ and let $L_t(\tilde{\gamma})$, $R_t(\tilde{\gamma})$ denote the analogous quantities with $\tilde{\gamma}$ in place of $\gamma$. Let $P_{iy}$ denote the law of a Brownian motion $B$ starting at $iy$ and let $\zeta(t; \gamma)$ be the first time that $B$ exits $H \setminus \gamma([0,t])$. The conformal invariance of Brownian motion implies that

$$|V^q_t(\gamma) - W^q_t(\gamma)| = \lim_{y \to \infty} y P_{iy}[B_{\zeta(t; \gamma)} \in q_t(\gamma)] \quad \text{for} \quad q \in \{L, R\}$$

and likewise with $\tilde{\gamma}$ in place of $\gamma$. Thus it suffices to show that there exists $R_0 = R_0(r, \varepsilon) > 0$ such that $R \geq R_0$ implies

$$1 - \varepsilon \leq \frac{P_{iy}[B_{\zeta(\tau; \gamma)} \in q_\tau(\gamma)]}{P_{iy}[B_{\zeta(\tau; \gamma)} \in q_\tau(\tilde{\gamma})]} \leq 1 + \varepsilon$$

(5.7)

for all large $y > 0$ and $q \in \{L, R\}$.

To see that (5.7) holds, we are going to argue that by making $R$ large enough, the conditional probability that $B$ first exits $H \setminus \gamma([0, \tau])$ in the left side of $\gamma([0, \tau])$ given that it first exits in $R_\varepsilon(\gamma)$ is at most $\varepsilon$ (the case when $R$ and $L$ are swapped is analogous). Let $\zeta_R$ be the first time $t$ that $B$ hits the connected component of $\partial B(0, \frac{1}{2} R) \setminus \gamma([0, \tau])$ which lies to the right of $\gamma([0, \tau])$. We are going to establish our claim by arguing that there exists constants $C_1, C_2 > 0$ such that

$$P_{B_{\zeta_R}}[B_{\zeta(\tau; \gamma)} \in R_\tau(\gamma)] \geq C_1 \arg(B_{\zeta_R})$$

and

$$P_{B_{\zeta_R}}[B_{\zeta(\tau; \gamma)} \in R_\tau(\gamma)] \leq C_2 \left( \arg(B_{\zeta_R} - r) - \arg(B_{\zeta_R} + r) \right).$$

This suffices because by making $R$ sufficiently large, we can make the latter as small as we want relative to the former uniformly in the realization of $B_{\zeta_R}$. To see the former, we note that it is easy to see that $P_{B_{\zeta_R}}[B_{\zeta(\tau; \gamma)} \in R_\tau(\gamma)]$ is at least a constant $C_1 > 0$ times the probability that a Brownian motion starting at $B_{\zeta_R}$ first exits $H$ in $(-\infty, 0]$. This probability is explicitly given by $\frac{1}{\pi} \arg(B_{\zeta_R})$. To see the latter, we also note that it is also easy to see that $P_{B_{\zeta_R}}[B_{\zeta(\tau; \gamma)} \in R_\tau(\gamma)]$ is at most a constant $C_2 > 0$ times the probability a Brownian motion starting at $B_{\zeta_R}$ first exits $H$ in $[-r, r]$. This probability is explicitly given by $\frac{1}{\pi} (\arg(B_{\zeta_R} - r) - \arg(B_{\zeta_R} + r))$, which completes the proof.

**Lemma 5.17.** We suppose that we have the same setup as described in the statement of Lemma 5.14. Let $M_t(\gamma)$ be the functional on paths described in Proposition 5.1 (so that $M_t := M_t(\eta)$ is a martingale for $\eta \sim \text{SLE}_6(\rho^L; \rho^R)$). Fix $r > 0$ and let $\eta_L, \eta_R$ be the left and right dual flow lines emanating from $\eta(\tau^*_r)$. For a simple path $\gamma$, let $\tau_N(\gamma) = \inf\{t \geq 0 : M_t(\gamma) = N\}$. Let $E_{N,r}$ be the event that $\cap_{\gamma} \{\tau_N(\gamma) < \tau_0(\gamma)\}$ where the intersection is over the set of paths $\gamma$ which can be written as a concatenation of a simple path which connects $x$ to $\eta(\tau^*_r)$ and lies in the region of $\mathcal{V}^+$ between $\eta_L$ and $\eta_R$ with $\eta|_{[\tau^*_r, \infty)}$. Then $\lim_{N \to \infty} P[E_{N,r} | E_N] = 1.$
Proof. This follows by combining Lemmas 5.14, 5.16. Indeed, Lemma 5.14 implies that the law of the dual flow lines $\eta_L$ and $\eta_R$ conditional on $E_N$ has a limit as $N \to \infty$. This in turn implies that the maximal height $Y_r$ reached by $\eta_L$ and $\eta_R$ before exiting $\mathcal{V}^+$ is tight conditional on $E_N$ as $N \to \infty$. By the argument in the proof of Lemma 5.14, we also know that $\text{Im}(\eta(\tau_N))$ converges to $\infty$ conditional on $E_N$ as $N \to \infty$. Consequently, Lemma 5.16 implies that if $\gamma$ is any path which arises by concatenating any simple path which lies between $\eta_L$ and $\eta_R$ and connects $x$ to $\eta(\tau'_r)$ with $\eta|_{[\tau'_r,\sigma]}$ then

$$\frac{M_{\tau_N}(\gamma)}{M_{\tau_N}(\eta)} = 1 + o(1)$$

(5.8)

with high probability conditional on $E_N$ as $N \to \infty$. The result now follows since Lemma 5.15 implies that, on the event \(\{\tau_N < \tau_0\}\), we have that \(\{\tau(1+\epsilon)_N < \tau_0\}\) occurs with probability \((1 + \epsilon)^{-1}\). Combining this with (5.8) implies that \(\liminf_{N \to \infty} P[E_{N,r} | E_N] \geq (1 + \epsilon)^{-1}\). This completes the proof of the result since this holds for all $\epsilon > 0$.

We now have all of the ingredients to complete the proof of Proposition 5.12.

Proof of Proposition 5.12. Fix $r > 0$. We first assume that our reverse stopping time $\tau'_r$ satisfies $\tau'_r \leq \tau'_r$, the first time that the reversed path hits the horizontal line through $ir$. Once we prove the result for reverse stopping times of this form, the result follows for general reverse stopping times because we can take a limit as $r \to \infty$. Let $\eta$ be the flow line of a GFF $h$ whose boundary data is as depicted in Figure 5.9 and we let $M_t$ be the martingale as in Proposition 5.1. For each $N \geq 0$, let $\tau_N = \{t \geq 0 : M_t = N\}$ and let $E_N = \{\tau_N < \tau_0\}$. Then, for $N \geq 1$, the law of $\eta$ conditional on $E_N$ is an SLE$_\kappa(\hat{\rho}_L; \hat{\rho}_R)$ process until time $\tau_N$, after which it evolves as an SLE$_\kappa(\rho_L; \rho_R)$ process. Lemma 5.13 implies that the law of the (unconditioned) triple $(\eta, \eta_L, \eta_R)$ is invariant under the kernel $K$ which resamples $\eta|_{[0,\tau]}$ as an SLE$_\kappa(\frac{\kappa}{2} - 2; \frac{\kappa}{2} - 2)$ process in the connected component of $\mathcal{V}^+ \setminus (\eta_L \cup \eta_R)$ which contains $x$. This implies that the law of the triple $(\eta, \eta_L, \eta_R)$ conditional on $E_N$ is invariant under the kernel $K^N$ which resamples $\eta|_{[0,\tau]}$ as an SLE$_\kappa(\frac{\kappa}{2} - 2; \frac{\kappa}{2} - 2)$ process but restricted to the set of paths which do not affect whether the event $E_N$ occurs. The result then follows from Lemma 5.17.

6 The time-reversal satisfies the conformal Markov property

We are now ready to prove the special case of Theorem 1.1 for ordinary SLE$_\kappa$ by showing that the time-reversal of SLE$_\kappa$ satisfies the domain Markov property and is
Figure 6.1: Suppose that $\eta$ is an SLE$\kappa$ process in a Jordan domain $D$ from $x$ to $y$ with $x, y \in \partial D$ distinct. Let $\tau'$ be a reverse stopping time for $\eta$ and let $\eta_1 = \eta_{[0,\tau']}$. Let $\eta_L$ and $\eta_R$ be the dual flow lines starting at $z = \eta(\tau')$ as in the statement of Proposition 5.12 (conditional on $\eta$, we sample a GFF in the left and right complementary connected components with the boundary data as shown and take $\eta_L, \eta_R$ to be the flow lines starting at $\eta(\tau')$ with angles $\pi, -\pi$, respectively). Proposition 5.12 implies that if we condition on $\eta_2 \cup \eta_L \cup \eta_R$, we can resample $\eta_1$ as an SLE$\kappa$($\kappa_2 - 2; \kappa_2 - 2$) process. Similarly, if we condition on $\eta_1 \cup \eta_2$, we can resample either $\eta_L$ or $\eta_R$ as described above. As explained in the proof of Theorem 6.1, this invariance under resampling uniquely determines the conditional law of the triple $(\eta_L, \eta_R, \eta_1)$, given $\eta_2$. In particular, this implies that $\eta_1$ is an SLE$\kappa$ process in $D \setminus \eta_2$ from $x$ to $z$ since SLE$\kappa$ from $x$ to $z$ in $D \setminus \eta_2$ satisfies the same resampling property.

conformally invariant. This suffices since it was proved by Schramm [Sch00] that these properties characterize SLE$\kappa$ (the value of $\kappa$ is preserved because the almost sure Hausdorff dimension of the SLE$\kappa$ trace is $1 + \frac{\kappa}{8}$ [Bel08] and this property is obviously invariant under time-reversal). We will subsequently explain how this argument can be extended to prove that the time-reversal of SLE$\kappa$($\rho$) for $\rho \in (-2, 0]$ also satisfies the domain Markov property and is conformally invariant. The proof that SLE$\kappa$($\rho$) (and more generally that SLE$\kappa$($\rho_1; \rho_2$)) is reversible will be postponed until the next section, however, since we will need some additional machinery.

**Theorem 6.1.** Suppose that $D$ is a Jordan domain and $x, y \in \partial D$ are distinct. Suppose that $\eta$ is an SLE$\kappa$ process in $D$ from $x$ to $y$. Then the law of the time-reversal $R(\eta)$ of $\eta$ has the law of an SLE$\kappa$ process from $y$ to $x$ in $D$, up to reparameterization. In other words, ordinary SLE$\kappa$ has time-reversal symmetry.

**Proof.** It is enough to show a reverse domain Markov property by [Sch00] namely
that if (in the setting of Figure 6.1) we condition on \( \eta_2 = \eta|_{t',\infty} \) where \( t' \) is a reverse stopping time for \( \eta \), then the conditional law of \( \eta_1 = \eta|_{[0,t']} \) is that of an ordinary \( \text{SLE}_\kappa \) in \( D \setminus \eta_2 \) from \( x \) to \( z = \eta(t') \). Let \( \eta_L, \eta_R \) be dual flow lines emanating from \( z = \eta(t') \) as in the statement of Proposition 5.12 (see Figure 6.1 for further explanation of the setup).

We know how to resample any one of \( \eta_1 \) or \( \eta_L \) or \( \eta_R \) given the realization of the other two (\( \eta_2 \) is fixed). We claim that these resampling rules determine the joint law of these three paths. Indeed, if we condition on initial segments of \( \eta_L \) and \( \eta_R \), then the fact that the resampling law determines the law of the remainder of these paths and of \( \eta_1 \) follows from argument used to prove Theorem 4.1. To be more explicit, the conditional law of \( (\eta_1, \eta_L, \eta_R) \) (given the two initial segments) must be that of ordinary flow lines off a \( \text{GFF} \) conditioned on the positive probability event that \( \eta_L \) and \( \eta_R \) do not intersect (since this conditioned law satisfies the same resampling properties). In particular, the law of \( \eta_L \) and \( \eta_R \) is in the setting of Proposition 5.10, so it is indeed determined; and given these two paths, we know how to sample \( \eta_1 \). This completes the proof of the domain Markov property because we know that ordinary \( \text{SLE}_\kappa \) in \( D \setminus \eta_2 \) from \( x \) to \( z \) satisfies the same resampling rule.

The conformal Markov characterization implies that \( R(\eta) \) is an \( \text{SLE}_{\tilde{\kappa}} \) process from some \( \tilde{\kappa} \). We note that \( \tilde{\kappa} = \kappa \) (the same value as for \( \eta \)) because the dimension of an \( \text{SLE}_\kappa \) process is almost surely \( 1 + \frac{2}{8} \) \cite{Berestycki2008} and this property is obviously preserved under time-reversal.

We are now going to extend the proof of Theorem 6.1 to show that the time-reversal \( R(\eta) \) of \( \eta \) is conformally invariant and satisfies the domain Markov property with one extra marked point (see also Figure 6.2).

**Theorem 6.2.** Let \( D \subseteq \mathbb{C} \) be a Jordan domain and fix \( x, y \in \partial D \) distinct. Suppose that \( \kappa \in (0, 4) \) and \( \rho \in (-2, 0] \). Let \( \eta \) be an \( \text{SLE}_\kappa(\rho) \) process in \( D \) from \( x \) to \( y \) with the single force point located at \( x \). Then the time-reversal \( R(\eta) \) of \( \eta \) is conformally invariant and satisfies the domain Markov property with one extra marked point.

We remark that it is possible to extend the proof of Theorem 6.2 to include the case that \( \rho > 0 \). The reason we chose to omit this particular case is that, using a technique which will be relevant for proving the reversibility of \( \text{SLE}_\kappa(\rho_L; \rho_R) \), we are also able to deduce the reversibility of \( \text{SLE}_\kappa(\rho) \) for \( \rho > 0 \) from the reversibility of \( \text{SLE}_\kappa(\rho) \) for \( \rho \in (-2, 0] \). We also note that it is possible to extend the proof of Theorem 6.2 to show that the law of an \( \text{SLE}_\kappa(\rho_L; \rho_R) \) process given the realization of a terminal segment is conformally invariant and satisfies the domain Markov property with two extra marked points. We do not include this here because these properties actually do not single out the class of \( \text{SLE}_\kappa(\rho_1; \rho_2) \) processes and we use another approach in the next section to prove reversibility in this setting.
Figure 6.2: The left side of the figure is the same as Figure 6.1 except with an additional path: a flow line of angle $\theta > 0$ from $x$ to $y$ that goes to the left $\eta_1 \cup \eta_2$. (Note that $\eta_\theta$ either crosses $\eta_L$, as shown in the figure, or stays to its left, depending on $\theta$.) We can conformally map $D \setminus \eta_2$ to the half-infinite vertical strip $\mathbb{V}^+$ in the right panel, just as in Figure 6.1. The right panel has four marked boundary points, and we already have a recipe for producing the paths: namely, we draw $\psi(\eta_1)$ as an ordinary SLE$_\kappa$, then we sample the GFF with the illustrated boundary conditions, and then draw the other paths as flow lines with illustrated angles. This recipe immediately implies that law of the triple $(\psi(\eta_\theta), \psi(\eta_1), \psi(\eta_L))$ is a conformal invariant that does not depend on the point labeled $\alpha$ on the right. In particular, this implies that the conditional law of $\psi(\eta_1)$ given $\psi(\eta_\theta)$ does not depend on $\alpha$. We have not given an explicit description of this law but we will not need one. One indirect way to describe it (that actually uses $\alpha$) is to fix $\psi(\eta_\theta)$ and note that we have a recipe for resampling each of the paths $\psi(\eta_1), \psi(\eta_R)$ and $\psi(\eta_L)$ (stopped when it first hits $\psi(\eta_\theta)$) as GFF flow lines once we condition on the other two. By Proposition 5.12 this determines the law of the triple given $\psi(\eta_\theta)$, and in particular the law of $\psi(\eta_1)$ given $\psi(\eta_\theta)$.

**Proof of Theorem 6.2.** As explained in the caption of Figure 6.2, we can take $\eta = \eta_1 \cup \eta_2$ to be an ordinary SLE$_\kappa$ process from $x$ to $y$ in $D$, coupled with the GFF in the usual way, and then draw a flow line $\eta_\theta$ with angle $\theta > 0$ to its left. By Figure 2.5, we know that the conditional law of $\eta$ given $\eta_\theta$ is that of an SLE$_\kappa(\theta\lambda/\lambda - 2)$ process in the right connected component of $D \setminus \eta_\theta$. We want to show that the law of $\eta_1$ given $\eta_2 \cup \eta_\theta$ is a conformal invariant of the connected component of the domain $D \setminus (\eta_2 \cup \eta_\theta)$ which contains $x$ that depends only on the three points on the boundary: $x$, $z$, and the first place $w$ after $x$ at which $\eta_\theta$ hits $\eta_2$. Since we know how to resample $\eta_1$ given $\eta_\theta$ and $\eta_2$ (as explained in Figure 6.1), it follows that the law of $\eta_1$ given $\eta_2 \cup \eta_\theta$ is conformally invariant and depends on four boundary points $(x, z, w, and
the right side of $y$). Thus we just need to show that the right side of $y$ is irrelevant. This is explained in caption of Figure 6.2, which completes the proof. □

7 Proof of Theorem 1.1

The completion of the proof of Theorem 1.1 will require several steps. First, we will observe that with a little thought, Theorem 6.2 implies the reversibility of $\text{SLE}_\kappa(\rho)$ with a single force point of any weight $\rho \in (-2, 0]$. Then, we will make use of more conditioning tricks using flow lines of the GFF in order to obtain the result for all $\rho > -2$ and, more generally, two force points $\rho^L, \rho^R > -2$.

7.1 One boundary force point; $\rho \in (-2, 0]$

Suppose that $\eta \sim \text{SLE}_\kappa(\rho)$ in a Jordan domain $D$ from $x$ to $y$ with a single force point at $x^+$ with weight $\rho \in (-2, 0]$. By Theorem 6.2, we know that the time-reversal $R(\eta)$ of $\eta$ is conformally invariant and satisfies the domain Markov property with one force point. Moreover, [MS12a, Lemma 7.16] implies that $\eta \cap D$ almost surely has zero Lebesgue measure if $\partial D$ is smooth. Therefore Theorem 1.4 implies that there exists $\tilde{\rho}$ such that $R(\eta) \sim \text{SLE}_\kappa(\tilde{\rho})$ in $D$ from $y$ to $x$. We know that the value of $\kappa$ associated with $R(\eta)$ is the same as that associated with $\eta$ since the Girsanov theorem implies that the law of $\eta$ is mutually absolutely continuous with respect to the law of ordinary $\text{SLE}_\kappa$ when it is not hitting the boundary. Since the latter almost surely has Hausdorff dimension $1 + \frac{\kappa}{8}$ [Bef08], so does the former. The claim follows because this property is obviously invariant under time-reversal. Thus to complete the proof of Theorem 1.1 in this case, we just need to show that $\rho = \tilde{\rho}$.

Let $P = P(\kappa)$ be the set weights $\rho > -2$ such that there exists $\tilde{\rho} > -2$ so that the time-reversal of an $\text{SLE}_\kappa(\rho)$ process is an $\text{SLE}_\kappa(\tilde{\rho})$ process. Note that $(-2, 0] \subseteq P$. Let $R: P \rightarrow P$ be the function that maps $\rho \in P$ to the corresponding weight for the time-reversal. We are now going to argue that $R$ is the identity. Observe that $R$ has the following properties:

1. $R(R(\rho)) = \rho$ [the time-reversal of the time-reversal is the original path]

2. $R$ is injective [if $R(\rho) = R(\tilde{\rho})$ then $\rho = R(R(\rho)) = R(R(\tilde{\rho})) = \tilde{\rho}$]

3. $R$ is continuous [if $\rho_n \rightarrow \rho$ and $\eta_n \sim \text{SLE}_\kappa(\rho_n)$, then $\eta_n \rightarrow \eta \sim \text{SLE}_\kappa(\rho)$ so $R(\eta_n) \rightarrow R(\eta)$; the convergence is weak convergence with the topology induced by local uniform convergence on the Loewner driving function.]
Theorem 1.1 for one boundary force point whose weight is in $(-\infty, -1)$ when $\rho > \rho_n$. This will require two steps. We will first prove the reversibility of $\text{SLE}_\kappa(\rho^L; \rho^R)$ when $\rho^L > -2$ and $\rho^R \geq 0$. This, in particular, will fill in the missing gap of the reversibility of $\text{SLE}_\kappa(\rho)$ when $\rho \geq 0$. We will prove this by considering a configuration of flow lines $\eta_1, \eta_2$ of a GFF such that $\eta_1$ is reversible given $\eta_2$ and $\eta_2$ is reversible given $\eta_1$ and then use Theorem 4.1, our characterization of bi-chordal $\text{SLE}$, to deduce the reversibility of the whole configuration. Second, we will deduce from this the reversibility of $\text{SLE}_\kappa(\rho^L; \rho^R)$ for general $\rho^L, \rho^R > -2$ by considering another configuration of flow lines.

Lemma 7.1. Suppose that $D \subseteq \mathbb{C}$ is a Jordan domain and fix $x, y \in \partial D$ distinct. Suppose that $\eta \sim \text{SLE}_\kappa(\rho^L; \rho^R)$ from $x$ to $y$ with $\rho^L > -2$ and $\rho^R \geq 0$ and with the weights located at $x^-, x^+$, respectively. The time-reversal $\mathcal{R}(\eta)$ of $\eta$ is an $\text{SLE}_\kappa(\rho^R; \rho^L)$ process in $D$ with the weights located at $y^-, y^+$, respectively.

Proof. Fix $\rho^L, \rho^R \in (-2, 0]$. Suppose that $h$ is a GFF on $D$ whose boundary data is as described in Figure 7.1. Let $\theta_1 = \lambda/\chi$ and $\theta_2 = -\lambda/\chi$. For $i = 1, 2$, let $\eta_{\theta_i}$ be the flow line of $h$ with angle $\theta_i$. Then $\eta_{\theta_1}$ is an $\text{SLE}_\kappa(\rho^L; 2 + \rho^R)$ process in $D$ from $x$ to $y$ with the force points located at $x^-, x^+$, respectively, and likewise $\eta_{\theta_2}$ is an $\text{SLE}_\kappa(2 + \rho^L; \rho^R)$ process. Moreover, the law of $\eta_{\theta_1}$ given $\eta_{\theta_2}$ is an $\text{SLE}_\kappa(\rho^L; 0)$ in the left connected component $D_2$ of $D \setminus \eta_{\theta_1}$ and the law of $\eta_{\theta_2}$ given $\eta_{\theta_1}$ is an $\text{SLE}_\kappa(0; \rho^R)$ in the right connected component $D_1$ of $D \setminus \eta_{\theta_1}$ (see Figure 2.5). Therefore by Theorem 1.1, for one boundary force point whose weight is in $(-2, 0]$, which we proved in the previous subsection, we know that the law of the time-reversal $\mathcal{R}(\eta_{\theta_1})$ of $\eta_{\theta_1}$ given the time-reversal $\mathcal{R}(\eta_{\theta_2})$ of $\eta_{\theta_2}$ has the law of an $\text{SLE}_\kappa(0; \rho^L)$ in $D_2$ from

(4) $R(0) = 0$ [the time-reversal symmetry of ordinary $\text{SLE}_\kappa$ is Theorem 6.1 and was already known \cite{Zha08, Dub09a}.]

(5) $\lim_{\rho \downarrow 2} R(\rho) = -2$ [if $\rho_n \downarrow -2$ and $\eta_n \sim \text{SLE}_\kappa(\rho_n)$, then $\eta_n$ converges to $\mathbb{R}_+$ so that $\mathcal{R}(\eta_n)$ converges to $\mathbb{R}_+$; recall Figure 2.5]

Properties (2) and (3) imply that $R|_{(-2, 0]}$ is monotonic and properties (4) and (5) imply that $R|_{(-2, 0]}$ is increasing. The only increasing function on $(-2, 0]$ satisfying (1) is the identity. Indeed, if $R(\rho) > \rho$ for some $\rho > -2$, then since $R$ is increasing, we must have that $R(R(\rho)) > R(\rho)$. But $R(R(\rho)) = \rho$, an obvious contradiction. Likewise, it cannot be that $\rho > R(\rho)$.

7.2 Two boundary force points

We are now going to complete the proof of Theorem 1.1 by deducing the reversibility of $\text{SLE}_\kappa(\rho^L; \rho^R)$ for all $\rho^L, \rho^R > -2$ from the reversibility of $\text{SLE}_\kappa(\rho)$ for $\rho \in (-2, 0]$. This will require two steps. We will first prove the reversibility of $\text{SLE}_\kappa(\rho^L; \rho^R)$ when $\rho^L > -2$ and $\rho^R \geq 0$. This, in particular, will fill in the missing gap of the reversibility of $\text{SLE}_\kappa(\rho)$ when $\rho \geq 0$. We will prove this by considering a configuration of flow lines $\eta_1, \eta_2$ of a GFF such that $\eta_1$ is reversible given $\eta_2$ and $\eta_2$ is reversible given $\eta_1$ and then use Theorem 4.1, our characterization of bi-chordal $\text{SLE}$, to deduce the reversibility of the whole configuration. Second, we will deduce from this the reversibility of $\text{SLE}_\kappa(\rho^L; \rho^R)$ for general $\rho^L, \rho^R > -2$ by considering another configuration of flow lines.
Figure 7.1: Fix \( \rho^L, \rho^R \in (-2, 0] \). The configuration of paths used to prove the reversibility of \( \text{SLE}_\kappa(\rho^L; \rho^R + 2) \) and \( \text{SLE}_\kappa(\rho^L + 2; \rho^R) \) is illustrated above. Suppose that \( h \) is a GFF on a Jordan domain \( D \) with the boundary data depicted above. Let \( \eta_1, \eta_2 \) be the flow lines of \( h \) with angles \( \theta_1 = \lambda/\chi \) and \( \theta_2 = -\lambda/\chi \). Then \( \eta_1 \sim \text{SLE}_\kappa(\rho^L; 2 + \rho^R) \). Moreover, the conditional law of \( \eta_1 \) given \( \eta_2 \) is an \( \text{SLE}_\kappa(\rho^R) \). Consequently, by the one boundary force point case for \( \rho \in (-2, 0] \), the conditional law of the time-reversal \( \mathcal{R}(\eta_1) \) given the time-reversal \( \mathcal{R}(\eta_2) \) of \( \eta_2 \) is an \( \text{SLE}_\kappa(\rho^R) \) and the conditional law of \( \mathcal{R}(\eta_2) \) given \( \mathcal{R}(\eta_1) \) is an \( \text{SLE}_\kappa(\rho^L) \). By Theorem 4.1, this characterizes the law of \( (\mathcal{R}(\eta_1), \mathcal{R}(\eta_2)) \) and, in particular, implies that \( \mathcal{R}(\eta_1) \sim \text{SLE}_\kappa(2 + \rho^R; \rho^L) \) from \( y \) to \( x \) in \( D \) and similarly \( \mathcal{R}(\eta_2) \sim \text{SLE}_\kappa(\rho^R; 2 + \rho^L) \). By iterating this argument, we can prove the reversibility of \( \text{SLE}_\kappa(\rho^L; \rho^R) \) for all \( \rho^L > -2 \) and \( \rho^R \geq 0 \).

The argument in the previous paragraph in particular implies the reversibility of \( \text{SLE}_\kappa(\rho) \) processes for \( \rho \in (0, 2) \). Thus we can re-run the argument but now with the restriction \( \rho^L, \rho^R \in (-2, 2) \). Iterating this proves the result for all \( \rho^L > -2 \) and \( \rho^R \geq 0 \). □

We now have all of the ingredients needed to complete the proof of Theorem 1.1.

Proof of Theorem 1.1. Suppose that \( h \) is a GFF on \( D \) whose boundary data is as indicated in Figure 7.2 where \( \rho > 0 \) is very large and \( \rho^L > -2 \). Fix \( \rho^R > -2 \) and...
Figure 7.2: The configuration of paths used to prove the reversibility of SLE\(_{κ}(ρ^L; ρ^R)\) process for \(ρ^L, ρ^R > -2\) assuming Lemma 7.1. Suppose that \(h\) is a GFF on a Jordan domain \(D\) with the boundary data depicted above for \(ρ^L > -2\) and \(ρ > 0\) very large. Let \(η\) be the flow line of \(h\) and \(η_θ\) the flow line with angle \(θ < 0\) chosen so that \(ρ^R = -θχ/λ - 2\). Then \(η \sim \text{SLE}_κ(ρ^L; ρ)\), so \(R(η) \sim \text{SLE}_κ(ρ; ρ^L)\) since \(ρ\) is large. Moreover, conditionally on \(R(η)\), we know from Figure 2.5 that \(η_θ \sim \text{SLE}_κ(−θχ/λ - 2; ρ + θχ/λ)\). Thus the law of \(R(η_θ)\) conditionally on \(R(η)\) is an SLE\(_{κ}(ρ + θχ/λ; −θχ/λ - 2)\). Therefore we know the joint law of \((R(η), R(η_θ))\), from which it is easy to see that \(R(η)\) conditionally on \(R(η_θ)\) is an SLE\(_{κ}(ρ^R; ρ^L)\) process. This proves the theorem since \(η\) conditionally on \(η_θ\) is an SLE\(_{κ}(ρ^L; ρ^R)\) process (again by Figure 2.5).

7.3 Whole plane SLE and variants

If \(η: [0, ∞] → \mathbb{C}\) is a continuous path from 0 to \(∞\), then we consider the map \(R(η)(t) = [1/η(1/t)]\) (up to monotone reparameterization of time) to be the “time-
reversal” of $\eta$. We state Theorem 7.2 below as a contingent result about whole-plane time-reversal: the conclusion will depend on the existence and uniqueness of a law for a random pair of paths that has certain properties. In a subsequent work, we will explicitly construct pairs of paths with these properties as flow lines of the Gaussian free field (plus a multiple of the argument function) and establish the uniqueness of their laws as arguments similar to the one used for bichordal SLE processes here [MS13]. One result of this form was already proved by Zhan in [Zha10a].

**Theorem 7.2.** Suppose that $\eta_1$ and $\eta_2$ are random continuous paths in $\mathbb{C}$ from $0$ to $\infty$ for which the following hold:

1. Conditioned on $\eta_2$, the law of $\eta_1$ is that of an SLE$_{\kappa}(\rho^L; \rho^R)$ from $0$ to $\infty$ in $\mathbb{C} \setminus \eta_2$.

2. Conditioned on $\eta_1$, the law of $\eta_2$ is that of an SLE$_{\kappa}(\rho^R; \rho^L)$ from $0$ to $\infty$ in $\mathbb{C} \setminus \eta_1$.

If $\eta_1$ and $\eta_2$ are the unique random paths that have these properties then the law of the pair $(\eta_1, \eta_2)$ is equal to the law of its time-reversal $(\mathcal{R}(\eta_1), \mathcal{R}(\eta_2))$ (up to monotone reparameterization).

**Proof.** The law of the pair of paths is invariant under the operation of successively resampling the two paths as SLE$_{\kappa}(\rho^L; \rho^R)$ and SLE$_{\kappa}(\rho^R; \rho^L)$ processes, which have time-reversal symmetry by Theorem 1.1. We conclude $(\mathcal{R}(\eta_1), \mathcal{R}(\eta_2))$ satisfies the properties described in the theorem statement, which were assumed to uniquely characterize the law of $(\eta_1, \eta_2)$. Thus the pair $(\mathcal{R}(\eta_1), \mathcal{R}(\eta_2))$ must have the same law as the pair $(\eta_1, \eta_2)$. \qed

In particular this will imply that each of $\eta_1$ and $\eta_2$ separately has time-reversal symmetry. As we show in [MS13], there is a natural one-parameter family of laws for $\eta_1$ that can be constructed in this way, by considering the Gaussian free field couplings of Section 8 but replacing the strip with a cylinder on which a multi-valued version of the Gaussian free field is defined (so that height changes by a constant as one makes a revolution around the cylinder), and taking $\eta_1$ and $\eta_2$ to be flow lines of different angles.

### 8 Multiple force points

#### 8.1 Time reversal and free field perturbations

In this section, we will make a series of observations that will lead to a proof of Theorem 1.5. We will now illustrate what Theorem 1.1 tells us about the couplings of
Figure 8.1: Consider a GFF $h$ on the infinite vertical strip $\mathcal{V} = [-1, 1] \times \mathbb{R}$ whose boundary values are depicted on the left side above. The flow line $\eta$ of $h$ from the bottom to the top is an SLE$_{\kappa}(\rho^L; \rho^R)$ process (we will calculate the values of $\rho^L, \rho^R$ in Figure 8.2). To go from the left side of the figure to the right side, we add to $h$ on the left side of $\eta$ the harmonic function whose boundary values are equal to $2\lambda'$ along left side of $\eta$ and $2a$ along the left strip boundary $\partial_L \mathcal{V}$. On the right side of $\eta$, we add to $h$ the harmonic function whose boundary values are equal to $-2\lambda'$ along the right side of $\eta$ and $-2b$ along the right strip boundary $\partial_R \mathcal{V}$. By the reversibility of SLE$_{\kappa}(\rho^L; \rho^R)$ processes (Theorem 1.1), the resulting field is a GFF with the boundary data indicated on the right side and the time-reversal $R(\eta)$ of $\eta$ is the flow line of this new field from the top to the bottom.

Figure 8.2: Extending the black and red paths horizontally at the bottom (as though the domain were the half strip $\mathcal{V}^+ = [-1, 1] \times \mathbb{R}_+$) we find that the gap between the heights (red height minus black height) along the lower boundary is $-\lambda + a - \frac{\pi}{2} \chi = a - \lambda - \lambda(4 - \kappa)/4 = a - (2 - \kappa/4)\lambda$. Dividing by $\lambda$ gives a force point strength of $\rho^L = a/\lambda - 2 + \kappa/4$ (see Figure 2.4). Symmetrically we find $\rho^R = b/\lambda + \kappa/4 - 2$. In particular, if $a = b = \lambda'$ we find $\rho^L = \rho^R = \frac{\kappa}{2} - 2$. 73
SLE_κ(ρ^L; ρ^R) processes with the GFF described in Section 2.2 and [MS12a]. Consider the infinite vertical strip \( \mathcal{V} = [-1, 1] \times \mathbb{R} \) with boundary conditions \(-a\) on the left side \(\partial_L \mathcal{V}\) and \(b\) on the right side \(\partial_R \mathcal{V}\), as in the left panel of Figure 8.1.

By Figure 2.4 the flow line path corresponds to an SLE_κ(ρ^L; ρ^R) process from the bottom of \( \mathcal{V} \) to the top with the \( \rho^L \) and \( \rho^R \) values described in Figure 8.2 and initial force points at the seed of the path. If we consider the boundary conditions on the right side of Figure 8.1 and draw a path in the reverse direction, then the path corresponds to an SLE_κ(ρ^R; ρ^L) process from the top of \( \mathcal{V} \) to the bottom, with initial force points at the seed of the path. Theorem 1.1 implies that (up to time-reversal) the law of the path on the left and the law of the path on the right are exactly the same. This implies that the transformation depicted in Figure 8.1 is a measure preserving map from the space of GFF configurations with the boundary conditions on the left (recall from [MS12a, Theorem 1.2] that the GFF determines the path almost surely) to the space of GFF configurations with the boundary conditions on the right (which again determine the path shown). That is, if we sample an instance \( h_1 \) of the GFF with the left boundary conditions, and we then transform it according to the illustrated rule, then we obtain an instance \( h_2 \) of the GFF with the right boundary conditions. This produces a coupling of the two Gaussian free fields \( h_1 \) and \( h_2 \) in such a way that the flow line on the left is the time-reversal of the flow line on the right and the two fields agree (up to harmonic functions) in the complement of the paths. Indeed, \( h_1 - h_2 \) is the harmonic extension of the function that is \(-2a\) on \(\partial_L \mathcal{V}\), \(-2\lambda'\) on the left side of the path \(2\lambda'\) on the right side of the path and \(2b\) on \(\partial_R \mathcal{V}\).

This construction takes a particularly simple form when we take \(a = b = \lambda'\) as shown in Figure 8.3. In this case, we have \( \rho^L = \rho^R = -\pi \chi / \lambda = -\frac{(4 - \kappa)}{2} = \frac{\kappa}{2} - 2 \) (i.e., the \( \rho \) value corresponding to a “half-turn”). The SLE_κ(ρ^L; ρ^R) is non-boundary intersecting in this case, but these values are critical for that to be the case (i.e.,...
Figure 8.4: In this case, the boundary conditions (on the left side) are equal to $-\lambda'$ on $\partial L V$ and $\lambda'$ on $\partial R V$ except along compact intervals where they disagree. To go from the left figure to the right figure, add $2\lambda'$ to left side of $V$ minus the path and $-2\lambda'$ to right side.

if the $\rho^q$ were any smaller then we would have boundary intersection; see [MS12a, Figure 4.1]). What makes this case simpler than the general one in Figure 8.1 is that the functions one adds to the left and right sides of the path, in order to map from one type of boundary condition to another, are constant, as explained in Figure 8.3. In this case $h_1 - h_2$ is simply $-2\lambda'$ to the left of the path and $2\lambda'$ to the right of the path.

Figure 8.5: In this case, the boundary conditions (on the left side) are equal to $-\lambda'$ on $\partial L V$ except along a compact intervals where they disagree. On $\partial R V$, the boundary conditions are given by a constant $c$. To go from the left figure to the right figure, add $2\lambda'$ to left side of $V$ minus the path. On the right side, add the harmonic function that is equal to $-2c$ on $\partial R V$ and $-2\lambda'$ on the right side of the path.

Now, what happens if we consider the simple setting of Figure 8.3 but we replace $h$ with $h + \phi$ where $\phi$ is a smooth function whose Laplacian is supported on a subset
Figure 8.6: Procedure for producing a matching height condition on the opposite side of a strip. In the left figure, one draws a certain flow line $\eta_1$ from the bottom to the top of the strip as shown, but whenever the flow line reaches a boundary location where the height is greater than or equal to zero (i.e., it reaches the continuation threshold) it is allowed to “skip” along the boundary of the strip to the first point where this is no longer the case and then start again at that point. The path $\eta_1$ disconnects all of the left boundary intervals on which the height is strictly less than zero from the right boundary of the strip. As shown on the right, we can repeat the same procedure with a path $\eta_2$ from top to bottom, which necessarily disconnects all intervals on which the height is strictly greater than zero from the right side of the strip. Both $\eta_i$ avoid the right boundary of the strip almost surely so that the strip minus the pair of paths contains a “large component” that has the right boundary of the strip as its right boundary. The angles are chosen so that conditioned on the paths the GFF boundary conditions on the left boundary of this component are 0 (plus winding).

$S$ contained in the interior of $\mathcal{V}$? This is equivalent to weighting the law of $h$ by (a constant times) $e^{(h, \phi)_{\mathcal{V}}}$ (this follows, for example, by (2.3)). By integrating by parts, we note that $(h, \phi)_{\mathcal{V}} = (h, -\Delta \phi)$. Write $A = \int_S -\Delta \phi(z) dz$. We thus observe:

**Proposition 8.1.** The Radon-Nikodym derivative of the forward flow line $\eta$ of $h_1 + \phi$ with respect to the reverse flow line of $h_2 + \phi$, as depicted in Figure 8.1, is given by $e^{(h_1 - h_2, -\Delta \phi)}$ conditioned on the event that $\eta$ does not hit the boundary.

One interesting observation is that on the event that the path goes completely to the right of $S$ we have deterministically $(h_1, -\Delta \phi)_{\mathcal{V}} - (h_2, -\Delta \phi)_{\mathcal{V}} = -2\lambda' A$. Since this is a constant, we find that the Radon-Nikodym derivatives of the two weighted measures with respect to each other are constant on this event. In particular, this means that the law of a forward flow line of $h_1 + \phi$ is equal to the law of a reverse flow line of $h_2 + \phi$ on the event that the path goes to the left of $S$. A similar result
Figure 8.7: This illustrates an alternate proof of Lemma 8.2. In the left figure, the red flow line avoids the boundary. In the middle figure, the shields (drawn using the procedure described in Figure 8.6) are "open" in the sense that their union does not contain a crossing of the strip. Given that the shields are open, the red path is almost surely boundary avoiding. Conversely, given that the red path is boundary avoiding, the shields are almost surely open, so these events are equivalent. One can fix the shields and resample the GFF in between as a GFF (producing a new red flow line) or fix the red flow line and resample the GFF on either side (producing new shields). The argument used to prove Theorem 4.1 shows that this resampling invariance characterizes the joint law of the shields and the red path. The third figure above is obtained by adding $2\lambda'$ to the left of the red path and subtracting $2\lambda'$ from the right, reversing the orientation of the red path. We can view this as a reversed red path conditioned to be boundary avoiding (with the modified boundary conditions). The resampling characterization mentioned above and the time reversal symmetry of $\text{SLE}_\kappa(\frac{\kappa}{2} - 2; \frac{\kappa}{2} - 2)$ imply that the law is the same as in the second picture, which implies Lemma 8.2.

holds when we condition on the event that the path goes to the right of $S$, or when we write $S = S_1 \cup S_2$ and condition the path to go left of $S_1$ and right of $S_2$.

Now suppose that $\tilde{\phi}$ is a function that is harmonic on $V$ (with non-zero boundary conditions on some compact subset $I$ of the boundary, zero boundary conditions elsewhere). We can then find a function $\phi$ that agrees with $\tilde{\phi}$ outside of a neighborhood $U_I$ of $I$, has Laplacian supported inside of $U_I$, has finite Dirichlet energy, and extends continuously to zero on $\partial V$. Using the arguments above for $\phi$ allows us to conclude that the time-reversal of the flow line of $h_1 + \tilde{\phi}$ has a law that agrees with that of the flow line of $h_2 + \tilde{\phi}$ run in the reverse direction on the event that the path does not hit $I$. Indeed, this can be written as a limit of the functions discussed above, which allows us to deduce similarly that the flow line of $h_1 + \phi$ has the same law as the reverse flow line of $h_2 + \phi$ (as in Figure 8.4) if we condition on the path staying outside of $U_I$. Since this holds for arbitrarily small choices of $U_I$, this proves the
Figure 8.8: Consider a version of Figure 8.7 in which the non-matching intervals (where height is not $\pm \lambda'$) extend all the way to infinity on each side. In this case the “shields” go all the way to the top and bottom of the strip; each shield is potentially made up of two types of flow lines, as illustrated in Figure 8.6, but within each shield there is only one type reaching the lower endpoint and one type reaching the upper endpoint. Depending on the type we can trace small pieces of the shield near the endpoints of the red path (conditioned on the red path itself) by using either flow lines or counterflow lines (with the shield as a boundary) as shown. Definition 8.3 then admits an alternate but equivalent formulation: instead of resampling the entire shield given the red path, and then resampling the red path given the shield, we can sample these four stubs given the red path (up to some small stopping times), and then resample the red path given the four stubs as a path conditioned on the (positive probability) event that it avoids the boundary and the stubs.

following:

**Lemma 8.2.** Theorem 1.5 holds in the setting depicted in Figure 8.4, that is, provided the boundary conditions are $-\lambda'$ and $\lambda'$ outside of the finite interval.

Note that in this setting there is no difficulty in making the statement of Theorem 1.5 precise because the event that the path avoids the boundary has positive probability. The same argument also applies in the setting of Figure 8.5, where the boundary conditions are equal to some constant $c$ on the right side and on the left side are equal to $-\lambda'$ outside of a finite interval.
8.2 Time reversals and shields

In this section, we describe another way to prove Lemma 8.2. First we observe that if we are given zero boundary conditions on the right side of a strip and piecewise constant boundary conditions on the left side of a strip (with finitely many pieces), then we can draw a collection of flow lines on the left side of the strip (which necessarily avoid the right side) so that conditioned on these flow lines the boundary conditions are 0 (plus winding) on the left boundary of the original strip minus this collection of flow lines). This is illustrated and explained in Figure 8.6. Using this construction, the remainder of the alternate proof of Lemma 8.2 is sketched in Figure 8.7.

The resampling characterization in Figure 8.6 suggests a way to make sense of Theorem 1.5 in a more general setting.

Definition 8.3. Given piecewise constant boundary conditions on $V$ (with finitely many pieces), we say that a random path $\eta$ from the bottom to top of the strip has the law of a flow line conditioned to avoid the boundary if its law is invariant under the following resampling procedure: first resample the GFF off $\eta$ and generate the corresponding shields, as explained in Figure 8.6 and Figure 8.7. Then resample the GFF in the region between the shields and take $\eta$ to be the new flow line going from the bottom to the top of the in-between region.

When we use Definition 8.3, Theorem 1.5 is immediate from the argument in Figure 8.7. However, Definition 8.3 is not entirely satisfying because we have not shown that there exists a unique law for $\eta$ with this resampling property. To remedy this, we need the following:

Proposition 8.4. Given any set of piecewise constant boundary conditions on $V$ (with finitely many pieces), there exists a unique law for a random path $\eta$ that satisfies the conditions of Definition 8.3.

Proof. In the special case that the boundary data is constant on each of the two sides of $V$, Proposition 8.4 is an obvious consequence of our reversibility and bi-chordal results. The general proof essentially builds on this observation. The proof is rather similar to other proofs given in this paper, so we will only sketch the argument here.

First, we note that Definition 8.3 can be equivalently formulated using “stubs” instead of entire shields, as illustrated in Figure 8.8. Once we condition on the four stubs up to any positive stopping times, we know the conditional laws of the entire shields: namely, they can be drawn using flow or counterflow lines of the Gaussian free field conditioned on a (conditionally positive probability) event that the union of the two shields leaves a space for flow line to get from one endpoint to the other without hitting the boundary. Given this formulation, we will prove that there is at most
one law satisfying the conditions of Definition 8.3 using a variant of the proof of Proposition 5.10 that involves four stubs instead of two. To explain this, recall that in the proof of Proposition 5.10 we started with a measure \( \nu \) that was (in a natural sense) the law of two GFF flow lines conditioned not to ever intersect each other (where the boundary conditions for this GFF are constant on the two sides of the strip) with the law restricted to the portion of the paths that occurs before the first time they exit some small ball. Precisely, \( \nu \) was just a coupled pair of stopped SLE\(_{\kappa}(\rho_1, \rho_2)\) curves with parameters depending on the boundary values of the field near the corresponding endpoint. We then showed that the joint law of the paths in the measure \( \mu \) we wanted to understand must be absolutely continuous with respect to \( \nu \), with a Radon-Nikodym derivative we could explicitly write down.

In this proof, we replace \( \nu \) with \( \nu_1 \otimes \nu_2 \), where \( \nu_1 \) corresponds to the law of a pair of flow-or-counterflow lines started from the lower endpoint \( x \), conditioned not to intersect each other, and \( \nu_2 \) is a law (independent of \( \nu_1 \)) of a pair of flow-or-counterflow lines started from the lower endpoint \( x \), conditioned not to intersect each other. Again, each \( \nu_i \) has precisely the law of the \( \nu \) in the proof Proposition 5.10 given the boundary data near the corresponding endpoint. As before, it is the law we get by conditioning the paths not to intersect each other while pretending that their are no other force points.

Then we let \( \mu \) be the law of the quadruple of stubs in Figure 8.8 (where stubs are stopped when they exit the same ball). The exact arguments used in the proof of Proposition 5.10 and Remark 5.11 then give us a formula for the Radon-Nikodym derivative of \( \mu \) with respect to \( \nu \) (up to multiplicative constant).

The existence half of Proposition 8.4 can then be established by showing that the \( \nu \) expectation of the Radon-Nikodym derivative discussed above is finite. In other words, we must show that the \( \mu \) defined by this Radon-Nikodym derivative is not an infinite measure. One way to prove this is to start with a configuration as in Figure 8.7 (but with shields running all the way to the endpoints as in Figure 8.6) and repeatedly resample. In the middle diagram of Figure 8.7, the Gibbs properties assumed and the bi-chordal theorem imply that we can fix all of the “downward going” paths in the shields and resample the upward ones and red flow line as flow lines of the same GFF without any additional conditioning. (Alternatively, we can just forget about the red flow line and sample the upward going lines of the shield from this law.) We can also alter boundary conditions to those of the right diagram of Figure 8.7 and resample all of the downward going paths of the shields as ordinary GFF flow lines without additional conditioning. It is now not hard to show that, uniformly in the choice of downward-going lines, the probability that the upward-going lines go below some level \(-R\) tends to zero as \( R \to \infty \). A similar result holds for downward going lines going above level \( R \). Using Remark 4.4 one can then see that no matter how many times we alternate between resampling the downward and upward lines, the law of paths below \(-R\) and above \( R \) is still reasonably “nice” and in particular,
the analog of the sets \( \Omega_\epsilon \) in the proofs Proposition 5.4 and Proposition 5.10 have measures that do not tend to zero. Since the Radon-Nikodym derivative of \( \mu \) with respect to \( \nu \) on these sets is bounded (as in the proofs mentioned above) it follows that \( \mu \) cannot be an infinite measure.

\[ \square \]
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