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Superconductivity at very low density: The case of strontium titanate

Jonathan Ruhman and Patrick A. Lee
Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

Doped strontium titanate becomes superconducting at a density as low as \( n = 5 \times 10^{17} \text{cm}^{-3} \), where the Fermi energy is orders of magnitude smaller than the longitudinal-optical-phonon frequencies. In this limit, the only optical mode with a frequency which is smaller than the Fermi energy is the plasmon. In contrast to metals, the interaction strength is weak due to screening by the crystal, which allows the construction of a controllable theory of plasmion superconductivity. We show that plasma mediated pairing alone can account for the observed transition temperatures only if the dielectric screening by the crystal is reduced in the slightly doped samples compared with the insulating ones. We also discuss unique features of the plasmion mechanism, which appear in the tunneling density of states above the gap.
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I. INTRODUCTION

The BCS theory very successfully explains superconductivity in metals. The essential attraction between electrons, according to this theory, is generated by exchange of phonons, which have a characteristic frequency \( \omega_D \). A crucial condition for the applicability of the theory is the “retardation” condition, namely that \( \omega_D \ll \epsilon_F \), where \( \epsilon_F \) is the Fermi energy [1]. This condition holds in almost all known conventional superconductors and seems to be a universal property.

An outstanding exception is doped strontium titanate (SrTiO₃). Free charge carriers in this material are achieved by inducing oxygen vacancies or doping with elements such as La or Nb. Superconductivity is typically observed at temperatures lower than a few hundreds of Milikelvins [2]. The transition temperature exhibits a dome shape as a function of carrier concentration, which extends to surprisingly low densities [3–6]. Recently, it has been reported that superconductivity extends to densities as low as \( n_{3D} = 5 \times 10^{17} \text{cm}^{-3} \) where the Fermi energy is \( \epsilon_F \sim 1 \text{meV} \) [7]. In this situation, \( \epsilon_F \) is certainly not greater than \( \omega_D \), and therefore BCS theory does not apply. The natural question is, therefore, why is strontium titanate superconducting at such a low density?

SrTiO₃ also exhibits nontrivial phenomena in its insulating state. Upon cooling, the polarizability of this material diverges without superconductivity [17] and pseudogap behavior [18] were done in low-dimensional geometries and are therefore not indicative of the same phenomena in three-dimensional materials.

In the 1980’s, Takada [19] added dynamical electronic screening to the GLF model [14] and used the theory of Ref. [20] to calculate \( T_c \), again with very good agreement with experiment. Interestingly, Takada proposed that plasma oscillations participate in mediating the attractive interactions. However, his theory was uncontrolled because he incorporated the longitudinal phonon and the plasmon as the mediators of an attractive interaction even when their frequencies were significantly larger than the Fermi energy, which is known to be problematic [21,22]. Indeed, his attraction is mainly generated by the higher frequency mode, i.e., the phonon at low density and the plasmon at higher density (see, for example, the conclusions in Ref. [23]).

We would also like to note two recent studies of phonon-mediated superconductivity in SrTiO₃. Reference [24] argued that multiplicity of longitudinal optical phonons leads to instantaneous attraction between electrons. In Appendix A, we show that this is not possible in the standard picture of screening due to polar phonons. Reference [25] tied the dome shape of \( T_c \) to softening of the ferroelectric mode.

Gurevich, Larkin, and Firsov (GLF) [14] were the first to point out the potential importance of the longitudinal phonon mode to superconductivity. They considered the attractive electron-electron interaction mediated by long-range Coulomb potentials induced by this mode. Therefore, in their theory, the frequency \( \omega_L \) plays the role of \( \omega_D \) in the BCS theory. For the parameters used in Eq. (1) one obtains \( \omega_L = \sqrt{\epsilon_0/\epsilon_\infty} \omega_T \approx 100 \text{meV} \), such that \( \omega_L \gg \epsilon_F \).

Early theoretical studies of superconductivity in SrTiO₃ [3] assumed multiple valleys and emphasized the importance of intervalley phonon scattering, which is now known to be incorrect. It was also proposed by Eagles [15] that when the ratio between \( \omega_L \) and \( \epsilon_F \) becomes large the transition into the superconductor is BEC in nature rather than BCS-like, where pairing of electrons occurs at a temperature which is significantly larger than \( T_c \). However, there are no indications for pairing above \( T_c \) even in the most dilute samples [7], where the normal state seems to be a conventional Fermi liquid [16]. We also note that the observations of pairing without superconductivity [17] and pseudogap behavior [18] were done in low-dimensional geometries and are therefore not indicative of the same phenomena in three-dimensional materials.

In Appendix A, we show that this is not possible in the standard picture of screening due to polar phonons. Reference [25] tied the dome shape of \( T_c \) to softening of the ferroelectric mode.

\[ \epsilon(\omega) = \epsilon_\infty + (\epsilon_0 - \epsilon_\infty) \frac{\omega_T^2}{\omega_T^2 + \omega^2}, \]

where \( \omega_T \approx 1.9 \text{meV} \) is the frequency of the transverse mode at \( T = 0 \) [10,11], \( \epsilon_\infty = 5.1 \) [12] and \( \epsilon_0 \approx 2 \times 10^4 \) [8]. The Coulomb interaction \( V(\omega,r) = e^2/\epsilon(\omega)r \) has a pole at the frequency of the longitudinal phonon mode, \( \omega_L \), which is related to the transverse one by the Lyddane-Sachs-Teller (LST) relation \( \omega_L = \sqrt{\epsilon_0/\epsilon_\infty} \omega_T \).
observed in DFT calculations. However, the coupling to the transverse mode is too weak when the density of states is so small.

In this paper, we revisit the question of superconductivity in SrTiO₃ in light of new data using the Eliashberg theory. Our approach is to construct a controllable theory and focus on the extreme low density limit where the open questions are clearest. In this limit, the screened plasma frequency is the only resonance of the interaction that occurs below the Fermi energy, and therefore we agree with Ref. [19] that it is an important mechanism for pairing of electrons. Our theory is controlled by weak coupling to the plasmon, which is provided by the screening of the crystal. However, unlike Ref. [19], we find that the coupling is too weak if the dielectric constant is reduced by the doping sites [13,26,27].

We also find that upon raising the density the Lifshitz transitions observed by Ref. [6] have a weak effect on $T_c$. The interaction between the plasmon and the longitudinal optical phonon has a much stronger effect and leads to a suppression of $T_c$ at high density (see Fig. 1). Finally, we show that the plasmon leads to a density dependant feature in the tunneling density of states (see Fig. 3).
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**FIG. 1.** (a) The transition temperature vs electron doping. The blue (cyan) curve corresponds to $\eta = 0.3$, $m_1 = 4m_e$ ($\eta = 0.4$, $m_1 = 2m_e$). The soft transverse optical mode $\omega_T$ is chosen as a parameter and is shown together with $\omega_0$ and $\epsilon_F$ in (b) for the cyan $T_c$ curve and in (c) for the blue curve. The $x$’s in red mark the measured $\omega_T$ values [13]. The grey curves are experimental data points, the squares are from Ref. [6] (filled: oxygen reduced, and empty: Nb-doped) and the circles are from Ref. [2].

**II. MODEL**

For simplicity, the three $t_{2g}$ conduction bands near the $\Gamma$ point are taken to be isotropic and parabolic with a dispersion $\epsilon_{k,a} = k^2/2m_a - \epsilon_a$, where $a = 1,2,3$ labels the bands. We take $m_1 \approx 2$ to $4m_e$, $m_2 = m_3 = 2m_e$ [6] and $\epsilon_1 = \epsilon_F$, $\epsilon_2 = \epsilon_F - \delta E_2$, and $\epsilon_3 = \epsilon_F - \delta E_3$ with $\delta E_2 = 2$ meV and $\delta E_3 = 8$ meV. We start our analysis from the lowest density, where $\epsilon_F < \delta E_2$ and only the lowest band is occupied. Therefore all quantities refer to the lowest band unless explicitly specified otherwise.

To describe the interactions between the electrons, we consider only long-range Coulomb forces, and use the random-phase approximation

$$V(i\omega,q) = \frac{4\pi e^2}{\epsilon(i\omega)q^2 - 4\pi e^2 \Pi(i\omega,q)},$$

where $\Pi(i\omega,q)$ is the electronic polarization and $\epsilon(i\omega)$ is given by Eq. (1).

**III. PLASMA OSCULATIONS IN A SLIGHTLY DOPED IONIC CRYSTAL**

Before estimating the transition temperature from Eq. (2), we discuss the interaction between the electronic and ionic longitudinal modes. At long wavelengths, the electronic polarization $\Pi(i\omega,q)$ leads to a plasma mode $\omega_{\omega_0} \equiv \sqrt{4\pi e^2 n_0/\epsilon_{\omega_0} m}$, which hybridizes with the longitudinal mode $\omega_L$ (see Appendix B and Refs. [28,29]). When $\omega_L \gg \omega_{\omega_0}$, the plasma frequency is reduced to $\omega_{\omega} \equiv \sqrt{\epsilon_{\omega_0}/\epsilon_0} \omega_{\omega_0}$ due to screening by the crystal. On the other hand, if $\omega_{\omega_0} \gg \omega_L$, the plasma mode takes its bare value and screens the electric fields induced by the longitudinal mode $\omega_L$. As a result, the gap between $\omega_0$ and $\omega_L$ at $q \to 0$ disappears and the phonon mode decouples from the electrons [30].

Both of these limits are realized in doped strontium titanate. In what follows, we focus low density, i.e., $n_{3D} \sim 10^{11}$ to $10^{15}$ cm$^{-3}$ where the plasma frequency is lower than $\omega_L$ and therefore there is a small plasma mode lying below the Fermi energy. Figure 2 presents the interaction Eq. (2) in this limit. As can be seen the interaction is essentially frequency independent in the vicinity of $\epsilon_F$ and it is physically obvious
that the frequency dependence at the scale of $\omega_L$ cannot give rise to pairing. Nevertheless, all earlier studies \cite{3,15,19,23,31} assume that Eliashberg theory continues to hold and integrate the interaction up to many times $\epsilon_F$ ($10^4 \epsilon_F$ in the case of Ref. \cite{19}) to obtain $\Delta_T$. The problem is that electronic states far above the Fermi level are involved, and there is no reason to single out the Eliashberg pairing diagrams as the dominant ones. This problem has been emphasized by Ref. \cite{21} which showed that inclusion of vertex corrections rapidly suppresses $\Delta_T$ once the frequency of the bosons that are being exchanged becomes comparable to $\epsilon_F$. This work explains why previous proposals \cite{32,33} of the plasma exchange mechanism in metals are not valid, because otherwise very high transition temperatures are predicted. Form this point of view the novelty of the present work is to insist that when the energy scale is much lower than $\omega_L$, we live in a world where the bare Coulomb repulsion $e^2/\epsilon_{\infty}r$ is replaced by $e^2/\epsilon_0 r_0$, which sets the strength of the interaction. We therefore restrict our frequency integration to $\epsilon_F$ and below when we solve the Eliashberg equation. For $\omega \gg \upsilon_F q$, this leads to the interaction

$$
V(i\omega,q) \approx \frac{1}{\upsilon_F^2} \left( 1 - \frac{\omega_0^2}{\omega_0^2 + \omega^2} \right),
$$

where $\omega_0 = \sqrt{4\pi e^2/\epsilon_0}$ is the screened Thomas-Fermi wavelength and $\upsilon \equiv m\upsilon_F^2/m$ is the density of states of the lowest conduction band. To relate to standard Eliashberg theory, we decompose the interaction into two parts: a static repulsive part $V_{\text{st}}(i\omega,q)$ and the retarded attractive piece $V_{\text{re}}(i\omega,q)$. 

Considering the interaction in Eq. (3) as a source for superconductivity we immediately encounter a problem. If we assume that slightly doped SrTiO$_3$ has the same $\epsilon_0 \approx 2 \times 10^4$ as undoped SrTiO$_3$, the effective coupling strength $\lambda \approx \omega_0^2/2k_F$ is of order $10^{-2}$ and there is no hope of getting any measurable $\Delta_T$. This forces us to use $\omega_0$ as a phenomenological parameter (and therefore $\alpha_T$, if we continue to assume the validity of the LST relation) and see what we need to set a measurable $\Delta_T$. We do this by considering the dependence of the transverse frequency $\omega_T$ on doping (see Eq. (11) in Ref. \cite{26}),

$$
\omega_T^{-1}(n) = \alpha_T^{-1} + \omega_T^0(0) - \alpha_T^{-1},
$$

where $\omega_T^0 = 1.9 \text{ meV}$ \cite{10,13}. $\alpha$ and $\omega_T^0$ control the onset density and the high density saturation frequency, respectively. The reduction of $\epsilon_0$ is obtained from Eq. (4) through the LST relation $\epsilon_0 \approx \epsilon_{\infty}(\alpha_T / \omega_T^0)^2$. As we see below, at the lowest density, we need $\epsilon_0 \approx 10^3$. At the end of the paper, we speculate how local stiffening of $\omega_T$ \cite{13,26,27} can lead to suppression of $\epsilon_0$ in the vicinity of the doping sites.

**IV. ELIASHERG THEORY**

To solve for the superconducting gap we employ the Eliashberg theory \cite{34}. For brevity, we do not derive the self-consistent equations (for a review, see Ref. \cite{35}). We consider all three self-consistent equations for the case in which the gap has $s$-wave symmetry, which are given by

$$
\phi(i\omega,k) = -\frac{T}{N} \sum_{\omega,k'} \frac{\phi(i\omega',k')}{A(i\omega',k')} V(i\omega - i\omega',q),
$$

$$
\chi(i\omega,k) = -\frac{T}{N} \sum_{\omega,k'} \epsilon_k + \chi(i\omega',k') A(i\omega',k') V_{\text{re}}(i\omega - i\omega',q),
$$

$$
Z(i\omega,k) = 1 + \frac{T}{\omega N} \sum_{\omega,k'} \frac{\omega Z(i\omega',k')}{A(i\omega',k')} V_{\text{re}}(i\omega - i\omega',q),
$$

where $q \equiv |k - k'|$ and $A(i\omega,k) \equiv [Z(i\omega,k)\omega^2 + \phi^2(i\omega,k) + |\epsilon_k + \chi(i\omega,k)|^2]$. Here, $Z(i\omega,k)$, $\chi(i\omega,k)$, and $\phi(i\omega,k)$ represent the mass renormalization, the dispersion renormalization, and the superconducting order parameter appearing in the self-energy corrections $\Sigma(i\omega,k) = [1 - Z(i\omega,k)] \epsilon_k \sigma^0 + \chi(i\omega,k) \sigma^0 + \phi(i\omega,k) \sigma^1$ to the Green’s function

$$
G(i\omega,k) = \left[ G_{\text{st}}^{-1}(i\omega,k) - \Sigma(i\omega,k) \right]^{-1},
$$

where $G_0 = (\omega - \epsilon_k \sigma^3)^{-1}$ and the Pauli matrices $\sigma^i$ act in Nambu space $\psi^\dagger_k = (c_k \uparrow, c_{-k} \downarrow)$. The brackets in Eq. (5) denote averaging over the solid angle \langle $V(i\omega,q)$ \rangle $\equiv \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{d\Omega_q}{8\pi} V(i\omega,\sqrt{k^2 + q^2 - 2kk'\cos\theta})$ such that \langle $V_{\text{re}}(q)$ \rangle $= \frac{q^2}{8\pi\upsilon_F k^2} \ln \left| \frac{k^2 + q^2 - 2kk'}{k^2} \right|$. The angular integration over the retarded part of the interaction is cutoff at large angles when $q > \omega / \upsilon_F$ where the interaction in Eq. (2) becomes statically screened (see Fig. 2). As a result the height of the Lorentzian in Eq. (3) is reduced compared to the static part $V_{\text{st}}(q)$ by

$$
\langle V_{\text{st}}(q) \rangle - \langle V_{\text{re}}(q) \rangle \approx \frac{q^2}{4\pi \upsilon_F k^2} \ln \left( \frac{(k + q)^2 + q^2}{(k - q)^2 + q^2} \right),
$$

which is nothing but the solid angle average of Eq. (2) in the limit of $\omega \rightarrow 0$.

To solve the Eliashberg equations (5) numerically, we truncate the sum over Matsubara frequencies by setting a cutoff frequency $\Omega = 4\omega_0$. In conventional Eliashberg theory, the renormalization of the static Coulomb interaction $V_{\text{st}}(q)$ due to integration over frequencies higher than the cutoff is taken into account by the phenomenological Coulomb pseudo-potential $\mu_*$. Here we will need to introduce a similar phenomenological parameter, which is a dimensionless ratio $\eta < 1$,

$$
V(i\omega,q) = \eta V_{\text{st}}(q) - V_{\text{re}}(i\omega,q).
$$

Note that the conventional $\mu_*$ is related to $\eta$ through the double momentum average $\mu_* = \eta \langle \langle V_{\text{re}}(q) \rangle \rangle$ on the Fermi surface \cite{35}. We also note that this parameter is expected to depend on density; however, we will keep it fixed to minimize the number of fitting parameters. The solution of Eq. (5) is then obtained by iteration of the equations starting from the initial state $Z(i\omega,k) = 1$, $\chi(i\omega,k) = 0$ and $\phi(i\omega,k) = \phi_0$ if $|\omega| < \omega_0$ and zero otherwise.

The momentum dependence of the solutions of Eq. (5) strongly depends on the coupling strength $\lambda \equiv q_0^2/2k_F$ (see SI). For strong coupling, the order parameter $\phi(i\omega,k)$ extends far away from the Fermi surface. However, at weak coupling, it becomes sharply peaked, signaling that most of the pairing
occurs in a narrow window around \( k = k_F \). Therefore we further simplify Eq. (5) by restricting the momentum integration to the vicinity of the Fermi surface by integrating the strong momentum dependence coming from the dispersion in \( A(\omega, k) \) and from the Coulomb interaction while setting to \( k' = k_F \) in all other quantities. In this limit, the dispersion renormalization \( \chi(\omega, k) \) also becomes much smaller than \( \epsilon_F \) and can be neglected (see Appendix D). We emphasize that this procedure is valid only at weak coupling.

The calculated transition temperature is plotted in Fig. 1(a) for two different sets of parameters. The blue curve corresponds to \( \eta = 0.3, m_1 = 4m_e, \alpha = 8 \times 10^{-18} \text{ cm}^3 \), and \( \omega_{\text{sat}} = 18 \text{ meV} \), and cyan to \( \eta = 0.4, m_1 = 2m_e, \alpha = 5.5 \times 10^{-16} \text{ cm}^3 \), and \( \omega_{\text{sat}} = 11.5 \text{ meV} \). Here the higher density dome is taken with a higher mass due to the mass enhancement measured by Ref. [6]. We also plot the plasma frequency \( \omega_0 \), the Fermi energy \( \epsilon_F \), and the frequency of the transverse mode \( \omega_T \) for each one of these sets in Figs. 1(b) and 1(c). The transition temperature is compared with the experimental data points (grey) taken from Refs. [2,6].

The reduction of \( T_c \) at higher doping occurs because the plasma frequency \( \omega_0 \) grows and becomes comparable to \( \omega_L \), where the two modes hybridize. In this limit, the electron gas begins to screen the crystal fields and not vice versa, which leads to a decoupling of the longitudinal optical mode from the electrons (see SI). Therefore the plasmon mechanism cannot explain superconductivity in the high-density regime, \( n_{3D} \approx 10^{19} \) to \( 10^{21} \text{ cm}^{-3} \).

V. TUNNELING DENSITY OF STATES

We now turn to discuss a feature of plasmonic superconductivity which shows in the single-particle tunneling density of states (TDOS) above the gap. The TDOS of a standard BCS superconductor displays fingerprints of phonon resonances [36]. As we show here, and for the same reason, the plasma frequency in dilute SrTiO\(_3\) should also become observable.

We obtain the TDOS from the imaginary part of the analytic continuation of Eq. (6). The curves are shifted from each other by 2 to make them distinguishable. The resonant feature appearing around \( \omega = \omega_0 \) depends strongly on the electronic density and is therefore a “finger print” of plasmonic superconductivity. The gap is barely observable on this scale.

\[ \frac{\nu_{sc}(\omega)}{\nu_{N}(\omega)} = \frac{\omega_T}{\omega_L} \]

\[ \nu_{sc}(\omega) = \frac{\omega}{\omega_T} \]

\[ \nu_{N}(\omega) = \frac{\omega}{\omega_L} \]

FIG. 3. The superconducting TDOS \( \nu_{sc}(\omega) \) divided by the normal TDOS \( \nu_{N}(\omega) \) for different values of the density calculated from the analytic continuation of Eq. (6). The curves are shifted from each other by 2 to make them distinguishable. The resonant feature appearing around \( \omega = \omega_0 \) depends strongly on the electronic density and is therefore a “finger print” of plasmonic superconductivity. The gap is barely observable on this scale.

VI. DISCUSSION

We claim the most relevant bosonic mode for superconductivity in dilute SrTiO\(_3\) is the plasmon. However, the plasmon can explain the observed superconductivity only if the dielectric constant is significantly reduced, even in dilute samples. This reduction may result from the crystalline defects induced in the doping process, which may result from oxygen vacancies [26,27] or from chemical dopants (Nb, La, etc.) [13]. These defects induce pinning potentials and long-range distortions, and it is known that \( \omega_T \) is highly sensitive to strain induced by pressure or stress due to the proximity of the ferroelectric transition [38,39]. The oxygen vacancies are expected to have a stronger effect than substitutional disorder. We account for this difference by using different onset densities for the stiffening which leads to the two domes in Fig. 1. In this scenario, the two domes observed by Ref. [6] are related to different doping techniques and possibly differences in the sample properties (for example, in Ref. [40] the relatively low value of \( \epsilon_0 \approx 5 \times 10^5 \) measured in their pristine SrTiO\(_3\)) rather than the Lifshitz transitions. It is also important to emphasize that the values of \( \omega_T \) presented in Fig. 1 have been inferred from the LST relation, which may breakdown due to disorder.

The plasmon mechanism cannot explain superconductivity at higher density regime, \( n \approx 10^{19} \) to \( 10^{20} \text{ cm}^{-3} \) (see Fig. 1), because the plasma frequency becomes larger than \( \omega_L \). Interestingly, Ref. [41] estimated the electron-phonon coupling strength to the lowest longitudinal mode \( \omega_{L,1} = 21 \text{ meV} \), and found it to be moderate. It is therefore possible that this mode is mainly responsible for the pairing at higher densities.

Finally, it is compelling to understand whether the plasmonic mechanism is relevant to other materials. According to our predictions, the important ingredients are a dilute electron gas with relatively large effective mass and strong dielectric screening such that the plasma frequency lies below the Fermi level. The recently discovered superconductors in doped topological insulators [42–45] are candidates which may match these criteria, where the large dielectric screening is naturally present due to the small band gap.
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In this section we review the dielectric properties of insulating strontium titanate including three active optical modes and discuss the applicability of the single resonance model. We also explain our disagreement with the screened interaction used in a recent preprint (Ref. [24]).

The dielectric function comes from the sum of the polarizability of various transverse modes \( \omega_{Tj} \):

\[
\varepsilon(i\omega) = 1 + \frac{4\pi P}{E} = \varepsilon_\infty + \sum_j \frac{\varepsilon_j}{\omega_{Tj}^2 + \omega^2} \tag{A1}
\]

In the experimental literature, the crystal dielectric constant is traditionally presented as a product,

\[
\varepsilon(i\omega) = \varepsilon_\infty \prod_{j=1} \left(1 - \sum_i \varepsilon_j \omega_{Lj}^2 \right) \tag{A2}
\]

which makes it explicit that \( \omega_{Lj} \) and \( \omega_{Tj} \) are the zeros and poles of the dielectric constant, respectively. The \( \omega \to 0 \) limit leads to the Lyddane-Sachs-Teller relation. The experimentally measured values of the longitudinal and transverse frequencies in insulating SrTiO\(_3\) are given by [11,12] \( \omega_{T1} \approx 1.9 \) meV, \( \omega_{T2} \approx 21.2 \) meV, \( \omega_{T3} \approx 68 \) meV, \( \omega_{L1} \approx 21 \) meV, \( \omega_{L2} \approx 59 \) meV, \( \omega_{L3} \approx 98 \) meV, and \( \varepsilon_\infty = 5.1 \).

It is convenient to decompose the inverse dielectric constant (or equivalently the screened Coulomb interaction) into a sum of resonances:

\[
\frac{1}{\varepsilon(i\omega)} = \frac{1}{\varepsilon_\infty} \left(1 - \sum_j \gamma_j \omega_{Lj}^2 \right) \tag{A3}
\]

Equation (A3) has the interpretation that the screened interaction \( V_{sc} = 4\pi P^2 / q^3 \varepsilon(i\omega) \) is given by the bare Coulomb repulsion reduced by the contributions from each \( \omega_{Lj} \) modes. Using the experimentally measured values for the parameters in Eq. (A2) one gets \( \gamma_1 < 0.001 \), \( \gamma_2 \approx 0.183 \), and \( \gamma_3 \approx 0.815 \) [46]. Thus we find that that the coupling to the lowest mode \( \omega_{L1} \) and \( \omega_{L2} \) is weak. This is also seen from Eq. (A2) by noting that \( \omega_{T2} \approx \omega_{T1} \) and \( \omega_{T3} \approx \omega_{T2} \) so that their contribution to Eq. (A2) cancel each other, leaving only \( \varepsilon_\infty(\omega_{L3}^2 + \omega^2)/(\omega_{T1}^2 + \omega^2) \). This is consistent with the conclusions of Ref. [47], which find that the lowest transverse mode is most closely related to the largest longitudinal mode \( \omega_{L3} \). Therefore we can use the single resonance model

\[
\varepsilon(i\omega) \approx \varepsilon_\infty + \frac{\varepsilon_0 - \varepsilon_\infty}{\omega_{T1}^2 + \omega^2} \tag{A4}
\]

where \( \varepsilon_0 \approx 2 \times 10^4 \approx \omega_{L3}^2 / \omega_{T1}^2 \). We therefore neglect the index \( j \) in the main text and identify \( \omega_{Tj} = \omega_{T1} \) and \( \omega_{Lj} = \omega_{L3} \). The full dielectric constant, including the contributions from 3 modes, is plotted in Fig. 4, which indeed resembles a wide single resonance with transverse frequency \( \omega_{T1} \) and longitudinal frequency \( \omega_{L3} \).

It is, however, interesting to point out that Ref. [41] estimated a moderate coupling to the first longitudinal mode, which is much stronger than the values given earlier after Eq. (A3) [46]. This estimate is based on the self-energy correction to the electron dispersion measured by photoemission and involves a finite value of \( q \), whereas the optical measurement of \( \gamma_j \) is for \( q = 0 \), thus it is possible that coupling is stronger at finite \( q \) and it could be that the mode at \( \omega_{L1} \) plays an important role and that at a higher density, where the chemical potential is higher than \( \omega_{L1} \), it also participates in the pairing. In any case, we are mostly interested in the case where the Fermi energy is significantly lower than \( \omega_{L1} \).

We remark that from Eqs. (A1) and (A2), it is clear that \( \varepsilon(i\omega) \) is always positive, i.e., the Coulomb interaction screened by polar phonons is always positive when the frequencies are expressed in the Matsubara space. In particular, the static interaction is always repulsive. This feature, however, is not explicit in Eq. (A3). Nevertheless, there must be constraints on the parameters \( \gamma_j \) so that Eq. (A3) also satisfies the positivity requirement, i.e., \( \gamma_j \) cannot be chosen as free parameters.

A recent paper by Gor’kov [24] appears to have fallen prey to this pitfall. He argues that in SrTiO\(_3\) the mode \( \omega_{L1} \) is mainly responsible for the large \( \varepsilon_0 \) and he introduces (as we do) the standard form of the interaction in the case of a single-phonon resonance [his Eq. (1)],

\[
V(i\omega,q) = \frac{4\pi e^2}{q^2\varepsilon_\infty} - \frac{4\pi e^2}{q^2} \left( \frac{1}{\varepsilon_\infty - \frac{1}{\varepsilon_0}} \right) \frac{\omega_{Lj}^2}{\omega_{Lj}^2 + \omega^2} \tag{A5}
\]

As mentioned, the last term on the right-hand side (R.H.S.) of Eq. (A5) may be interpreted as the phonon mediated interaction and corresponds to our Eq. (A3) with a single mode. Gor’kov then argues that since the static repulsion \( \frac{4\pi e^2}{q^2\varepsilon_0} \) is very small it can be overcome by contributions from \( \omega_{L1} \) and \( \omega_{L2} \) if he added their contributions to Eq. (A5) as in Eq. (A3). The problem with this argument is that from Eqs. (A3) and (A2), \( \omega_{L1} \) and \( \omega_{L2} \) also contributed to \( \varepsilon_0 \) and adding their contributions again will be double counting. Furthermore, as we discussed earlier, their coupling strengths \( \gamma_1 \) and \( \gamma_2 \) are not arbitrary, but subject to the constraint \( \varepsilon(i\omega) \) is always positive. For this reason, we disagree with his conclusion that a static attractive interaction can be achieved by polar phonon screening.

In the main text, we have briefly discussed the interplay between the plasma oscillations and the low-\( q \) behavior of the optical modes in a polar crystal. We have also discussed the behavior at two limiting cases, namely, in the limit

\[
\epsilon^{-1} [\omega] = \begin{cases} \frac{1}{\varepsilon_\infty} & \text{for } \omega < \omega_{T1} \\ \frac{1}{\omega_{T1}} & \text{for } \omega > \omega_{T1} \end{cases}
\]

FIG. 4. The dielectric function Eq. (A2) in insulating SrTiO\(_3\) as a function of Matsubara frequency.
where the longitudinal oscillations are much faster than the plasma and therefore simply screen the interaction and modify \( \omega_{\infty} \) to \( \omega_{0} \). On the other hand, in the opposite limit, where \( \omega_{\infty} \gg \omega_{L} \), the plasma is fast enough to completely screen the long range forces induced by the longitudinal mode and therefore the coulomb gap between the longitudinal and transverse modes disappears. In this section, we will make this discussion formal and describe the behavior over the whole range including the hybridization region.

For this purpose, we consider the interaction [Eq. (2) in the main text] in the limit where \( \omega \gg v_{F} q \). In this case, the polarization bubble can be approximated by

\[
\Pi(i\omega,q) \approx -\frac{2\pi}{q^2} \left[ 1 - \frac{1}{\gamma} \right] \frac{\omega_{L}^2}{\omega_{L}^2 + \omega^2} \gamma \frac{\omega_{\infty}^2}{\omega_{\infty}^2 + \omega^2},
\]

where \( \omega_{\infty}^2 = \frac{4\pi q_{0}^2}{v_{F}^2} \) is the bare plasma frequency, \( q_{0} = \sqrt{4\pi \epsilon_{0} e^2 v_{F}/\epsilon_{\infty}} \) is the bare Thomas-Fermi momentum,

\[
\omega_{\pm}(q) = \frac{\omega_{L}^2 + \omega_{\infty}^2}{2} \pm \sqrt{\left( \frac{\omega_{L}^2 + \omega_{\infty}^2}{2} \right)^2 - \omega_{\infty}^2 \omega_{L}^2},
\]

\[
\omega_{L}^2 \equiv \omega_{L}^2 - \omega_{\infty}^2,
\]

and \( \omega_{\pm} \equiv \omega_{L}^2 - \omega_{\infty}^2 \).

The poles of the interaction \( \omega_{\pm} \) and the coupling constant \( \gamma \) are plotted in Figs. 5 and 6 as a function of the bare plasma frequency \( \omega_{\infty}(0) \). We identify two distinct regimes:

(a) For \( \omega_{\infty} \ll \omega_{L} \), we have \( \omega_{+} \approx \omega_{L} \), \( \omega_{-} \approx \omega_{0} = \sqrt{\frac{\omega_{L}}{\pi} \omega_{\infty}} \), and \( \gamma \approx \epsilon_{\infty}/\epsilon_{0} \). Therefore, in this limit, the lower frequency pole corresponds to a plasmon in an interaction which is fully screened by the dielectric.

(b) In the opposite limit, \( \omega_{\infty} \gg \omega_{L} \), we have \( \omega_{+} \approx \omega_{\infty} \), \( \omega_{-} \approx \omega_{T} \) and \( \gamma \rightarrow 0 \). Therefore the plasma frequency takes it’s bare value and completely shields the optical phonon.

Doped strontium titanate goes through both of these limits as the density is tuned from \( 10^{17} \) to \( 10^{21} \) cm\(^{-3} \). Since we are interested in superconductivity at very low density we focus on the case where the bare plasma frequency \( \omega_{\infty} \ll \omega_{L} \) and the frequency dependance of the interaction at low energy mainly comes from \( \omega_{-} \) (the lower frequency pole). In this case, the dielectric constant \( \epsilon_{\infty} \) may be substituted by \( \epsilon_{0} \approx \epsilon_{\infty}/\gamma \). It follows that the plasma frequency becomes \( \omega_{\infty} \rightarrow \sqrt{\gamma} \omega_{\infty} = \omega_{0} \). We therefore approximate Eq. (2) in the main text by

\[
V(i\omega,q) = \gamma \frac{q_{0}^2}{v_{F}^2} \left[ 1 - \frac{\omega^2}{\omega_{L}^2 + \omega^2} \right] \approx \gamma \frac{q_{0}^2}{v_{F}^2} \left[ 1 - \frac{\omega^2}{\omega_{L}^2 + \omega^2} \right].
\]

As the density is increased \( \omega_{\infty} \) increases and near \( n = 10^{19} \) cm\(^{-3} \) it becomes comparable to the longitudinal optical frequencies. As can be seen from Fig. 6 at that point the coupling \( \gamma \) goes to zero, which effects the transition temperature to drop with increasing density.

### APPENDIX C: ATTRACTIVE INTERACTIONS FROM LOCAL COUPLINGS TO PHONONS

In the main text, we argued that the plasma oscillation is the only relevant resonance below the Fermi energy. One concern that might rise is whether the acoustic phonons are relevant. In this section, we show that at low density the BCS coupling arising from acoustic phonons is negligibly small.
The coupling to longitudinal acoustic phonons arising from local deformations of the lattice is given by [23]

\[
H_{el-ph}^{LA} = \sum_{k,k'} \frac{(-ig)D}{\sqrt{2\rho \omega_q}} (b_q + b^\dagger_{-q}) c_{k'}^\dagger c_k,
\]

where \( \omega_q = \nu_q q \) is the dispersion of the phonons, \( \nu_q = 7.9 \times 10^7 \text{cm/s} \) is the speed of sound, \( D = 3 - 5 \text{ eV} \) is the deformation potential and \( \rho = 5 \text{ g/cm}^3 \) is the mass density. This leads to the following phonon-mediated interaction:

\[
V_{LA}(i\omega,q) = \frac{D^2 q}{\rho \nu_q} \frac{\omega_q}{\omega^2 + \omega_q^2}.
\]

Thus the coupling strength can be estimated from the maximum of the Lorentzian times the fermionic density of states per spin:

\[
\lambda_{LA} = \frac{v D^2}{2 \rho \nu_q^2}.
\]

Putting in realistic numbers for \( \lambda_{LA} \), a \( n_{3D} = 1 \times 10^{18} \text{ cm}^{-3} \) with \( m_l = 2m_e \) and \( D = 5 \text{ eV} \), one finds that \( \lambda_{LA} \approx 0.01 \).

Another possible source for attractive interaction comes from local coupling to the transverse optical mode. Since this mode is transverse, the lowest order coupling to the electrons that it may have is through a vector product. Focusing on the low-density limit, and therefore projecting this term to the lowest band in this simplest case, one obtains a Rashba-like coupling between the transverse mode and the spin-current of the lowest band [48]:

\[
H_{el-ph}^{TO} = \delta t \sum_{kq} c_{k,q}^\dagger \mathbf{u}_q \cdot [k \times \mathbf{\sigma}]_{ss'} c_{k+q,s'}.
\]

Note that here we have used the fact that \( \Delta_{so} \gg \epsilon_F \), where \( \Delta_{so} \) is the strength of spin-orbit coupling, and therefore the bands are taken in the eigenstates of spin-orbit coupling. Here, \( \delta t \) is the induced hopping between different orbital due to the transverse distortion \( \mathbf{u} \).

Following the same procedure as in Eq. (C3), one obtains an effective coupling strength of

\[
\lambda_{TO} \approx \frac{\delta t^2 k_F^2}{\rho \omega_T^2}.
\]

taking an overestimate of \( \delta t = t = 300 \text{ meV} \) and using the smallest \( \omega_T \) observed in pristine samples one gets \( \lambda_{TO} \approx 5 \times 10^{-5} \) at \( n = 10^{18} \text{ cm}^{-3} \).

\[\text{FIG. 7. An example of the superconducting order parameter } \phi(i\omega,k) \text{ calculated numerically from Eq. (5) for different values of the coupling } \lambda = \gamma q_s^2 / k_F^2 \text{ and for } n = 5 \times 10^{17} \text{ cm}^{-3}, m = 2m_e, \epsilon_F = 1.2 \text{ eV}, \omega_- = 2\epsilon_F / 3, \eta = 0.2, \text{ and } T = 100 \text{ mK}. \text{ As the coupling is reduced the order parameter becomes strongly peaked around the Fermi surface showing that most of the pairing occurs in a narrow window around } k = k_F.\]

\[\text{APPENDIX D: NUMERICAL SOLUTION OF THE ELIASHBERG EQUATIONS}\]

In this section, we elaborate on the solution of the Eliashberg equations [Eq. (5) in the main text]. First, we discuss the momentum-dependent solutions and show that at weak coupling they may be reduced to a simpler isotropic form and then describe the weak coupling limit restricted to the Fermi surface.

The numerical solution of Eq. (5) of the main text is obtained by straightforward iteration starting from \( \chi = 0 \), \( Z = 1 \), and \( \phi = 10^{-4} \epsilon_F \) for \( |\omega| < \omega_- \) and zero otherwise. The integration over momentum is broken into a discrete sum with simple trapezoid rule. We typically used about 60 grid points per unit \( k_F \). A solution is obtained once the root mean squares, defined as

\[
\langle |\phi - \phi_0| \rangle + \langle |\chi - \chi_0| \rangle + \langle |Z - Z_0| \rangle,
\]

become smaller than \( 10^{-6} \), where \( \langle \ldots \rangle \) denotes an average over all data points and \( \phi_0, \chi_0 \), and \( Z_0 \) are the solutions obtained in the previous iteration. Far from \( T = T_c \), a solution is typically obtained after 15 to 20 iterations. As \( T_c \) is approached, this number diverges (we cutoff after 80–100 iterations).

In Figs. 7–9, we plot an example of a solution of Eq. (5) for different values of the coupling strength,

\[
\lambda = \gamma q_s^2 / 2k_F^2,
\]

and for \( n = 5 \times 10^{17} \text{ cm}^{-3}, m = 2m_e, \epsilon_F = 1.2 \text{ eV}, \omega_- = 2\epsilon_F / 3, \eta = 0.2, \text{ and } T = 100 \text{ mK}. \text{ Note that here we have taken } \eta = 0.2, \text{ which is rather small to allow for a fast convergence and that the coupling strength was tuned manually without tuning any of the other parameters.}\]

As can be seen from Fig. 7, the momentum dependence of the order parameter \( \phi(i\omega,k) \) depends strongly on the coupling strength. At \( \lambda = 2 \) (most right panel), the order parameter is almost uniform over the entire Fermi sea, while for \( \lambda = 0.28 \) (most left panel), it is sharply peaked at \( k = k_F \). This shows that at weak coupling, when the interaction is not strong enough to excite particles far from the Fermi surface, the pairing is mainly occurring near the Fermi surface. We also note that the structure of \( Z(i\omega,k) \) and \( \chi(i\omega,k) \) has a much weaker dependence on the coupling, however, their overall
amplitude is significantly reduced (see color bars in from Figs. 8 and 9).

In Fig. 10, we plot the solutions of Eq. (5) of the main text restricted to a smaller region near \( k = k_F \) with larger \( \eta = 0.4 \), and with the same parameters except for \( T = 20 \) mK. This solution represents a typical solution for the experimental parameters, and thus represents the self-energy for the case of the most dilute superconductor reported in Ref. [7].

The weak coupling behavior of \( \phi(i\omega) \) motivates us to seek a simpler description of the self-energy, which is restricted to the Fermi surface. This is obtained by integrating the dispersion in the denominator and the Coulomb interaction analytically over \( k' \) in the region \( k_F - \delta k < k' < k_F + \delta k \), where \( \delta k \) is the cutoff (we use \( \delta k = k_F/4 \) in our calculations, however the results are not very sensitive with respect to the cutoff). We also note that as the coupling is reduced, the dispersion renormalization \( \chi \) becomes smaller and smaller compared to \( \epsilon_F \), and therefore we neglect it.

The resulting isotropic Eliashberg equations are given by

\[
Z(i\omega) = 1 + \frac{\lambda T}{\epsilon_F} \sum_{\omega'} \omega^2 \frac{Z(i\omega')}{y(i\omega')} \frac{\omega^2 f_{\omega}(y(i\omega'))}{\omega^2 + (\omega - \omega')^2},
\]

\[
\phi(i\omega) = \frac{\lambda T}{\epsilon_F} \sum_{\omega'} \frac{\phi(i\omega')}{y(i\omega')} \left( \frac{\omega^2 f_{\omega}(y(i\omega'))}{\omega^2 + (\omega - \omega')^2} - f_{\omega}(y(i\omega')) \right),
\]

where \( y(i\omega) \equiv \sqrt{|Z(i\omega)|^2 + \phi^2(i\omega)}/\epsilon_F \) and the functions

\[
f_{\omega}(y) = \int_{-\delta}^{\delta} dx \frac{y}{x^2 + \delta^2} \ln \frac{2}{|x|},
\]

and

\[
f_{\omega}(y) = \int_{-\delta}^{\delta} dx \frac{y}{x^2 + \delta^2} \left[ \ln \frac{2}{|x|} - \frac{1}{2} \ln \left( \frac{4 + 2\lambda_0}{x^2 + 2\lambda_0} \right) \right]
\]

diverge logarithmically at small frequency like \( f_{\omega}(y) \rightarrow \pi \ln \frac{2y}{\delta^2} \) and \( f_{\omega}(y) \rightarrow \pi \ln \frac{\sqrt{\delta^2 + 4\lambda_0}}{y} \), and go to zero like \( 1/y \) at large \( y \). Here \( \lambda_0 \equiv \frac{\epsilon_F}{2\delta} \). The logarithmic divergence is the main difference compared to standard Eliashberg theory and is a result of the unscreened Coulomb interactions.

APPENDIX E: Calculation of the Transition Temperature

At \( T = T_c \), the solutions of Eq. (D1) go to zero and decouple and therefore, if we are interested only in the transition temperature we can linearize Eq. (D1),

\[
\phi_{\omega} = \sum_{\omega'} M_{\omega,\omega'} \phi_{\omega'},
\]

where \( M_{\omega,\omega'} = \frac{\lambda T}{\epsilon_F} \frac{\omega^2 f_{\omega}(y(i\omega')) - f_{\omega}(\omega')}{{i\omega'}} \). \( T_c \) can be found by seeking when the largest eigenvalue of \( M_{\omega,\omega'} \) becomes unitary. The main advantage of this method is that it involves
linear manipulations instead of seeking a solution to the
nonlinear equation. As a result, it is much more stable to large
values of \( \eta \).

In Fig. 1 in the main text, we plot \( T_c \) calculated for two dif-
ferent sets of parameters. The blue curves corresponds to \( \eta = 0.3 \), \( m_1 = 4 m_r, \alpha = 8 \times 10^{-18} \text{ cm}^2 \), and \( \omega_{\text{sat}} = 18 \text{ meV} \) and the cyan ones to \( \eta = 0.4 \), \( m_1 = 2 m_r, \alpha = 5.5 \times 10^{-16} \text{ cm}^2 \), and \( \omega_{\text{sat}} = 11.5 \text{ meV} \). We also plot the resulting frequency \( \omega_{\text{sc}} \), the Fermi energy \( \epsilon_F \), and the frequency of the transverse
mode \( \omega_T \) in Figs. 1(b) and 1(c) of the main text.

APPENDIX F: ANALYTIC CONTINUATION
OF THE SELF-ENERGY

In this section, we elaborate on the controlled Padé approx-
imation [37] used to analytically continue the self-energy in
the Green’s function [Eq. (6) in the main text] to the real axis.

From Eq. (D1), we obtain the functions \( \phi(i \omega) \) and \( Z(i \omega) \) in a
finite set of points to the entire upper half plane. The Padé form

\[
\Sigma(z) = \frac{P_{r-1}(z)}{Q_r(z)},
\]

was

\[
P_{r-1}(z) = \sum_{i=0}^{r-1} p_r z^i.
\]

\[
v_s(\omega) = \int \frac{d^3k}{(2\pi)^3} \text{Im} G(\omega + i0^+,k) = v \text{Re} \left[ \frac{\sqrt{1-Z(\omega)E_{\text{sat}}/\epsilon_F}|\omega - E_{\text{sat}}| + \sqrt{1+Z(\omega)E_{\text{sat}}/\epsilon_F}|\omega + E_{\text{sat}}|}{2 E_{\text{sat}}} \right].
\]

and

\[
Q_r(z) \sum_{i=0}^{r} q_i z^i,
\]

is often used because it posses all the analytic properties of a
response function in the upper half plane. This statement is
actually true under the condition that \( p_{r-1} \) is real and positive.

Therefore Ref. [37] has proposed to use the imaginary part of
\( p_{r-1} \) as a control parameter to quantify the quality of the
analytic continuation. Following Ref. [37], we analytically
continue from \( r \) Matsubara points, which, i.e., \( \{i \omega_j\}_{j=1}^{r} \) (note
that \( r \) need not be the full number of Matsubara frequencies for
which \( \phi(i \omega) \) and \( Z(i \omega) \) is known). The coefficients of these
polynomials are obtained by solving a linear set of equations

\[
\sum_{n=0}^{r-1} (i \omega_j)^n p_r - \sum_{j=1}^{r} (i \omega_j)^n q_j = \sum_{j=1}^{r} (i \omega_j)^i\gamma_j
\]

for the set of Matsubara points \( z \in \{i \omega_j\}_{j=1}^{r} \). The imaginary
part of \( p_{r-1} \) is monitored and found to be smaller than the
numerical precision in all calculations.

APPENDIX G: THE TUNNELING DENSITY OF STATES
IN A DILUTE SUPERCONDUCTOR

Given the analytic continuation of the self-energy, Eq. (F1), we can now calculate the single-particle density of states from
the imaginary part of the electron’s Green’s function [36]

\[
G_\epsilon(\omega,k) = \frac{\omega + \epsilon_k/Z(\omega)}{\omega^2 - \epsilon_k^2/Z^2(\omega) - \Delta^2(\omega) + i0^+}.
\]

In the case of a shallow band (\( \omega \sim \epsilon_F \)), this gives

\[
\sqrt{1-Z(\omega)E_{\text{sat}}/\epsilon_F}|\omega - E_{\text{sat}}| + \sqrt{1+Z(\omega)E_{\text{sat}}/\epsilon_F}|\omega + E_{\text{sat}}|}
\]

APPENDIX II: SUPERCONDUCTIVITY
IN TWO-DIMENSIONS

A variety of two-dimensional electron gases have been
realized in SrTiO\(_3\) (for example, Refs. [49,50]). These gases
become superconducting with a transition temperature which
is similar to the bulk [51,52]. For completeness, we will study
the relevance of the plasmon mechanism to these materials,
as discussed first by Ref. [32,53]. We find that the density dependence of the transition temperature, calculated using only the plasmon, does not fit to the experimentally measured temperatures are of the same order of magnitude. We also note that experimentally metallic and superconducting behavior are only observed at high doping levels [see Fig. 1(a)], where $\epsilon_F \sim 50–100$ meV, where the plasmon mechanism is less effective. To calculate $T_c$ from the plasmon mechanism in two dimensions, we repeat the derivation of the Eliashberg equations for case of two dimensions.

1. Pairing interaction

As in 3D, we assume a single resonance model for the dielectric constant:

$$\varepsilon_{2D}(i\omega) \approx \varepsilon_\infty + \left(\frac{\epsilon_\infty - \varepsilon_\infty}{\omega_p^2 + \omega^2}\right).$$

However, in this case, we will assume that the soft mode has completely stiffened near the interface and is given by $\omega_T = 16$ meV [54,55]. This corresponds to $\epsilon_{2D}(0) = 185$. We note that a more accurate description of the effective dielectric constant at the interface between two materials is given by $\epsilon_{2D} = (\epsilon_1 + \epsilon_2)/2$. Thus $\epsilon_{2D}(0) = 185$ corresponds to the dielectric constant of SrTiO$_3$ to be $\epsilon_{STO}(0) = 350$ and the dielectric constant of the material on the other side of the interface (e.g., LaAlO$_3$) to be $\epsilon_{LAO}(0) = 20$. The 2D polarization bubble of a single band with mass $m$ has the form

$$\Pi(i\omega,q) = -v\left[1 - \frac{1}{\sqrt{2}} \left\{ 1 - \frac{4 + 4\xi^2}{\Lambda^2} + \sqrt{\left(1 - \frac{4 + 4\xi^2}{\Lambda^2}\right)^2 + \left(\frac{4\xi}{\Lambda}\right)^2} \right\} \right].$$

where $x \equiv q/k_F$ and $\zeta \equiv \omega k_F/\epsilon_F q$ and $v = m/\pi$. The RPA interaction is then given by

$$V_{2D}(i\omega,q) = \frac{q_\infty/\nu}{q\varepsilon_{2D}(i\omega)/\varepsilon_\infty - q_\infty \Pi(i\omega,q)/\nu}. \quad (H3)$$

where $q_\infty = 2\pi e^2 n/\epsilon_\infty$. The plasma frequency is now strongly $q$ dependant and is given by

$$\omega_p(q) = \sqrt{\frac{q_\infty q}{k_F^2}} \varepsilon_F. \quad (H4)$$

Just as in the case of three-dimensions, in the limit $\omega/\epsilon_F \gg q/k_F$, we can separate the interaction into two resonances:

$$V_{2D}(i\omega,q) = \frac{q_\infty}{vq} \left[1 - (1 - \gamma)\frac{\omega^2}{\omega_p^2(q) + \omega^2} - \gamma \frac{\omega^2}{\omega_0^2(q) + \omega^2}\right].$$

$$\omega_0^2(q) = \frac{\omega^2 + \omega_p(q)^2}{2} \pm \sqrt{\left(\frac{\omega^2 + \omega_p(q)^2}{2}\right)^2 - \omega_p(q)^2 \omega_T^2}, \quad (H5)$$

$$\gamma = \frac{\omega_T^2 - \omega^2}{8\omega^2}, \quad (H6)$$

and $\delta\omega^2 = \omega_T^2 - \omega^2$.

We may consider two distinct limits. In the limit $\omega_p(2k_F) \ll \omega_L$, we can simply substitute $\varepsilon_\infty/\epsilon_F$ instead of $\gamma$. On the other hand, if $\omega_p(2k_F) > \omega_L$, the $q$-dependant plasma frequency crosses through the optical phonon mode as $q$ is integrated from 0 to roughly $2k_F$, and therefore $\gamma$ goes to zero. For the typical Fermi energies in the STO-based 2D gases, the latter case holds. As a result, the coupling $\gamma$ will suppress the contribution from the lower mode $\omega_p$ for $q > \frac{2k_F}{\varepsilon_F^2}$. On the other hand, the plasma oscillations appear only in the limit $\frac{\omega_p}{\varepsilon_F} \ll \frac{\omega}{\varepsilon_F}$ or $q \ll 2k_F$. Comparing these restrictions we find that if $q_\infty^2/k_F^2 \gg \omega_T^2/\epsilon_F^2$ than $\gamma$ goes to zero much before $q/k_F$ becomes larger than $\omega_p(q)/\epsilon_F$. We therefore argue that the interaction can be approximated by the plasmon pole approximation

$$V_{2D}(i\omega,q) = \frac{q_\infty}{vq} \left[1 - \frac{\omega_p(q)^2}{\omega_0^2(q) + \omega^2}\right]. \quad (H8)$$

2. Linearized Eliashberg equations

Just as in 3D we linearize the Eliashberg equations,

$$\phi(i\omega) = \frac{1}{\beta_c N} \sum_{\omega'} \int_{k_F + \delta k'} dk' \int_0^{2\pi} \int_0^{2\pi} k' \phi(i\omega') \times \left[V_{\text{es}}(i\omega - i\omega',|k_F - k'|) - \eta V_{\text{es}}(|k_F - k'|)\right].$$

$$\phi(i\omega) = \frac{1}{\beta_c N} \sum_{\omega'} \int_{k_F + \delta k'} dk' \int_0^{2\pi} \int_0^{2\pi} k' \phi(i\omega') \times \left[V_{\text{es}}(i\omega - i\omega',|k_F - k'|) - \eta V_{\text{es}}(|k_F - k'|)\right].$$

$$\phi(i\omega) = \frac{1}{\beta_c N} \sum_{\omega'} \int_{k_F + \delta k'} dk' \int_0^{2\pi} \int_0^{2\pi} k' \phi(i\omega') \times \left[V_{\text{es}}(i\omega - i\omega',|k_F - k'|) - \eta V_{\text{es}}(|k_F - k'|)\right].$$
The red dashed line is the typical transition temperature we obtain are comparable to the observed one. Second, the decrease in $T_c$ with increasing density is much slower in the calculated curves compared to the experimental one.

In Fig. 13, we also plot the eigenvector $\phi_{\omega,0}$ at $T_c$ with $\omega_T = 16$ meV and $\eta = 0.25$ for three different densities corresponding to Fermi energies of $\epsilon_F = 36$, 48, and 60 meV. The dashed line is a Lorentzian shape with width $\omega_T$ for comparison. As can be seen, the width of the $\phi_{\omega,0}$, which mimics the width of the retarded interaction, is approximately 4 meV. Therefore it is significantly smaller than $\epsilon_F$ (and also $\omega_T$). This justifies the use of a small $\eta$ at the typical range of densities where superconductivity is observed. Indeed, we expect the width of the interaction in frequency space to be significantly smaller than $\omega_T(\epsilon_F = 2k_F)$ because most of the weight in the angular integral comes from small $q$ where $\omega_T(q) \ll \epsilon_F$. We also note that the shape is not exactly a Lorentzian (namely, it has long tails).

The eigenvector $\phi_{\omega,0}$ at $T_c$ with $\omega_T = 16$ meV and various $\eta$'s is plotted in Fig. 12. The different solid curves correspond to three different values of $\eta$ and the dashed red line is the typical dome observed in experiment. As can be seen, the typical transition temperatures we obtain are comparable to experiment, implying that the plasmon may be a relevant pairing mechanism. However, the density dependence is not in good agreement with experiment. First, we note that the calculated curves monotonically increase, upon lowering the density, while the experimental curve diminishes to zero below some critical density. This discrepancy is actually consistent with the findings of Ref. [18], which report pseudogap behavior in this regime. Therefore the reduction of $T_c$ at lower density results from phase fluctuations and not decreasing of the pairing gap, such that the mean-field $T_c$ is much higher than the observed one. Second, the decrease in $T_c$ with increasing density is much slower in the calculated curves compared to the experimental one.