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ABSTRACT: Recent algorithmic and hardware advances have enabled the application of electronic structure methods to the study of large-scale systems such as proteins with $O(10^3)$ atoms. Most such methods benefit greatly from the use of reduced basis sets to further enhance their speed, but truly minimal basis sets are well-known to suffer from incompleteness error that gives rise to incorrect descriptions of chemical bonding, preventing minimal basis set use in production calculations. We present a strategy for improving these well-known shortcomings in minimal basis sets by selectively tuning the energetics and bonding of nitrogen and oxygen atoms within proteins and small molecules to reproduce polarized-double-$\zeta$ basis-set geometries at minimal basis set cost. We borrow the well-known +U correction from the density functional theory community normally employed for self-interaction errors and demonstrate its power in the context of correcting basis set incompleteness within a formally self-interaction free Hartree-Fock framework. We tune the Hubbard U parameters for nitrogen and oxygen atoms on small molecule tautomers (e.g., cytosine), demonstrate the applicability of the approach on a number of amide-containing molecules (e.g., formamide, alanine tripeptide), and test our strategy on a 10 protein test set where anomalous proton transfer events are reduced by 90% from RHF/STO-3G to RHF/STO-3G+U, bringing the latter into quantitative agreement with RHF/6-31G* results. Although developed with the study of biological molecules in mind, this empirically-tuned U approach shows promise as an alternative strategy for correction of basis set incompleteness errors.
1. Introduction

Macromolecular structure-function relationships hold a key to addressing grand challenges in human health and energy utilization. Recent advances$^{1-7}$ in computational techniques enable fully *ab initio*, quantum chemical simulation of polypeptides$^{8-11}$. Although first-principles methods directly treat charge transfer, polarization, and bond rearrangement needed to infer physicochemical relationships, geometry optimization and dynamic sampling of protein structures is often carried out with more restrictive semi-empirical$^{12-14}$ or non-polarizable force field$^{15-16}$ methodologies. Minimal atom-centered basis sets provide significant computational speed-up over larger basis sets, and their application would enable the greater use of electronic structure methods in protein studies. Small double-$\zeta$ basis sets have been demonstrated as a valuable approach for accelerating chemical discovery$^{17-18}$. However, minimal basis sets are often excluded from production-level electronic structure calculations due to poor qualitative descriptions of bonding and geometry$^{10,19}$.

In addition to well-known basis set superposition error (BSSE)$^{20}$ between separated fragments, these minimal basis sets suffer from intramolecular basis set superposition error (i-BSSE) and basis set incompleteness error (BSIE). Generally, BSSE refers to the artificial lowering of energy of a molecule in the multimolecular basis through the availability of unoccupied basis functions from another molecule. The Boys-Bernardi counterpoise scheme$^{21}$ was developed to correct for this form of BSSE, although it has not been without critique$^{22-27}$. The intramolecular form of BSSE is observed$^{28-32}$ in large molecules, as differing regions of a molecule may borrow basis functions from each other. Several corrections to i-BSSE have been
proposed\textsuperscript{33-37}, but more fundamental corrections to the imbalanced descriptions of chemical bonding that we refer to as BSIE have been more restricted\textsuperscript{19}.

With the advent of electronic structure codes developed for graphical processing unit (GPU) architecture, fully minimal basis sets have again become advantageous to revisit due to enhanced performance of compact basis sets on GPUs\textsuperscript{2} and surprisingly good performance of Hartree-Fock (HF) with minimal basis sets, as compared to density functional theory (DFT) or wavefunction theory with larger basis sets\textsuperscript{38}. Some of us have previously observed\textsuperscript{10} pathologies for the STO-3G minimal basis set during geometry optimization of a 55-protein data set with both Hartree-Fock and hybrid exchange-correlation functionals in density functional theory. Using protein health scores\textsuperscript{39}, we identified a high rate of steric clashing, i.e. unexpectedly short distances between atoms that are not bonded in a protein structure. These clashing events were traced\textsuperscript{10} predominantly to the transfer of hydrogen atoms from nitrogen to neighboring oxygen atoms, especially along the amide backbone (Fig. 1 inset). Double-\zeta basis sets are observed to greatly reduce clashing rates (Fig. 1), but for very large-scale simulation of proteins on the order of 3000 atoms on graphical-processing units\textsuperscript{1-3,40-41}, a minimal basis set greatly reduces overhead and may be the most feasible option. Additionally, minimal basis set methods capable of producing reliable structural and bonding information could be useful for generating geometries that are good starting points for accurate, larger basis set calculations.
In previous work also directed at improving the accuracy of minimal basis set calculations, Grimme and co-workers introduced the composite HF-3c method\textsuperscript{19} which combines three distance-based corrections: i) the geometrical counterpoise correction (gCP)\textsuperscript{37}, ii) empirical van der Waals dispersion (D3)\textsuperscript{42}, and iii) short-range bonding (SRB) to improve i-BSSE- and BSIE-derived errors in MINI\textsuperscript{43} minimal basis HF calculations. We have observed that bond lengths computed with the MINI family of basis sets are on average 0.07-0.10 Å longer than those computed with the STO-3G minimal basis set, and this particular shortcoming likely motivated the incorporation of the SRB correction. The SRB correction for atoms A and B separated by a distance of $R_{AB}$ is:

$$E_{SRB} = -s \sum_{A \neq B} \sum_{\text{atoms}} (Z_A Z_B)^{3/2} \exp(-\gamma(R_{AB}^{\text{cut}})R_{AB}) ,$$

(1)
where $s = 0.03$ and $\gamma = 0.7$ are global fitting parameters, $Z_A$ and $Z_B$ are nuclear charges, and $R_{AB}^{\text{cut}}$ is a pre-defined distance cutoff defined in the dispersion correction. The incorporation of D3, gCP, and SRB corrections in HF-3c reduces clashing rates of 45/1000 observed in RHF/MINI\textsuperscript{10} and 40/1000 in RHF/STO-3G\textsuperscript{10} to 34/1000\textsuperscript{19} over the same 55-protein data set we previously used to explore the fidelity of ab initio approaches for protein structure.\textsuperscript{10} Thus, the number of clashes obtained with HF-3c remains high with respect to the 8/1000 RHF/6-31G value\textsuperscript{10}, despite improvement of other properties, such as average bond lengths. Re-examining the SRB correction in eq. 1, we note that the scaling with nuclear charge will favor proton transfer from nitrogen ($Z=7$) to oxygen ($Z=8$) atoms, and the modest reduction in clashing from 40-45 to 34 is likely due instead to the gCP term in the HF-3c correction. In order to achieve further improvement of minimal basis set calculations, it is useful to consider the chemical origins of the high clash scores and unexpected protonation states in minimal basis sets.

Motivated by the success of Hubbard U corrections in DFT to selectively tune frontier orbital energies and occupations of a target subshell in an approach commonly referred to as DFT+U, we investigate and validate +U corrections for treating minimal basis set incompleteness. In minimal basis sets, the observed anomalous proton transfer may be loosely interpreted as an imbalance in the relative electron or proton affinities of nitrogen and oxygen atom substituents of organic molecules. We previously observed BSIE-driven anomalous proton transfer to occur in both practical DFT and RHF calculations. In this work, we validate +U corrections on RHF minimal basis set calculations to streamline our efforts to treating basis set incompleteness, as distinct from the usual use of +U to ameliorate self-interaction error present in approximate DFT exchange-correlation functionals.
The outline of this paper is as follows. We review the theory and implementation of adding a Hubbard U term to electronic structure calculations in Section 2 and provide an overview of the details of calculations in Section 3. In Section 4, we develop, explain, and validate our approach. Finally, we provide our conclusions in Section 5.

2. Overview and Implementation of DFT+U/HF+U

Since its inception in the 1990s\textsuperscript{44-47}, the Hubbard-model ("+U") correction has been increasingly employed to approximately correct the well-known self-interaction error (SIE) of presently available DFT methods that lead to the over-delocalization of electronic subshells that should be highly localized (e.g. 3\textit{d} or 4\textit{f} electrons) in a method commonly known as DFT+U. Within the framework of SIE and band-gap corrections to semi-local DFT, +U corrections have also been applied to 2\textit{p} electrons\textsuperscript{48}. The original Hubbard model Hamiltonian was derived to describe a range of degrees of electron localization. The Hubbard U, or Coulomb repulsion of the electrons within the model Hamiltonian, corresponds to the energy required to remove an electron from one site and pair it with an electron on another site:

\[ U_{nl}^I = IP_{nl}^I - EA_{nl}^I = E(N_{nl}^I + 1) + E(N_{nl}^I - 1) - 2E(N_{nl}^I), \]  

where \( U \) is the difference between the ionization potential (\( IP \)) and electron affinity (\( EA \)) for a particular atom (\( I \)) and subshell (\( nl \)) of electrons. Eqn. 2 may be recognized as a finite difference representation of the second derivative of the total energy with respect to \( N_{nl}^I \), the number of electrons in the \( nl \) subshell:

\[ U_{nl}^I = \frac{\partial^2 E}{\partial(N_{nl}^I)^2}. \]  

(3)
By invoking Koopmans’ or Janak’s theorem, this Hubbard U term is often expressed as a first derivative of orbital eigenvalues with respect to occupations of the $nl$ subshell.

We employ a widely-adopted, simplified version of DFT+U with the following functional form:

$$E_{\text{HF/DFT+U}} = E_{\text{HF/DFT}} + \frac{1}{2} \sum_{I, \alpha} \sum_{nl} U_{nl}^I \left[ \text{Tr}(n_{nlI}^{I, \alpha}) - \text{Tr}(n_{nlI}^{I, \alpha} n_{nlI}^{I, \alpha}) \right],$$  \hspace{1cm} (4)

where $n_{nlI}^{I, \alpha}$ is an occupation matrix of localized states in the $nl$ subshell on atom $I$, $\sigma$ is a spin index, and $U_{nl}^I$ is the effective electron-electron repulsion interaction parameter that may be calculated or, more commonly, tuned and is specific to each atom and subshell. Although HF+U is unconventional, we have previously motivated the use of a +U correction in the context of formally self-interaction free HF theory by highlighting the role of this term in altering electron localization and molecular orbital energies. A variety of definitions are available for the occupation matrices that enter into the +U energy functional. In the solid state, occupation matrices are obtained by projecting extended plane-wave-based molecular orbitals (bands) onto a localized, atomic basis set. Within a localized basis set formalism, occupations are easier to obtain. Here, it is most convenient to utilize elements of the Mulliken population matrix ($q$), which are defined as:

$$q_{\mu\nu} = \frac{1}{2} (P_{\mu\nu} S_{\nu\mu} + S_{\mu\nu} P_{\nu\mu})$$ \hspace{1cm} (5)

i.e., the entrywise product of the density ($P$) and overlap ($S$) matrices. If the system is closed-shell, population matrix values are reduced by a factor of two (i.e. a fully occupied orbital
corresponds to a matrix element of 1). Alternative definitions for occupation matrices, such as Löwdin populations, are also possible but generally will complicate analytic gradients for the Hubbard contribution to the forces. We re-express the +U correction in terms of a Mulliken population matrix \( q_{nl}^{I,\sigma} \), which spans all basis functions \( \mu \) and \( \nu \) centered on the \( I \)th atom and corresponding to the \( \sigma \) spin index and \( nl \) subshell:

\[
E_{\text{HF/DFT+U}} = E_{\text{HF/DFT}} + \frac{1}{2} \sum_{I,\sigma} \sum_{nl} U_{nl}^I \left[ \text{Tr}(q_{nl}^{I,\sigma}) - \text{Tr}(q_{nl}^{I,\sigma} q_{nl}^{I,\sigma}) \right].
\] (6)

Throughout the rest of this article, we use the more commonly employed notation \( n \) to represent the block of the Mulliken population matrix that corresponds to oxygen or nitrogen 2p orbitals.

This +U correction is incorporated into the self-consistent calculation through direct modification of the potential:

\[
V_{\mu\nu}^{\text{HF/DFT+U}} = V_{\mu\nu}^{\text{HF/DFT}} + V_{\mu\nu}^U = \frac{\partial E_{\text{HF/DFT}}}{\partial P_{\mu\nu}} + \frac{\partial E_{U}}{\partial P_{\mu\nu}},
\] (7)

where the potential is added to a \( \mu\nu \) matrix element if both indices correspond to \( I \)-atom-centered \( nl \) subshell basis functions for which the corresponding \( U_{nl}^I \) parameter is nonzero. Thus, the total potential incorporates the dependence of the +U energy functional on the density matrix. The +U potential term may be further decomposed:

\[
\frac{\partial E_{U}}{\partial P_{\mu\nu}} = \frac{\partial E_{U}}{\partial q_{\mu\nu}} \frac{\partial q_{\mu\nu}}{\partial P_{\mu\nu}}.
\] (8)

where the dependence of the +U energy on Mulliken population matrix elements (also denoted as \( v_\mu \)) is explicitly:
\[ \frac{\partial E^U}{\partial q_{\mu\nu}} \equiv v_{\mu\nu} = \frac{1}{2} U_{nl}^I (\delta_{\mu\nu} - 2q_{\mu\nu}) . \] (9)

Off diagonal elements of the occupation matrix thus only contribute through the derivative of the \( \text{Tr}(qq) \) term. The Mulliken population matrix then depends on density matrix elements as:

\[ \frac{\partial q_{\mu\nu}}{\partial P_{\mu\nu}} = \frac{1}{2} (S_{\mu\nu} + S_{\nu\mu}) . \] (10)

For the minimal basis sets employed in this work, the overlap matrix is simply the identity matrix because \( \mu \) and \( \nu \) must correspond to the same atom \( I \) for the correction to be applied and all same-subshell basis functions on an atom are orthonormal in a minimal basis set.

Nuclear gradient contributions due to the +U correction within the Mulliken population occupation matrix definition are:

\[ \nabla_I E^U = \sum_{nl} \sum_{\mu} \frac{\partial E^U_{\mu\nu}}{\partial P_{\mu\nu}} \nabla_I P_{\mu\nu} + \frac{\partial E^U_{\mu\nu}}{\partial S_{\mu\nu}} \nabla_I S_{\mu\nu} , \] (11)

where the +U energy functional depends both on the density matrix (\( P \)) and overlap matrix (\( S \)) and their nuclear derivatives with respect to atom \( I \). In eqn. 11, the first term is simply the DFT+U potential multiplied by the gradient of the density matrix, which is already accounted for in the self-consistent calculation. The second term may be expanded and simplified in the same fashion as was done in eqns. 9 and 10:

\[ \frac{\partial E^U}{\partial S_{\mu\nu}} = v_{\mu\nu} P_{\nu\mu} . \] (12)
This term only needs to be added to the energy-weighted density matrix \((W)\) for \(\mu\) and \(\nu\) elements corresponding to differing \(n\) and \(l\) values, as the diagonal blocks are already present in the energy-weighted density matrix. For cases where the overlap matrix is the identity matrix (i.e. the minimal basis sets used in this work), the overall correction to \(W\) vanishes.

3. Computational Details

Restricted Hartree-Fock (RHF) calculations were carried out using the TERAHEM\textsuperscript{62} quantum chemistry package on a series of nucleobase tautomers (cytosine, thymine, and guanine), amide-bond model compounds (formamide, acetamide, N-methylacetamide, and alanine tripeptide), representative small molecules (ammonia, water), and 10 proteins. These molecules were structurally optimized with RHF/STO-3G\textsuperscript{63}, RHF/6-31G\textsuperscript{64}, RHF/6-31G\textsuperscript{*65} and RHF/STO-3G+U method/basis set combinations, as specified throughout the text. For RHF+U calculations, the +U correction was applied to the 2\(p\) subshell of all oxygen and nitrogen atoms. Geometry optimizations were carried out to default thresholds of \(4.5\times10^{-4}\) hartree/bohr for the maximum gradient and \(1\times10^{-6}\) hartree for the change in self-consistent field energy between steps. For the large-scale optimizations, 10 proteins (PDB IDs: 1MZI, 1Y49, 1YJP, 2E4E, 2FXZ, 2OL9, 2ONW, 2RLJ, 3FTK, and 3FTR) were selected from a previously identified 55-protein data set\textsuperscript{10}. This subset includes the structures that exhibited unexpected proton transfer when optimizing with STO-3G and also a control structure that did not exhibit problematic proton transfers in STO-3G optimization. The experimental structures obtained from the protein data bank\textsuperscript{66} were protonated using the H++ webserver\textsuperscript{67-69} at a pH of 7.0, regardless of the pH at which the proteins were experimentally solved. For NMR ensemble structures, the first structure was selected as the most representative of the ensemble for geometry optimization.
4. Results and Discussion

4.1 Tuning a +U Correction for Minimal Basis Sets

Spurious proton transfer from nitrogen to oxygen (see Fig. 1) occurs in amide backbones of even relatively large peptide molecules (100-600 atoms), and we developed a test set of representative biological molecules that contain key chemical-bonding motifs observed in the tautomeric forms of these peptides. For oxygen, these species include carbonyl oxygen (=O) and hydroxyl groups bound to a carbon (OH). For nitrogen, the environments are more varied and include primary amines (R-NH₂), doubly-coordinated primary imines (R=NH), secondary amines (R₂NH), and secondary imines (R=N-R). Throughout the rest of this text, we refer to the nitrogen substituents by the shorthand NH*/N* for primary and secondary imines and NH₂/NH for primary and secondary amines, respectively. In peptides, the driving force is mixed between neutralization of charged termini and imbalance in neutral tautomer relative energies, whereas in our test cases, only the latter effect is captured. We will demonstrate that these neutral tautomers are a suitable proxy for both features of proteins in our benchmark of large protein geometry optimizations (Sec 4.3). The STO-3G minimal basis set is the focus of our study even though MINI basis sets have been noted on occasion to reduce basis set superposition error. MINI basis sets do not appreciably reduce proton transfer events and are known to predict significantly elongated bond lengths (see Ref. supporting information), which would necessitate additional corrections.

As a first test case, the nucleobase cytosine has three very closely spaced tautomers, referred to here by letters and the substituent oxygen and nitrogen atoms: A (=O, NH, N*, NH₂), B (OH, 2xN*, NH₂), and C (=O, 2xNH, NH*) (structures in Fig. 2). Polarized double-ζ RHF/6-
31G* calculations predict A and B to be nearly degenerate in energy, whereas the C tautomer is ~ 3 kcal/mol higher in energy (Fig. 2). These RHF/6-31G* energetics are in very close agreement with correlated quantum-chemistry results\(^72\) (potentially due to cancellation of errors). As expected, RHF/STO-3G overstabilizes the (OH, 2xN*)-containing tautomer B with respect to the species that contain more three-coordinate nitrogen species and lower-coordinate oxygen. The minimal basis set destabilizes A and C tautomers by 15 kcal/mol with respect to a B tautomer ground state (Fig. 2). The root sum square (RSS) energetic errors are computed with respect to reference relative energies as:

\[
\Delta E_{\text{rss}} = \sqrt{\sum_{j=1}^{n_{\text{states}}-1} (\Delta E_{0\rightarrow j} - \Delta E_{0\rightarrow j,\text{ref}})^2},
\]  

where \(\Delta E_{0\rightarrow j}\) is the relative energy for a given method/basis set between a reference (0\(^{\text{th}}\)) state and the \(j^{\text{th}}\) state, and the ref subscript refers to the set of results against which the RSS error is assessed. The RSS energetic error for RHF/STO-3G with respect to RHF/6-31G* results is nearly 20 kcal/mol.
Figure 2. (left) Relative energetics of cytosine tautomers for RHF/STO-3G and RHF/6-31G* and (right) structures of the tautomers from RHF/6-31G* optimizations with tautomer labels color-coded according to symbols in the graph.

It is useful to identify whether the energetic imbalance present in RHF/STO-3G calculations is primarily derived from the description of the nitrogen and therefore only requires evaluating a U parameter on the nitrogen atoms, $U_N$, or whether it is also necessary to incorporate a U parameter on oxygen atoms, $U_O$. We investigated the RSS error dependence of the cytosine tautomers on applied positive and negative values of $U_O$ and $U_N$. The justification for negative U values is to apply opposing forces to the two species in order to amplify the effect of a +U correction. A contour plot over a wide range of applied U values ($U_O=[-8.75,8.75 \text{ eV}]$ and $U_N=[-8.75,8.75 \text{ eV}]$) reveals that a U correction is needed for both oxygen and nitrogen species to fully minimize RSS errors (Fig. 3). The U term on nitrogen appears to play the primary role, as exclusive use of $U_O$ never lowers the RSS error below the standard STO-3G value (see also Supporting Information Tables S1-2). Large positive $U_N$ values alone reduce the RSS error to around 10 kcal/mol, and RHF/6-31G* energetic ordering is reproduced with $U_O=-6 \text{ eV}$ and $U_N=+6 \text{ eV}$. The chemical meaning behind these parameter choices is considered in Sec 4.2.
Figure 3. Contour plot of root mean square energy errors (in kcal/mol) between the A, B, and C tautomers of cytosine in RHF/STO-3G+U calculations with respect to RHF/6-31G* results. The RHF/STO-3G result is highlighted with a red circle, and the minimum-error U-pairing ($U_o$=-6 eV, $U_N$=+6 eV) is indicated with a white circle.

We now verify the transferability of these cytosine-trained U parameters to the energetics of the tautomers of formamide, the smallest model of the amide bond in protein backbones. Formamide has an iminol tautomer in which a hydrogen atom is transferred from the primary amine to the oxygen atom (see inset of Fig. 4). Minimal basis set errors are again apparent for the energetics of formamide tautomers: with RHF/STO-3G, the iminol (OH, NH*) tautomer is only 5 kcal/mol higher in energy than the amide ground state (=O, NH$_2$), whereas the RHF/6-31G* iminol-amide splitting is 21 kcal/mol. We compare a range of $U_o$ = -$U_N$ values assuming that the =O/OH and NH$_2$/NH* tuning in this molecule would similarly require opposing tuning as was observed for cytosine. With this constraint, the -$U_o$ = $U_N$=+6 eV pairing previously selected for cytosine yields good agreement with the polarized-double-$\zeta$ basis set splitting at around 22 kcal/mol (Fig. 4). More importantly, the general qualitative trend is preserved (Fig. 4) that a positive U value on nitrogen atoms and negative U value on oxygen atoms increases the energetic penalty for proton transfer to the carbonyl oxygen.
Figure 4. Plot of the relative energetics (in kcal/mol) of the amide and iminol tautomers of formamide (structures shown in inset) for RHF/STO-3G+U calculations. The applied values of $U$ are set such that $U_O = -U_N$ everywhere and the x-axis corresponds to the applied value of $U_N$. A blue dashed line indicates the relative energetics for a larger 6-31G* basis set. The standard RHF/STO-3G result is indicated with a red circle, and the result from applying the cytosine-tuned U values ($U_O = -6$ eV, $U_N = +6$ eV) is indicated by a white circle.

Having validated this approach on cytosine and formamide, we generalize it to the tautomers of the guanine and thymine nucleobases. We introduce qualitative metrics to generate a score to represent how faithfully the RHF/STO-3G and RHF/STO-3G+U ($U_O = -6$ eV, $U_N = +6$ eV) approaches reproduce the RHF/6-31G* relative tautomer ordering. These metrics include a ground state score (GS) and high-energy state score (HES) that are 0 if the method correctly identifies the ground state or high-energy state, respectively, and 1 if the method is incorrect. Additionally, the relative positioning any mid-state tautomers is defined as a mid-state ratio:

$$MS(\text{basis}) = \frac{E_{\text{MS(ref)}}^{\text{basis}} - E_{\text{GS(ref)}}^{\text{basis}}}{\max(E^{\text{basis}}) - \min(E^{\text{basis}})},$$  \hspace{1cm} (14)

where $E_{\text{MS(ref)}}^{\text{basis}}$ and $E_{\text{GS(ref)}}^{\text{basis}}$ are the mid-state and ground-state tautomer following the reference basis set's ordering evaluated with the current basis set and the denominator is the range of energies of all tautomers evaluated with the current basis set. For cases with multiple mid-state
tautomers, we compute each ratio separately and subscript it with a number reflecting tautomer ordering in the reference basis. We define the MS ratio score as:

$$\text{MSS} = |\text{MS}(\text{basis}) - \text{MS}(\text{ref})|.$$ \hspace{1cm} (15)

We define a total quality score (QS) as a composite of the GS, HES, and MSS with the following weighting:

$$\text{QS} = 2 \cdot \text{GS} + \text{HES} + \sum \text{MSS}_i,$$ \hspace{1cm} (16)

where a QS close to 0 indicates maximum qualitative agreement with the reference basis. In addition to these qualitative scores, quantitative relative energetics are provided in Supporting Information Tables S3-S4 for guanine and Tables S5-S6 for thymine.

Guanine has five nitrogen atoms and one oxygen atom, making it much more nitrogen rich than typical peptides or the previous test cases. The four lowest energy tautomers are distinguished by the protonation state of the oxygen atom and three of the nitrogen atoms (Fig. 5). Minimal basis set RHF/STO-3G greatly stabilizes the hydroxyl-containing tautomers, B (OH, N*, NH₂,N*) and D (OH,N*,NH*,NH) over the carbonyl-containing tautomers, A (=O, NH, NH₂, N*) and C (=O, NH, NH*,NH). The RHF/6-31G* results reverse this ordering and stabilize the A ($\Delta E_{AB} = 1.5 \text{ kcal/mol}$) and C ($\Delta E_{CD} = 11 \text{ kcal/mol}$) tautomers, and RHF/STO-3G+U (U₀ = -6 eV, U₀ = +6 eV) calculations are in qualitative agreement (Fig. 5). The RHF/STO-3G+U results predict the correct ground state tautomer (A) and highest energy tautomer (D) but do not quantitatively reproduce mid-state tautomer (B, C) ordering. The 0.6 QS score obtained
with RHF/STO-3G+U is a marked improvement over the 2.3 QS with RHF/STO-3G due to the latter approach's incorrect ground state assignment (Table 1).

**Figure 5.** Structure and qualitative energetic ordering of guanine (left) and thymine (right) tautomers for RHF/STO-3G, RHF/6-31G*, and RHF/STO-3G+U.

**Table 1.** Comparison of qualitative ordering scores: ground state (GS), high-energy state (HES), mid-state ratio (MS), mid-state ratio score (MS S), and quality score (QS) for cytosine, guanine, and thymine tautomers obtained with RHF and STO-3G and STO-3G+U ($U_O = -6$ eV, $U_N = +6$ eV) scored against a 6-31G* reference.

<table>
<thead>
<tr>
<th>Basis</th>
<th>Ordering</th>
<th>GS</th>
<th>HES</th>
<th>MS₁</th>
<th>MS₁ S</th>
<th>MS₂</th>
<th>MS₂ S</th>
<th>QS</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO-3G</td>
<td>B &lt; A, C ~ D</td>
<td>0</td>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
<td>2.0</td>
</tr>
<tr>
<td>6-31G*</td>
<td>A &lt; B, C &lt; D</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>--</td>
<td>--</td>
<td>0.0</td>
</tr>
<tr>
<td>STO-3G+U</td>
<td>A &lt; B, C &lt; D</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>--</td>
<td>--</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Cytosine

<table>
<thead>
<tr>
<th>Basis</th>
<th>GS</th>
<th>HES</th>
<th>MS₁</th>
<th>MS₁ S</th>
<th>MS₂</th>
<th>MS₂ S</th>
<th>QS</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO-3G</td>
<td>0</td>
<td>1</td>
<td>1.0</td>
<td>1.0</td>
<td>--</td>
<td>--</td>
<td>2.0</td>
</tr>
<tr>
<td>STO-3G+U</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.0</td>
<td>--</td>
<td>--</td>
<td>0.0</td>
</tr>
<tr>
<td>6-31G*</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>--</td>
<td>--</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Guanine

<table>
<thead>
<tr>
<th>Basis</th>
<th>GS</th>
<th>HES</th>
<th>MS₁</th>
<th>MS₁ S</th>
<th>MS₂</th>
<th>MS₂ S</th>
<th>QS</th>
</tr>
</thead>
<tbody>
<tr>
<td>STO-3G</td>
<td>0</td>
<td>1</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.0</td>
<td>2.3</td>
</tr>
</tbody>
</table>
Although directly applying cytosine-tuned U values preserves the qualitative ordering predicted by the larger basis set (see Fig. 5), it does not greatly reduce RSS errors with respect to the RHF/STO-3G values (See Supporting Information Tables S3-4). Instead, RSS energetic error would be minimized by applying a negative $U_o$ to the oxygen atoms and omitting any treatment of the nitrogen atoms. We can rationalize the differences between optimal $U$ parameters for guanine and cytosine in terms of the high nitrogen abundance in guanine. The A/B and C/D tautomers of guanine represent two sets of carbonyl to carboxyl tautomers that are distinguished by either having an $N^*/NH_2$ configuration or an $NH/NH^*$ configuration. Comparison of $\Delta E_{AC}$ and $\Delta E_{BD}$ energetic splittings isolates the relative effect of these nitrogen configurations and reveals remarkably close agreement between STO-3G and 6-31G* basis sets ($\Delta E_{AC} = 14.4 \text{ kcal/mol for STO-3G and 14.6 kcal/mol for 6-31G*}, \Delta E_{BD} = 26.1 \text{ kcal/mol for STO-3G and 24.5 kcal/mol for 6-31G*}$). Therefore, any $U_N$ correction applied to STO-3G is likely to artificially shift up C and D tautomers. Nevertheless, the ground state tautomer and qualitative ordering is preserved with RHF/STO-3G+U, which is most relevant for the large scale geometry optimizations that are the focus of this method.
For the three representative low energy tautomers of thymine (Fig. 5), minimal basis sets again strongly stabilize a hydroxyl rich tautomer (C: N*, OH, N*, OH). The minimal basis set also unexpectedly stabilizes one carbonyl tautomer (A: NH, =O, NH, =O) over a hydroxylated tautomer (B: NH, =O, N*, OH), reversing RHF/6-31G* relative energies (A << B < C). In contrast, the polarized-double-ζ qualitative ordering is preserved with RHF/STO-3G+U using the cytosine-tuned U values, as indicated by a QS of 0.1 compared to the STO-3G QS of 3.4 (see Table 1). However, applying cytosine-tuned U values overstabilizes the carbonyl-rich A tautomer (Supporting Information Tables S5-S6). Thus, this single-atom-parameter approach appears suitable for reproducing qualitative, if not quantitative, energetic ordering of the larger basis set.

4.2 Origins of Chemical Specificity in +U Tuning

Although it should be possible to minimize RSS errors, as we have demonstrated in cytosine, with two parameters, the U corrections must distinguish the occupation matrices of the three differing tautomers to produce the correct energetic shifts. Now, we consider the source of the utility of our approach in correcting minimal basis set energetics. Generally, the +U correction performs two roles in energetic tuning: 1) for a fixed set of occupations, the energetic penalty is maximal for any orbital that is half full (E^U=U/8 per electron), parabolically reducing to zero for a filled or empty orbital in the occupation matrix; and 2) the potential shifts occupations and hybridization to encourage (discourage) filling of n > ½ orbitals and discourage (encourage) occupation of n < ½ orbitals for positive (negative) U values. For the systems studied here, the occupation shifts are small, and applying moderate U parameters does not substantially vary the atomic orbital occupation of a given molecular orbital. We thus alter
energetic splittings by penalizing differences in the $\text{Tr}[\mathbf{n}(1-n)]$ term in the energy functional, which we refer to as the fractionality of the occupations. If the difference in tautomer fractionality is a sufficient fingerprint of each functional group, then the energy correction parameters will be transferable.

We thus investigate the specificity of the RHF/STO-3G+U approach for correcting the imbalances in minimal basis sets and quantify relative effects of this correction for qualitatively distinct oxygen (=O, OH) and nitrogen (NH2, NH, N*, NH*) chemical bonding environments. By examining differences in $\text{Tr}[\mathbf{n}(1-n)]$ values for chemical species, we are able to interpret the U values that minimized RSS errors on cytosine tautomer energetics. The species we previously identified as chemically stable (NH$_2$, NH) but understabilized in the presence of oxygen in RHF/STO-3G simulations have the least-fractional occupation matrices, whereas the NH* and N* species are considerably more fractional (Fig. 6), motivating a positive $U_N$ to destabilize the latter geometries. The same trend is apparent for formamide, although the NH$_2$ species exhibits slightly more fractional occupations than observed for the cytosine case. We confirm the need for a negative $U_O$ by examining trends in oxygen $\text{Tr}[\mathbf{n}(1-n)]$: occupation matrices of the hydroxyl oxygen are less fractional than the carbonyl oxygen cases for both formamide and cytosine, although the differences are less pronounced. Further, it is clear that $U_N$ fixes A-B cytosine tautomer energetics, whereas $U_O$ primarily stabilizes the C tautomer, which would otherwise be destabilized by the NH* substituent with high fractional occupations.
**Figure 6.** Occupation matrix properties \([\text{Tr}(n) \text{ and } \text{Tr}(n(1-n))]\) for \(2p\) electrons of oxygen and nitrogen atoms in A, B, and C tautomers of cytosine (left, top to bottom) and formamide and its iminol tautomer (right, top to bottom). Nitrogen and oxygen atoms are shown as spheres and colored by \(\text{Tr}(n(1-n))\) values from cyan (0.55) to magenta (0.74), as indicated by color bar at top right. Numbers adjacent to atoms are the sum of occupations, \(\text{Tr}(n)\), for each set of N and O \(2p\) electrons.

We now extend comparison of nitrogen and oxygen atom fractionality across the previously discussed cytosine, guanine, thymine, and formamide to also include results from the larger amide bond models acetamide, N-methylacetamide, and a tri-alanine peptide. This broader test set of molecules preserve the trends observed for cytosine and formamide (see Fig. 6). For oxygen, the range of fractional occupation values is wide compared to the decrease from carbonyl to hydroxyl oxygen, but the trend is preserved for all compounds, and the shift at low (thymine) and high (formamide) values is consistent (Fig. 7). In the case of nitrogen, \(\text{NH}^*\) and
N* fractional occupations are either very- or reasonably-well-clustered, respectively, suggesting significant promise for the applicability of this approach to a variety of systems. The NH and NH₂ distributions are broader but exhibit increasingly fractional occupations when dehydrogenation occurs. We also use this data to identify why cytosine-tuned U parameters would not be suitable for obtaining quantitative energy differences of guanine tautomers. We had observed that guanine tautomers A/B are overstabilized with respect to the C/D pair with RHF/STO-3G+U. These two sets are distinguished by NH* vs. NH₂ configurations, where we previously identified the NH* species as having the most fractional occupation matrices that are well clustered across all compounds. The particular NH₂ data points for guanine are also the least fractional that we observe across all compounds, giving a larger difference between the +U_N energy contributions in these two compounds compared to more modest differences observed for other compounds. Overall, the trend in the extent of fractional occupation across different chemical substituents demonstrates promise to improve qualitative predictions of bonding in minimal basis sets on larger systems. However, these results also demonstrate the limitations for a single-parameter atom based approach to describe highly variable chemical environments in order to reproduce truly quantitative energetic orderings.
Figure 7. Trends in Tr[n(1-n)] values of the 2p occupation matrix from Mulliken populations for various chemical configurations of oxygen and nitrogen in several molecules (cytosine, guanine, thymine, acetamide, formamide, N-methylacetamide, and trialanine, as shown in legend). For nitrogen, N* and NH* indicates species that are doubly-coordinated versus triply-coordinated NH and NH$_2$.

We now reconsider how cytosine-tuned U values impact frontier orbital energies that are oxygen- or nitrogen-centered to further motivate parameter choice. Water and ammonia are employed as test molecules to separately investigate oxygen and nitrogen tuning. In both cases, the highest occupied molecular orbital (HOMO) has strong 2p$_z$ character with nearly integer occupations. A molecular orbital that resembles a nearly completely occupied atomic orbital will have a maximally negative U-dependent potential of around -1/2 eV/eV of U (Fig. 8). We thus observe that a positive U on nitrogen lowers the HOMO of ammonia, increasing the Koopmans' ionization potential, whereas conversely negative U values on oxygen increase the HOMO of water, decreasing the Koopmans' ionization potential. Although it is tempting to envision the under-coordinated nitrogen atoms (N*, NH*) as N$^+$ or NH$^+$, the total occupation of the 2p states on these atoms (Tr[n]) shows subtle differences (2.94 vs. 3.25 for NH$_2$), and there is no discernible difference between carbonyl and hydroxyl oxygen atom values. Although populations and partial charges are highly sensitive to the partitioning scheme employed$^{73}$, we highlight the observations from the trace of the Mulliken-population-based occupation matrix because we directly manipulate these quantities when applying a +U correction. Thus, the parameter choice may be loosely interpreted as raising or lowering the effective hybridization and filling preference of orbitals corresponding to the substituent atoms to which the correction is applied.
Figure 8. Dependence of frontier orbital energies (the HOMO isosurface is shown in inset and corresponds to the red curve) on applied $U_{(O,N)}$ values for water (left) and ammonia (right). The direction of molecular orbital energy shifts with $U$ signs suggested from cytosine fitting are indicated with gray arrows.

4.3 Validating RHF/STO-3G+U on a Peptide Test Set

Finally, we validate the RHF/STO-3G+U approach with cytosine-tuned $U$ values ($U_O = -6$ eV, $U_N = 6$ eV) on a set of 10 peptides selected from a larger 55-protein data set\textsuperscript{10}. We include nine peptides (PDB IDs: 1MZI, 1Y49, 1YJP, 2E4E, 2FXZ, 2OL9, 2ONW, 3FTK, and 3FTR) that were previously observed\textsuperscript{10} to exhibit the largest percentage of spurious proton transfer (PT) events from the original data set. The tenth peptide (PDB ID: 2RLJ) had comparable structure with STO-3G and 6-31G basis sets and is therefore included as a control structure to confirm STO-3G+U preserves good STO-3G behavior. The experimental stick and cartoon structures of the ten proteins are shown in Figure 9 and are colored by the number of PT events per residue at the RHF/STO-3G level (red is highest and blue or black are lowest). The largest number of proton transfer events occurs in linear, unstructured peptides (1YJP, 2OL9, 2ONW, 3FTK, 3FTR), although we do observe significant proton transfer in a number of helical- (1MZI, 2FXZ) and turn- (1Y49, 2E4E) containing peptides. Review of the primary sequence of the nine HT-abundant peptides (Table 2), demonstrates a high occurrence of the amide-sidechain-containing
asparagine in the test set (14.5%) vs. the human genome (HG, 3.1%). Although the effect is not as pronounced for glutamine, it is still well-represented (4.8% vs. 4.7% in HG).

Figure 9. Stick and cartoon representation of experimental peptide structure test set. The peptides are ordered and backbones colored according to the ratio of proton transfer events observed in small basis set optimizations to the total number of residues in the peptide (lowest: black, highest: red).

Table 2. Summary of proton transfer (PT) events in protein data set for RHF/6-31G\(^*\) (lg.), RHF/STO-3G (sm.) and RHF/STO-3G with \(U_0=-6\ eV\) and \(U_N=+6\ eV\) (+U).

<table>
<thead>
<tr>
<th>PDB ID</th>
<th>Sequence</th>
<th>Res</th>
<th>At.</th>
<th>lg.</th>
<th>sm.</th>
<th>+U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1MZI</td>
<td>ELELDKWASLWN</td>
<td>13</td>
<td>226</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>1Y49</td>
<td>PFCNAFTGC</td>
<td>9</td>
<td>122</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>1YJP</td>
<td>GNQQQNY</td>
<td>7</td>
<td>107</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2E4E</td>
<td>GYDPATGTFG</td>
<td>10</td>
<td>129</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2FXZ</td>
<td>KMVNEALVRQGLA</td>
<td>13</td>
<td>209</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2OL9</td>
<td>SNQNNF</td>
<td>6</td>
<td>93</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>2ONW</td>
<td>SSTSAA</td>
<td>6</td>
<td>70</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>2RLJ</td>
<td>GAAIGLAWIPYGAPPA</td>
<td>16</td>
<td>224</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3FTK</td>
<td>NVGSNTY</td>
<td>7</td>
<td>100</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>3FTR</td>
<td>SSTNVG</td>
<td>6</td>
<td>76</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

A few of the proteins in this test set have been the focus of previous studies with either HF or DFT. The HF-3c study\(^{19}\) on these 10 proteins demonstrated higher clashing rates (42) than
average (34) across the larger data set, and the authors noted backbone bending for the linear peptides (2ONW, 3FTK, 3FTR) and changes in helical properties in 2RLJ. Liu et al.\textsuperscript{75} carried out a comprehensive study of the conformational landscape of the 3FTR peptide, confirming a strong preference of minimal basis set calculations for anomalous protonation states that could be counteracted partially by inclusion of implicit solvent even with a minimal basis but required more basis functions to fully stabilize the normal protonation states. Periodic, crystalline models of packed 1YJP protein have been studied recently\textsuperscript{76} with semi-local DFT functionals, and this peptide was observed to consistently prefer the zwitterionic charge state. However, earlier work\textsuperscript{10,77} has highlighted challenges associated with the general application of semi-local DFT to large models of proteins due to unphysical closing of the HOMO-LUMO gap.

We carried out gas phase geometry optimizations of each of the 10 proteins starting from experimental structures, and coordinates for all optimized proteins are provided in the Supporting Information. The protonation approach we employ\textsuperscript{68} assumes the presence of a solvent environment, but some protonation states that are stable in solvent may be unstable in isolation in the gas phase\textsuperscript{78-80}. Thus, we compare RHF/STO-3G and RHF/STO-3G+U ($U_O = -6$ eV, $U_N = 6$ eV) optimized structures directly to RHF/6-31G* results. In RHF/STO-3G optimizations, 40 PT events occur across the 9 proteins and 1 proton transfer event is observed in the control protein. For two proteins (2ONW, 2OL9), there is nearly a 1:1 ratio between protein residue count and proton transfer events. Consistent with previous results\textsuperscript{10}, RHF/6-31G* geometry optimizations yield a single PT event in each of the 2E4E, 2FXZ, and 2RLJ proteins, for a total of two proton transfer events in the nine “high” PT proteins and one in the control protein. In the case of 2E4E and 2RLJ, the proton transfer that occurs leads to the neutralization of the zwitterionic N and C termini that are expected to be relatively unstable in the gas phase. In
the case of 2FXZ, Glu5 abstracts a hydrogen atom from the N terminus of Lys1. With RHF/STO-3G+U we observe nearly comparable PT event counts to the larger basis with a total of 4 PT events observed across all 10 proteins. This result is encouraging since our approach had only thus far been benchmarked on small molecules. For the three proteins that exhibit proton transfer at RHF/6-31G*, the same proton transfers are observed with RHF/STO-3G+U. In one protein (3FTK), there is an N-to-C terminus proton transfer with RHF/STO-3G+U that does not occur in the larger basis set geometry optimization. For comparison, we computed the effect of empirical dispersion and gCP corrections on the relative energetics of the STO-3G+U and STO-3G-optimized 2ONW structure that has also previously been studied with the HF-3c method. In both the cytosine tautomers used for the initial +U tuning and the 2ONW peptide structures, differences in dispersion corrections are small, suggesting that the +U correction is compatible with and complementary to dispersion corrections (Supporting Information Tables S7-S8). The BSSE-focused gCP correction reduces errors in STO-3G tautomer energetics by up to 25%, which is insufficient to reproduce qualitative ordering. Re-optimization of the +U correction parameters is likely beneficial if both gCP and +U corrections are used simultaneously.

A careful examination of the protein structures optimized with RHF/STO-3G reveals two types of structural anomalies in addition to amide backbone proton transfer (Fig. 10). With RHF/STO-3G, proton transfer occurs between sidechains in disagreement with known pKa values for those sidechains, including dehydrogenation of asparagine and glutamine primary amines. Even in cases where no proton transfer occurs, there is a pyramidalization of the amide nitrogen on RHF/STO-3G Asn and Gln sidechains that is absent when a +U correction is applied or a larger basis set is employed (Fig. 10). Amide bonds are formally a resonance between a
neutral N/O species in which the nitrogen is $sp^3$ hybridized and a charge-separated N$^+/O^-$ species with a C=N double bond. The non-planarity of Asn and Gln sidechains suggests charge separation via delocalization and resonance is problematic for minimal basis sets to describe, even in formally neutral molecular fragments. In the standard STO-3G calculations, frequent backbone cyclization also occurs when carbonyl and $\alpha$-carbon atoms form covalent bonds to dehydrogenated backbone nitrogen atoms. We have not applied any corrections to the carbon atoms here, but this cyclization is still absent from RHF/STO-3G+U optimizations, in agreement with the larger basis RHF/6-31G* results.

![Figure 10](image-url)

**Figure 10.** Prototypical optimized protein structure features in an example protein (PDB ID: 1YJP) obtained with RHF/STO-3G, RHF/STO-3G+U ($U_o=6$ eV, $U_N=6$ eV), and RHF/6-31G*: amide backbone proton transfer (top), asparagine sidechain pyramidalization (middle), and backbone cyclization (bottom) are shown.

We note that the choice of parameterization for the RHF/STO-3G+U method of $U_o=-6$ eV, $U_N=6$ eV was based not just on energetics but also molecular orbital energy analysis and fractionality comparisons between differing chemical motifs. Furthermore, we find that parameters optimally tuned for trialanine peptide energetics are comparable to those obtained from the cytosine tautomer energetic error minimization (Supporting Information Table S9). The
more restrictive nature of same s- and p- exponent STO-3G minimal basis likely demands more of the +U correction than an alternatively more flexible basis set. Nevertheless, STO-3G was still chosen over MINI[S] due to the former's improved ability to produce geometries consistent with larger basis sets. Future efforts will be focused toward simultaneous minimal-basis optimization with +U-parameter reoptimization.

5. Conclusions

We have introduced a correction that reduces imbalances in minimal basis set descriptions of nitrogen and oxygen chemical bonding configurations observed in biological molecules. We have demonstrated the applicability of $U_o$ and $U_n$ parameters tuned to a single molecule, cytosine, to reproduce qualitative energetic ordering in a number of small molecules. These same parameters also prevent spurious proton transfer that is normally observed in minimal basis set geometry optimizations of proteins even when self-interaction-free Hartree-Fock is employed. We anticipate that such a set of $U$ values is transferable to other applications where hydroxyl oxygen atoms and imines are overstabilized with respect to carbonyl oxygen and amines. Other minimal basis sets should have comparable, if not quantitatively identical, “ideal” $U$ values because they exhibit comparable levels of spurious proton transfer. However, we note that changing the basis set more significantly (e.g. to a minimal double-ζ basis set) or employing self-interaction-contaminated DFT will likely require more significant tuning of $U$ parameters. We motivated the use of this correction in the context of Hartree-Fock by demonstrating how the approach tunes molecular orbital energies of Hubbard atoms and distinguishes chemically unique substituents through relative fractionality of the local occupation matrix. Such an approach may be straightforwardly applied to treat other known imbalances in electronic structure methods and basis sets in order to fix qualitative energetic ordering.
ASSOCIATED CONTENT

Supporting Information Available: Coordinates of RHF/STO-3G, RHF/STO-3G+U, and RHF/6-31G* optimized proteins; quantitative relative energetics of small molecules with U tuning; alanine-tuned parameters. This material is available free of charge via the Internet at http://pubs.acs.org.

AUTHOR INFORMATION

Corresponding Author

*email: hjkulik@mit.edu phone: 617-253-4584

Notes

The authors declare the following competing financial interest(s): T.J.M. is a cofounder of PetaChem, LLC.

ACKNOWLEDGMENT

This work was supported by the Department of Defense (Office of the Director of Defense Research and Engineering) through a National Security Science and Engineering Faculty Fellowship (to T.J.M). H.J.K. holds a Career Award at the Scientific Interface from the Burroughs Wellcome Fund, which supported both H.J.K and N.S..

REFERENCES


