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Abstract. The ability of linking systems together such that they behave as predicted once interacting with each other is an essential requirement for the forward engineering of robust synthetic biological circuits. Unfortunately, because of context dependencies, parts and functional modules often behave unpredictably once interacting in the cellular environment. In this paper, we review some recent advances toward establishing a rigorous engineering framework for insulating parts and modules from their context to improve modularity. Overall, a synergy between engineering better parts and higher-level circuit design that overcome the physical limitations of available parts will be important to resolve the problem of context dependence.

Modularity and context-dependence in engineered biological systems

Synthetic biology, that is, the use of molecular biology techniques to forward engineer cellular behavior, is a rising branch of biological research [1]. One aim of the field is to gather a better understanding of natural systems by re-wiring their subsystems and exporting them to new settings. The ability of re-designing living systems has especially potential in the biotechnology industry, promising a number of breakthroughs in human health and the environment. Designing living systems does not simply relay on the engineering of parts, such as proteins or genetic sequences. In contrast, it essentially requires the ability of linking parts together to create sophisticated functionalities. Linking parts together to achieve a predictable behavior is
a major challenge of the field. In this paper, we review some of the latest advances toward establishing a rigorous engineering framework to overcome this challenge.

As the engineering of biological systems progresses from building simple functional modules to creating large sophisticated systems, a bottom-up approach to design becomes desirable [1, 2, 3]. Within a bottom-up design process, basic parts, such as promoters, terminators, ribosome binding sites, and gene coding sequences, are assembled together to create simple functional modules, such as toggle switches [4], oscillators [5, 6, 7], and cascades [8]. These modules are then combined with each other to obtain more complicated systems, such as the artificial tissue homeostasis system proposed to regulate the concentration of β cells in the pancreas [9] or the synthetic payload delivery device that delivers macromolecules in the cytoplasm of cancer cells \textit{in vitro}. [10].

When designing systems bottom-up it is fundamental that basic parts and functional modules keep their essential properties unchanged once they are part of a larger system. This modularity assumption allows reliable prediction of the behavior of a system from the behavior of the composing building blocks and has been critical in many other engineering disciplines, including for the development of large-scale integrated circuits in Electronics [11]. In fact, modularity spares the need to co-optimize or even re-design building blocks once interacting with each other, and thus makes the design process scalable, systematic, and substantially faster. In biological engineering, unfortunately, the progress has been hampered by the fact that the salient properties of both basic parts and functional modules depend on their context, which includes the surrounding parts and modules [12]. Here, we review some of the main reasons of this context dependence focusing on rigorous engineering solutions that have been recently proposed to \textit{insulate} parts and functional modules from their context, thus enforcing modularity.

Basic parts and functional modules have key properties that should stay unchanged upon composition. Promoters' activity, ribosome binding sites' strength, and terminators' efficiency should be independent of the genetic context. Similarly, the period and amplitude of an oscillator, the switching time of a toggle switch, the sensitivity of a cascade, should not depend on the surrounding systems. If the robustness of a module’s features were implied by the robustness of the composing basic parts, we could simply focus on making robust parts. Unfortunately, as it will be illustrated later, modularity of basic parts does not imply modularity of the circuit they compose. Hence, we will make a distinction between modularity of basic parts and modularity of functional modules.
Modularity of basic parts

A basic part’s salient feature is often affected by the genetic sequences surrounding it due to unknown structural interactions between adjacent genetic sequences and factors. For example, the efficiency and position of transcriptional termination markedly depends on the sequences upstream of the terminator [13]. The activity of a promoter depends on the sequences that surround it, in particular, the sequences upstream of the -35 site and downstream of the -10 site affect transcription initiation and promoter escape, respectively [14]. The strength of a ribosome binding site is affected by interactions with the 5’ UTR sequence and by complicated secondary structures that form across the 5’ UTR sequence and the initial gene coding sequence [15] (Figure 1A). These facts confound system design because, for example, the same combination of promoter and ribosome binding site will result in different and unpredictable protein production rates depending on the specific gene being expressed.

Mitigating context dependence of basic parts is subject of intense engineering efforts and promising solutions have recently appeared. These solutions usually aim at reducing possible structural interactions through the use of insulators that spatially separate key parts from each other (Figure 1B). In particular, to render a promoter transcriptional activity independent of the genetic context, a promoter cassette can be expanded to include standard adjoining sequences upstream of the -35 box and downstream of the -10 box. A library of promoter cassettes containing these adjoining sequences were tested across different genetic contexts showing that promoter activity can be more reliably predicted when the genetic context is changed [16]. To decouple the properties of the promoter from those of the ribosome binding site, the 5’ UTR sequence can be physically separated from the ribosome binding site to avoid unpredictable interference between these two. This can be obtained by inserting either a ribozyme or a CRISPR target sequence between the 5’ UTR sequence and the ribosome binding site [17, 18, 19]. Testing of constructs with different UTR sequences demonstrated that insertion of a CRISPR target sequence substantially reduces variability in protein production rate [18]. Similarly, employment of ribozymes in NOT gates showed robustness to the genetic context [17]. Finally, the complicated interference due to secondary structure across the 5’ UTR and initial gene coding sequence can be further mitigated by the introduction of a standard translation initiation element that contains two Shine-Dalgarno sequences as opposed to containing one only [20].

These results establish a solid basis for insulation of basic parts from
their genetic context and at the same time raise a number of questions for future research. These include the scalability of these approaches to systems with many genes and the possibility of interactions between the synthetic RNA processing and the natural RNA processing of the host.

Modularity of functional modules: The effects of loads

At the higher level of the circuit abstraction hierarchy, functional modules, such as cascades, toggle switches, and oscillators, are subject to context dependencies even when the parts they are composed of behave robustly across different contexts. In this section, we examine one such cause of context dependence, that is, the effect of loads on a module’s output, and illustrate engineering solutions for its mitigation. To understand the problem of loads in a biological circuit, consider as an example the activator-repressor clock by [6] shown in Figure 2AB. To connect the clock to a downstream system, we can use the activator protein A as a regulator for some gene in the downstream system (Figure 2C). Protein A regulates the expression of a gene in the downstream system by binding to operator sites in the promoter controlling this gene. The resulting reversible binding reactions between A and these operator sites temporarily sequester A from the reactions that make the clock, leading to delays that can disrupt the clock’s function (Figure 2D).

Several researchers have reported experimental results documenting the effects of loads on a circuit’s salient features. It was found that the temporal response of a genetic cascade was substantially slowed down by the presence of target operator sites for the cascade output protein [21]. The steady state input/output response of the cascade was also changed by these operator sites, leading to phenomena such as ultrasensitivity and thresholding [22, 23]. Signal transduction circuits are also subject to loading effects. In fact, experiments performed on signaling cascades both in vitro and in vivo reported substantial delays in the cascade temporal response and changes in the cascade’s steady state due to the presence of target proteins [24, 25, 26, 27]. Further computational studies have uncovered that the amplitude and period of oscillations in genetic clocks depend on the presence and concentration of operator sites for the clock’s proteins [28]; these sites can even cause clock’s failure [29]. The salient features of a genetic toggle switch, such as the switching time and the duration of the stimulus required for flipping the state, is also largely impacted by the presence of
operator sites for the circuit proteins [30, 31]. Hence, if the output protein of a functional module is used as a regulator in a downstream system, the module’s salient features change. This change, that is, the effects of loads on the output protein, have the undesirable consequence that the downstream system fails to be regulated as expected and this fact hinders system design.

We next review a “signals and systems” engineering approach that has been proposed to formalize the problem of loads and make load mitigation amenable to rigorous solutions. “Signals and systems” is a well-established discipline of Electrical Engineering that is dedicated to understand how physical (mostly electrical) systems process signals, a physical quantity that carries information [32]. In biological circuits, a system is a set of biological processes that create, destroy, or modify proteins and smaller molecules. Within these systems, we typically view the amounts (number or concentration) of a molecule as the signal carrier, although different signal carriers are possible and have been proposed [33]. Some signals can be inputs or outputs of a system and they represent the concentration of the input or output molecules, respectively, of the system. For example, for a genetic activation cascade, the input molecule can be a transcription factor that activates the expression of the first gene in the cascade. The output molecule is a protein produced by a gene in the cascade, which can be used to regulate genes outside of the cascade. For a two-component signaling system [34] the input molecule is often the enzyme, a kinase, for example, that activates the substrate protein, while the output molecule is often the product of the enzymatic reaction, for example, the phosphorylated protein, since it can be used to regulate targets outside of the system.

We will say that system $S_1$ is connected to system $S_2$ if the output molecule of $S_1$ regulates some process in $S_2$. In this case we will also say that $S_2$ is downstream of $S_1$, thus viewing the information as traveling from system $S_1$ to system $S_2$. When system $S_1$ is connected to system $S_2$, the issue of load arises due to the additional reaction fluxes to which the output molecule of $S_1$ is subjected to when system $S_2$ is present. These additional reaction fluxes have been called retroactivity to precisely identify the physical origin of loads in biological systems. Accordingly, a system’s concept that explicitly accounts for retroactivity has been proposed [35, 36]. Related but different system concepts have been proposed by systems theorists much earlier [37, 38]. Within this system’s concept, in addition to the input and output signals, we have two additional signals that travel from downstream to upstream (Figure 3A). Signal “s” is termed the retroactivity to the output of the system and represents the additional reaction flux to which the output molecule of the system is subjected to when it serves a an input to a down-
stream system. For the clock example, \( s \) is the net reaction flux resulting from the reversible binding between the activator A and the downstream system’s operator sites. Signal “\( r \)” is the termed the retroactivity to the input and represents the additional reaction flux that the system imposes on its upstream system when these two are connected. These retroactivity signals are conceptually similar to the current flowing between two electrical terminals when connected to each other and to the fluid flow between two tanks when these are connected through a pipe. An extensive treatment of how to determine the effects of retroactivity in genetic circuits based on this framework can be found in [30].

In order to mitigate retroactivity effects, it has been proposed to employ insulation devices [35, 39]. An insulation device is placed between an upstream and a downstream system such that the load (retroactivity \( s \)) is transferred to the insulation device (Figure 3B). The insulation device should have three key properties:

(i) the output \( y \) of the insulation device should be practically independent of retroactivity \( s \) (load mitigation);

(ii) it should have a negligible retroactivity to the input \( r \) (it applies negligible load to its upstream system);

(iii) provided (i) and (ii) are satisfied, the output \( y \) should be approximately proportional to the input \( u \) (proportionality).

By virtue of these three properties, the upstream system’s output signal is transferred to the downstream system input signal despite loading and, as a consequence, the downstream system is properly regulated.

Load mitigation (i) can be obtained by employing disturbance attenuation ideas that have been developed by control theory for making the output signal of any system robust to disturbances [40]. The core concept of disturbance attenuation for mitigating the effect of retroactivity \( s \) is depicted in the block diagram of Figure 4A. The input \( u \) of the insulation device is compared to the output \( y \) of the insulation device to form the error \( e \). This error is then amplified through a gain \( G \), summed to the contribution of retroactivity \( s \) (the disturbance) to obtain the output \( y \). This diagram gives the equation

\[
y = G(u - Ky) + s \quad \Rightarrow \quad y = \frac{Gu}{(1 + GK)} + \frac{s}{(1 + GK)},
\]

from which it follows that when the gain \( G \) is very large (independent of the specific value), we have that \( y \approx u/K \), which is independent of retroactivity
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This concept can be made more concrete by re-writing this block diagram as in Figure 4B, which can be interpreted as follows. For the output $y$ of the insulation device to be practically independent of the retroactivity $s$, we should (a) amplify the input through a large gain $G$ and (b) apply a similarly large negative feedback gain $G'$ on the output.

A biomolecular process that can realize both (a) and (b) is a phosphorylation cycle (Figure 4C), which, when the amounts of inactive protein substrate $y_{in}$ and phosphatase $p$ are sufficiently high, can function as an insulation device [35]. Specifically, the output protein $y$ is generated by the inlet phosphorylation flux (proportional to the concentration of the substrate $y_{in}$) and is decreased by the outlet dephosphorylation flux (proportional to the concentration of the phosphatase $p$). When the demand for the output protein $y$ increases due to load, the large inlet flux quickly generates more $y$, while the large outlet flux guarantees that no more $y$ than required to track the concentration of the input $u$ is generated. This system has been implemented using the NRI/NRII TCS system of E. coli, in which the authors showed that increased phosphatase and substrate amounts make, as predicted from theory, the system’s response independent of load [41]. However, the authors also showed that increasing these amounts make the temporal response of the device substantially slower. This violates the proportionality requirement (iii) since the device introduces delays in the critical path from the upstream to the downstream system.

This limitation was overcome by employing multiple stages of phosphorylation, instead of just one, and by discovering a more general design principle for retroactivity attenuation realizable by molecular processes that do not necessarily have the explicit input amplification and negative feedback structure shown in Figure 4B. The core idea of this design principle is based on separation of time scales. Basically, if the characteristic time scales of the processes in the insulation device are much faster than the rate of change of the input $u$, then the effects of retroactivity $s$ are mitigated [42]. This is because any load-induced delays occur at the faster time scale of the insulation device and therefore they are negligible for the operation of the slower flanking modules. Based on this principle, if the upstream and downstream systems are genetic circuits, with characteristic slow time scales dictated by gene expression, an intervening insulation device can be designed employing a number of processes, including phosphorylation, phosphotransfer, methylation, or their combinations, since they have relatively faster time scales. A particular instance of an insulation device, called the load driver, was constructed based on this principle in yeast cells employing a two-stage YPD1/SKN7 phosphotransfer cascade [43]. This device has a remarkable
ability of attenuating retroactivity, applies no substantial load to its up-
stream system, and has an extremely fast response, therefore satisfying all
three requirements of an insulation device.

In general, obtaining a device that applies a negligible load to its up-
stream system (ii) and has the proportionality property (iii) rely on a careful
modeling study of the specific molecular process chosen for the insulation
device. For example, for covalent modification cycles and their composi-
tion, conditions on the parameters that guarantee these features have been
extensively studied [34, 35, 44].

When creating future systems composed of multiple modules, a designer
will have to examine each interconnection one at the time through available
modeling tools (see, for example [30, 31, 45]) in order to assess potential
loading problems. In case loading problems are found, an insulation device,
composed of processes orthogonal to those of already inserted insulation
devices, will be chosen from a library. Prior to insertion of the insulation
device in the experimental system, simulation and modeling studies will be
employed to determine suitable gains and timescales that allow the three
key requirements of an insulation device (i)-(iii).

For this approach to be scalable, libraries of orthogonal load drivers
will have to be developed. The possibility of creating multiple orthogonal
load drivers is provided by the existence of hundreds of orthogonal two-
component signaling motifs [46] and by the fact that multiple such mo-
tifs can be simultaneously implemented within the same cell with minimal
crosstalk [47]. However, scaling up the size of synthetic circuits will require
to overcome another central cause of context dependence, which arises from
competition by synthetic circuits for a limited amount of cellular resources,
the subject of the next section.

Modularity of functional modules: The effects of
resource sharing

Synthetic circuits use cellular resources, such as transcription/translation
machinery, enzymes, and ATP, which are found in limited amounts and are
shared with the host circuitry (Figure 5). As the size of synthetic circuits
increases, the depletion of these resources, chiefly RNA polymerase and ribo-
somes, can become a bottleneck for both cell growth and circuit performance
[48, 49, 50, 51, 52]. Expression of extraneous genes imposes a load on tran-
scriptional/translational resources, which can affect cell growth [51] and the
production of other proteins in the cell [53]. Changes on cell growth and
gene expression levels have very subtle consequences on the operation of gene circuits. Growth rate change during circuit operation leads to variations in protein dilution rates, which, in turn, bring about unexpected phenotypes such as bistability [54]. Further computational studies have found that, because modules share limited amounts of transcriptional/translational resources, the expression levels of proteins in seemingly unconnected modules become surprisingly coupled [55, 56] and the dynamical behavior of simple activation cascades becomes unpredictable [57]. Counter-intuitive interactions have also been experimentally observed when different modules share common enzymes, whose scarcity leads to interesting synchronized behavior [58]. All these effects make a module’s salient properties poorly predictable and, as a result, confound system design.

Most engineering efforts have focused on mitigating the impact of synthetic circuits on cell fitness, while the problem of decoupling modules’ behavior from each other remains largely open. Solutions have aimed at creating a pool of highly specific transcriptional/translational resources that would be exclusively used by synthetic circuits. As far as transcriptional resources are concerned, RNA polymerase from phage T7 allows, to some extent, to decouple transcription from the host resources [59]. More recently, several other RNA polymerases have been identified from other phages or from directed evolution experiments [60, 61, 62]. Due to the high transcription efficiency of these polymerases, toxicity is often an issue and hence their concentration should be limited. To this end, a system has been fabricated that allows allocating a core RNA polymerase to different genes through the aid of suitably designed sigma factors. The total amount of active RNA polymerase is limited by the expression level of the core RNA polymerase, whose concentration is kept below the toxicity threshold. Mechanisms for implementing both negative and positive regulation of the core RNA polymerase are also provided [63]. These could serve as a versatile platform for implementing future algorithms to decouple synthetic modules’ behavior from each other.

As far as translational resources are concerned, orthogonal ribosomes (O-ribosomes) have been proposed as a mechanism to decouple translation of endogenous mRNA from translation of the mRNA of synthetic circuits [64, 65]. O-ribosomes specifically translate their cognate O-mRNA, which is not recognized by endogenous ribosomes. This is realized by an altered Shine-Dalgarno sequence in the leading sequence of the O-mRNA, which is recognized exclusively by the O-ribosomes. While orthogonal ribosomes can in principle mitigate the impact of over-expressing synthetic circuits’ mRNAs on cell fitness, the question of how to diminish the couplings among
different synthetic modules that share O-ribosomes remains largely open.

Concluding remarks and future perspectives

Context-dependence affects both basic parts and functional modules, wherein modularity of parts does not imply modularity of the modules they constitute. While substantial progress has been made for insulating basic parts from their genetic context and functional modules from the systems they connect to, the problem of insulating synthetic systems from the host is still a major problem. Orthogonal RNA polymerases and ribosomes can, to some extent, mitigate the load on host’s transcription/translation resources applied by synthetic circuits, but they cannot eliminate the subtle couplings among synthetic circuits due to competition for limited resources. These lead to unpredictable behavior and, as a consequence, confound system design. Although, in principle, one could decouple the functionality of modules by having a set of transcription/translation resources specifically dedicated to each synthetic module, in practice this will hardly be realizable as the number of modules increases.

Other engineering areas have faced similar challenges due to physical limitations of the parts being used. These limitations have often been surmounted by shifting the attention from designing better parts to using the available parts in clever designs that could as a whole lead to overcome the part’s physical limitations. A memorable example is that of the first transcontinental telephone line, in which amplifiers placed along the line to prevent signal attenuation would cause unacceptable signal distortion. To solve this problem, engineers at the time (1920s) were focusing on improving the physical properties of the amplifiers, hitting the limits of what was physically possible. The breakthrough in this problem came when H. S. Black demonstrated that placing these amplifiers in a carefully designed feedback loop would lead to a new amplifier, later called the negative feedback amplifier, that was essentially immune to distortion [66].

It is therefore sensible to assume that advancements into finding suitable solutions to the context dependence issue will require joint efforts between researchers that focus on building better parts, pushing the boundaries of physics, and researchers that invent circuit design approaches to overcome the fundamental physical limitations of such parts.
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Figure captions

Figure 1: Modularity of basic parts. (A) Some known structural interactions between genetic sequences affect the activity of promoters and the strength of ribosome binding sites. (B) These structural interferences can be mitigated by physically separating the genetic parts from each other through the insertion of “insulators”. Upstream and downstream of the promoter these insulators contain standard sequences that, used for all constructs, guarantee similar promoter activities within different genetic contexts. The 5’UTR sequence upstream of the ribosome binding site (RBS) can be cut by using CRISPR targets sequences or ribozymes. Interference from secondary structure formation across the 5’UTR and initial gene coding sequence can be mitigated by inserting a translation initiation element.

Figure 2: Modularity of functional modules: the effect of loads. (A) Activator-repressor clock: the activator protein A activates its own transcription and that of a repressor R, while the latter represses the transcription of protein A. (B) In isolation, the clock displays sustained oscillations (simulation results). (C) The activator protein is used as an activator of an additional gene in a downstream system. In this case, A is temporarily sequestered by the downstream system so that less of it is available in the reaction of the clock. (D) The consequence of this temporal sequestration is that the clock stops functioning (simulation results).

Figure 3: Retroactivity and insulation. (A) A system concept that accounts for retroactivity. The retroactivity to the output \( s \) accounts for the additional reaction flux to which the output of \( S_1 \) is subjected to when it is connected to \( S_2 \). The retroactivity to the input \( r \) accounts for the additional reaction flux that \( S_1 \) is imposing on its upstream system when it is connected to it. (B) An insulation device is placed between \( S_1 \) and \( S_2 \) such that it applies minimal loading to \( S_1 \) \( (r = 0) \), it attenuates the effect of \( s \) on its output \( y \), and the output \( y \) is an approximately linear function of the input \( u \), that is, \( y \approx gu \) for some gain \( g \).

Figure 4: Basic design principle for retroactivity mitigation. (A) Block diagram showing the basic mechanism for attenuating the contribution of
retroactivity $s$ on the output $y$ of an insulation device. (B) Equivalent block diagram representation shows that to mitigate retroactivity the input $u$ should be amplified and the output $y$ should be subject to a large negative feedback. (C) A phosphorylation cycle can implement a large input amplification and a similarly large negative feedback on the output. In particular, the input amplification $G$ is proportional to the concentration of the inactive protein $y_{in}$ while the negative feedback gain $G'$ is proportional to the concentration of the phosphatase $p$.

Figure 5: Modularity of functional modules: the effect of resource sharing. The host cell provides resources necessary for transcription, translation, enzymes, ATP, etc. Synthetic modules that use these resources exert a retroactivity flux $r$ on the cellular machinery. This flux, affects the dynamics of the cellular machinery with consequences on the host fitness and repercussions on all modules’ function.
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(A) Schematic of an upstream system with arrows indicating the flow.

(B) Graph showing activator A concentration over time (hrs).

(C) Diagram of an upstream system and a downstream system, with activator A concentration over time (hrs).

(D) Graph depicting activator A concentration over time (hrs).
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