$Q_{\text{weak}}$: First Direct Measurement of the Proton’s Weak Charge
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Abstract. The $Q_{\text{weak}}$ experiment, which took data at Jefferson Lab in the period 2010 - 2012, will precisely determine the weak charge of the proton by measuring the parity-violating asymmetry in elastic e-p scattering at 1.1 GeV using a longitudinally polarized electron beam and a liquid hydrogen target at a low momentum transfer of $Q^2 = 0.025$ (GeV/c$^2$). The weak charge of the proton is predicted by the Standard Model and any significant deviation would indicate physics beyond the Standard Model. The technical challenges and experimental apparatus for measuring the weak charge of the proton will be discussed, as well as the method of extracting the weak charge of the proton. The results from a small subset of the data, that has been published, will also be presented. Furthermore an update will be given of the current status of the data analysis.

1 Introduction

The $Q_{\text{weak}}$ experiment [1] will precisely determine the weak charge of the proton $Q_p^W$ by measuring the parity-violating asymmetry in elastic electron-proton scattering at a low momentum transfer of $Q^2 = 0.025$ (GeV/c$^2$). The weak charge of the proton is the neutral-weak analog of the proton’s electric charge. While the results presented here only use the commissioning data, which is about 4% of the entire data set, the low $Q^2$ and use of the world parity violating electron scattering (PVES) data to constrain hadronic effects makes this the first direct measurement of $Q_p^W$.

$Q_{\text{weak}}$ ran in Hall C at the Thomas Jefferson National Accelerator Facility during the period 2010 - 2012. A 180 $\mu$A beam of longitudinally polarized electrons at 1.115 GeV scattered off a liquid hydrogen target of unpolarized protons. The scattered electrons were collimated in a scattering angle range of $\sim 6^\circ - 12^\circ$ and then focused by a magnetic spectrometer onto quartz Čerenkov detector bars.

The experiment measures the parity-violating asymmetry by taking the difference of the elastic e-p scattering cross section for the two helicity states divided by the sum

$$A_{ep} = \frac{\sigma_+ - \sigma_-}{\sigma_+ + \sigma_-}$$ (1)

The asymmetry can be expressed at tree level in terms of electromagnetic, weak, and axial form factors as:

$$A_{ep} = \left[ -\frac{G_F Q^2}{4\pi\alpha\sqrt{2}} \right] \left[ \frac{\varepsilon G_F^2 G_e^2 + \tau G_A^2 G_{em}^2 - (1 - 4\sin^2\theta_W)\varepsilon' G_A^2 G_e^2}{\varepsilon(G_e^2)^2 + \tau(G_A^2)^2} \right]$$ (2)

where

$$\varepsilon = \frac{1}{1 + 2(1 + \tau)\tan^2\frac{\theta}{2}}, \quad \varepsilon' = \sqrt{\tau(1 + \tau)(1 - \varepsilon^2)}$$ (3)

are kinematic quantities, $G_F$ is the Fermi constant, $\sin^2\theta_W$ is the weak mixing angle, $-Q^2$ is the four-momentum transfer squared, $\tau = Q^2/4M^2$ where $M$ is the proton mass, and $\theta$ is the laboratory electron scattering angle. The explicit dependence on the proton’s weak charge can be shown by rewriting [2] Eq. 2 as

$$A_{ep}/A_0 = Q_p^W + Q^2 B(Q^2, \theta), \quad A_0 = \left[ -\frac{G_F Q^2}{4\pi\alpha\sqrt{2}} \right]$$ (4)

where $Q_p^W$ is the intercept, and the hadronic form factors are contained in $B(Q^2, \theta)$, which can be extracted by doing a global analysis of all existing PVES data.
2 Experiment

The $Q_{\text{weak}}$ apparatus, shown in Fig. 1, was constructed in Hall C at Jefferson Lab [3] [4]. It features a $\sim 35$ cm long liquid hydrogen target, three lead collimators which define the acceptance, a toroidal magnet which focuses elastic electrons on the main detector bars as well as removes inelastically scattered electrons, and eight quartz Čerenkov main detector bars with azimuthal symmetry. Two sets of retractable vertical wire drift chambers and two sets of retractable horizontal wire drift chambers were used to characterize the $Q^2$ of the experiment. The main detector bars and drift chambers were protected by a large shield wall.

During the commissioning period, upon which the results presented here are based, $Q_{\text{weak}}$ took 1.115 GeV electrons at a beam current of between 145 and 180 $\mu$A and a longitudinal polarization of 89% $\pm$ 1.8%. The scattering angle acceptance was 7.9$^\circ$ $\pm$ 3$^\circ$, with an azimuthal acceptance of almost half of $2\pi$. The $Q^2$ was determined to be $0.0250 \pm 0.0006$ (GeV/$c^2$) from simulation [1].

2.1 Target

$Q_{\text{weak}}$ had a liquid hydrogen target [3] that was designed to have very high power (more than 2100 W at 180 $\mu$A beam current) and have very low noise from target density fluctuations (less than 50 ppm noise). The target used a 34.5 cm long aluminum cell and thin entrance (0.10 mm) and exit (0.13 mm) windows. A centrifugal pump circulated the LH$_2$ though a closed loop and transversely across the beam. The closed loop also contained a 3 kW resistive heater to prevent the LH$_2$ from freezing when there is no beam and a 3 kW counterflow heat exchanger which used both 14 K helium coolant supplied to experiments as well as 4 K helium coolant provided by the accelerator. Designing a high power target while also minimizing noise from target boiling was achieved by using computational fluid dynamics to determine the optimal geometry which limited boiling along the beam axis and especially near the target windows. The measured density fluctuations were only $37 \pm 5$ ppm with $169 \mu$A of beam rastered to a spot 4x4 mm$^2$ at the entrance to the target cell, and the target pump running at is nominal 28.5 Hz. This represented a very small part of the overall 236 ppm asymmetry width at this beam current.
2.2 Detectors

$Q_{\text{weak}}$ used a ring of eight azimuthally symmetric synthetic quartz Čerenkov detectors [3]. The ring was placed 12.2 m downstream of the target and had a radius of 3.4 m. Azimuthal symmetry helped to reduce sensitivity to helicity correlated beam motion and residual transverse polarization. Each 2 m long bar was made by gluing together two 1 m long quartz bars end-to-end using optical compound. The final bar was 2 m x 18 cm x 1.25 cm. In order to reduce low energy backgrounds and boost gain, a 2 cm lead preradiator was placed in front of the quartz bar. Two quartz light guides were placed at each end of the quartz bar and were connected to 12.7 cm low gain PMTs. The PMTs current was put into a custom low noise I-to-V preamplifier and then into a ASIC low noise 18 bit ADC which sampled at 500 Hz. When operating with drift chambers inserted, high gain bases were used on the PMTs to accommodate the lower operating beam current.

2.3 Polarimetry

A very precise measurement of the polarization was required for $Q_{\text{weak}}$ to achieve its precision goals. In order to achieve the stated goal of 1% two polarimeters were used. The first was the preexisting Hall C Møller polarimeter [5]. This polarimeter used a fully polarized iron foil with known analyzing power in a superconducting magnet to determine polarization at the percent level. This polarimeter only worked at low beam currents and disrupted data taking, therefore a Compton polarimeter was built in Hall C to provide a constant, non-invasive measurement of polarization to complement the Møller polarimeter. The Compton polarimeter used a circularly polarized laser in a cavity to provide a known analysing power [6]. Both the scattered electron and scattered photon were independently measured. Agreement between both polarimeters was within errors [3].

3 Analysis

The experimental asymmetry was constructed from beam charge normalized integrated detector current yields as

$$A_{\text{raw}} = \frac{Y^+-Y^-}{Y^++Y^-}$$

for randomized helicity states. For this data set $A_{\text{raw}} = -169 \pm 31 \text{ ppm}$ [1]. Corrections for helicity correlated beam properties, non-linearity and transverse polarization were also made as

$$A_{\text{msr}} = A_{\text{raw}} + A_T + A_L - \sum_{i} \frac{\partial A}{\partial \chi_i} \Delta \chi_i$$

$$= A_{\text{raw}} + A_T + A_L + A_{\text{reg}}$$

where $A_T$ is the residual transverse asymmetry, $A_L$ is the non-linearity correction and $A_{\text{reg}}$ is the regression correction for helicity correlated beam properties. There were also several backgrounds which need to be corrected for using measurements of the background asymmetry $A_i$ and dilution $f_i$. The backgrounds in $Q_{\text{weak}}$ came from aluminum target windows, beamline, soft neutrals, and inelastic events. The largest background was the aluminum target windows with an asymmetry of 1.76 ppm and a dilution of 3.2%. The final asymmetry was computed as

$$A_{\text{ep}} = R_{\text{tot}} \frac{A_{\text{raw}}}{P} - \sum_i f_i A_i$$

where $R_{\text{tot}}$ includes radiative corrections, non-uniform light and $Q^2$ distribution on the detector bars, and uncertainties in $Q^2$ determination resulting in $R_{\text{tot}} = 0.98$. $P$ is the measured polarization of 0.890 ± 0.018. The final value for $A_{\text{ep}} = -279 \pm 35 \text{ (stat)} \pm 31 \text{ (sys)} \text{ ppb}$. 
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3.1 Status of analysis towards the final result

Analysis of the full $Q_{\text{weak}}$ data set is nearly complete including refined treatments of all major systematic errors. Here we describe one important systematic effect that is receiving careful attention. It is due to a double scattering effect from secondary scattering of the primary scattered electrons in the lead preradiators in front of the quartz main detectors. As scattered electrons pass through the spectrometer magnet, the initially purely longitudinally polarized electrons acquire $\sim 50\%$ transverse polarization by spin precession in the spectrometer magnet as shown in Fig. 2. When the electron interacts with the 2 cm lead preradiator in front of the detector bar, the transverse polarization combined with the parity-conserving left-right analyzing power in the scattering on lead gives rise to an asymmetry that is similar in magnitude but opposite in sign for the photomultiplier tubes attached to the left and right sides of a bar. Labeling the two PMTs on the bar as (+) and (-), this results in a non-zero double difference between the left and right PMT asymmetries on a bar:

$$A_{DD} = A_+ - A_-$$

(9)

The parity-violating asymmetry measured by a bar comes from averaging the left and right PMT asymmetries:

$$A_{PV} = \frac{A_- + A_+}{2}$$

(10)

While this double scattering effect cancels to first order for a perfect detector, broken symmetry in the detector bar can cause a small bias and therefore only partial cancellation. How well this asymmetry cancels is currently being studied using a Geant4 simulation benchmarked with measured light collection profiles for each individual bar and measured scattered fluxes incident on the detectors. Each of the eight bars has slightly different as-built properties, so we anticipate that a separate correction will be made for each. Analysis is currently focused on reducing the uncertainty on this correction.
4 Results

A global analysis using the recently published $Q_{\text{weak}}$ result (based on 4% of the data) [1], all PVES data [7–18] on hydrogen, deuterium and helium up to 0.63 GeV$^2$ was used to extract $Q_{\text{w}}^0$. The global fit prescription is discussed in depth in [2]. The global fit was done over five parameters: the quark weak charges $C_{1u}$ and $C_{1d}$, the strange charge radius $\rho_s$ and magnetic moment $\mu_s$, and the isovector axial form factor $G_A^{Z(T=1)}$, which is constrained by theory. There was also a correction for the $\gamma$-$Z$ box electroweak radiative correction based on the calculation in [19] and applied using prescription [20] using form factors from [21]. To illustrate this fit in two dimensions, $\theta$ dependence was removed using Eq. 2 and divided by $A_0$ given in Eq. 4. Projecting to $Q^2 = 0$ gives $Q_{\text{w}}^0$ (PVES) = 0.064 ± 0.012.

Figure 3. Global fit result presented in the forward angle limit calculated from the world PVES data as well as the recently published $Q_{\text{weak}}$ [1] result (red point) based on 4% of the data. The yellow shaded area is the uncertainty of the fit. Individual point error bars are inflated slightly by rotation into the forward angle limit.

Figure 4. Constraints on the isovector ($C_{1u} - C_{1d}$) and isoscalar ($C_{1u} + C_{1d}$) quark weak coupling constants. The green APV band constrains the isoscalar combinations from $^{133}\text{Cs}$. The blue ellipse represents the global fit of PVES data. Here the PVES data includes the recently published Qweak [1] result based on 4% of the data. The red ellipse shows the result from the combination of APV and PVES data. The black line represents the SM predicted value as a function of $\sin^2 \theta_W$. The SM best fit value is represented by the black dot at $\sin^2 \theta_W = 0.23116$. 
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Combining the $Q_{\text{weak}}$ measurement of the proton weak charge with atomic parity violating (APV) data, it is possible to extract the weak charges of the quarks. Using precise measurements of the weak charge of $^{133}\text{Cs}$ [22] with atomic corrections [23] gives $C_{1u} = -0.1835 \pm 0.0054$ and $C_{1d} = 0.3355 \pm 0.0050$ with correlation coefficient of -0.980. These can be combined to give the weak charge of the neutron, $Q_W^p (\text{PVES} + \text{APV}) = -0.975 \pm 0.010$. Both the proton and neutron weak charges agree with the standard model values [24], $Q_W^p (\text{SM}) = 0.0710 \pm 0.0007$ and $Q_W^n (\text{SM}) = -0.9890 \pm 0.0007$.

At tree level in the Standard Model, the proton’s weak charge is given by $Q_W^p = 1 - 4 \sin^2 \theta_W$. After electroweak radiative corrections are included in this expression, an effective weak mixing angle can be extracted from the measurement. A convenient way of comparing this measurement with other weak mixing angle measurements at a range of energy scales is the running plot shown in Figure 5.

The commissioning results reported here are derived from only about 4% of the data that were collected for the full experiment. The final proton weak charge result extracted using the full dataset will be available in mid-2017.
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