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Room-Temperature Micron-Scale Exciton Migration in a Stabilized Emissive Molecular Aggregate

Justin R. Caram, Sandra Doria, Dörthe M. Eisele, Francesca S. Freyría, Timothy S. Sinclair, Patrick Rebentrost, Seth Lloyd, and Moungi G. Bawendi

Abstract: We report 1.6 ± 1 μm exciton transport in self-assembled supramolecular light-harvesting nanotubes (LHNs) assembled from amphiphilic cyanine dyes. We stabilize LHNs in a sucrose glass matrix, greatly reducing light and oxidative damage and allowing the observation of exciton–exciton annihilation signatures under weak excitation flux. Fitting to a one-dimensional diffusion model, we find an average exciton diffusion constant of 55 ± 20 cm²/s, among the highest measured for an organic system. We develop a simple model that uses cryogenic measurements of static and dynamic energetic disorder to estimate a diffusion constant of 32 cm²/s, in agreement with experiment. We ascribe large exciton diffusion lengths to low static and dynamic energetic disorder in LHNs. We argue that matrix-stabilized LHNs represent an excellent model system to study coherent excitonic transport.
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Excitons are bound electron–hole pairs generated upon absorption of a photon or through charge carrier injection. Photosynthetic organisms and organic electronics make use of ordered molecular aggregates as excitonic antennas, with energy transport out-competing radiative and nonradiative decay channels leading to near-unity internal quantum efficiencies. Like electronic conduction, molecular exciton conduction falls largely in two regimes: hopping and delocalization. In the hopping regime, interaction with the environment (the reorganization energy) exceeds the dipole–dipole coupling (\( \lambda_{\text{reorg}} > J \)), leading to Förster resonance dominated transport. In the delocalized regime, dipole–dipole coupling exceeds the reorganization energy leading to Redfield transport. Efficient conduction of spin-singlet excitons requires a balance of these two regimes, with both coherent quantum delocalization and incoherent reorganization energy transfer playing a role in natural and artificial light-harvesting systems. However, extracting principles of design from disordered complex biological and polymer systems is a significant challenge. This study probes singlet exciton transport in self-assembled light harvesting nanotubes (LHNs). LHNs are quasi one-dimensional J-aggregates consisting of ordered amphiphilic cyanine dyes that form extended transition dipoles with concentrated oscillator strength in a lower-energy, highly emissive state. LHNs show remarkably high overall coupling, negligible reorganization energies, and high structural uniformity resulting in large delocalization lengths. LHNs are an excellent model material for exploring the relationship between quantum delocalization and energy transport in a system where \( \lambda_{\text{reorg}} \ll J \) (coherent regime). However, spectroscopic studies of LHNs have been hampered by difficulties in sample preparation and photostability. As a result, studies of exciton transport in LHNs have yielded highly variable results, with estimates of transport ranging from 30 to 300 nm at room temperature and even 25 μm at 5K.

This study is divided into two parts. In the first section, we demonstrate matrix-stabilization of LHNs and use exciton–exciton annihilation to estimate exciton diffusion lengths and constants. In the second section, we use the measurements of energetic disorder and simulations of exciton delocalization to model exciton diffusion and compare this to the experimental results. We begin the first section by characterizing LHNs prepared in a sucrose–trehalose solid matrix that prevents photodegradation and allows for detailed spectroscopic characterization. We then probe signatures of exciton–exciton annihilation (EEA) by comparing ultrafast and continuous wave laser excitations at the same powers and wavelength. We show that both photoluminescent lifetimes and relative quantum yields of LHNs are strongly mitigated by EEA and fit our results to a diffusive model to estimate exciton transport. Measurements of EEA are found to be consistent with exciton diffusion lengths in excess of 1 μm over multiple measurements and samples. In the second section, we begin by examining...
molecules in methanol, C8S3 LHNs in a water–methanol mixture, and LHNs embedded in the solid sugar matrix. Cryo-EM of LHNs in matrix retain double wall character with 12.5 nm outer wall and μm of longitudinal extent. (e) The absorption spectrum of C8S3 in methanol red shifts and narrows with respect to the monomer upon addition of water when aggregates are formed, with distinct features corresponding to inner- and outer-wall subsystems. LHNs suspended in a sugar matrix retains aggregate spectral character. (f) Plotting the normalized intensity of absorption over several days shows rapid degradation of LHNs under room light, and the matrix-stabilized LHNs retain spectral integrity over days.

Figure 1. (a) Self-assembly of amphiphilic C8S3 monomers with hydrophobic, carbocyanine dye and hydrophilic moieties in a water–methanol solution into (b) double-walled tubular light-harvesting nanotubes. (c) LHNs are stabilized in a dry inert sucrose–trehalose clear glass matrix. (d) Cryo-EM of LHNs in matrix retain double wall character with 12.5 nm outer wall and μm of longitudinal extent. (e) The absorption spectrum of C8S3 in methanol red shifts and narrows with respect to the monomer upon addition of water when aggregates are formed, with distinct features corresponding to inner- and outer-wall subsystems. LHNs suspended in a sugar matrix retains aggregate spectral character. (f) Plotting the normalized intensity of absorption over several days shows rapid degradation of LHNs under room light, and the matrix-stabilized LHNs retain spectral integrity over days.

temperature-dependent fluorescent and absorption line widths, from which we extract static and dynamic energetic disorder of LHNs. From this disorder and calculations of exciton delocalization length and direction, we simulate partially coherent exciton propagation to find diffusion constants. We find that both experimental EEA and disorder model-based estimates of exciton propagation give similar results for diffusion constants, 55 versus 32 cm²/s. We close by comparing LHNs to other excitonic antennas and discuss how exciton propagation may be controlled through the selective introduction of disorder.

Stabilization of LHNs. We form LHNs from 3,3′, bis(2-sulfopropyl)- 5,5′, 6,6′-tetrachloro-1,1′-dioctylbenzimidacarbocyanine (C8S3) molecules that self-assemble in a water–methanol mixture into a well-defined double-walled nested cylindrical morphology, characterized previously via complementary spectroscopy, microscopy, and electronic structure modeling. C8S3 dye monomers consist of three structural moieties, a hydrophobic alkyl group, a carbocyanine dye (similar to Cy3), and a hydrophilic charged sulfonate tail (Figure 1a). In a water–methanol mixture, C8S3 monomers self-assemble into nanotubes with an outer wall diameter of ∼12.5 nm, an inner wall diameter of ∼6 nm, and longitudinal dimensions tens of micrometers in length (panels b and d of Figure 1).

To accomplish our study, we have developed a method to stabilize C8S3 LHNs against light-induced and cryogenic damage in a sugar-based matrix. We modify the normal preparation by diluting the aggregate preparation in a highly concentrated sucrose–trehalose solution and drying overnight to create a concentrated, clear, dry, sugar-glass matrix (Figure 1c). Figure 1d shows that matrix preserved LHNs have identical macroscopic structural features under cryo-electron microscopy. In Figure 1e, we plot the absorption of C8S3 dye molecules in methanol, C8S3 LHNs in a water–methanol mixture, and LHNs embedded in the solid sugar matrix. Spectral features unique to the inner wall (16 700 cm⁻¹) and outer wall (17 000 cm⁻¹) subsystems are maintained upon water removal in the matrix. Matrix-suspended LHNs are photostable over several days under ambient room light and in air (Figure 1f), enabling temperature-dependent linear and transient optical spectroscopies.

Measurements of Exciton–Exciton Annihilation. To quantify exciton motion in LHNs we monitor ultrafast laser-induced exciton–exciton annihilation (EEA) in Figures 2 and 3. In Figure 2a, we show fluorescence spectra of LHNs taken with both continuous wave (CW) and ultrafast excitation at the same power and wavelength. While spectral features are maintained, we observe a decrease in the relative quantum yield in the latter case. In Figure 2b we demonstrate that integrated fluorescence under CW excitation is linear with incident power, while ultrafast excitation shows a quadratic decrease in the integrated intensity. Ultrafast excitation impulsively generates a high initial density of temporally and spatially coincident excitons on LHNs, which can diffuse, radiatively and nonradiatively decay, and overlap and collide. When these excitons interact, they annihilate leading to a decrease in overall quantum yield. Therefore, EEA is a spectroscopic signature that probes the dimensionality, distance, and domain size of exciton diffusion. In Figure 2, we estimate the number of excitations per unit aggregate for each incident ultrafast laser pulse. Assuming a uniform intensity over the beam waist the initial exciton density per unit distance of aggregate is the number of excitation events per pulse divided by the number of molecules in the focal volume and the effective longitudinal distance of aggregate per molecule. The equation is as follows:

$$\eta_0 = \left( \frac{2 \lambda_{22\text{R}} (1 - 10^{-\text{OD}_{\text{max}}} \beta)}{h c} \right) \left( \frac{\text{OD}_{\text{max}} \beta R_{\text{f}}^2}{e_{\text{max}}} \right)^{-1} \left( \frac{a_0}{\text{molecular distance}} \right)^{-1}$$

(1)
Letter

where $\chi$ is the pulse energy, $R_0$ is the radius of excitation, $OD_{\text{exc}}/\text{max}$ is the optical density at the excitation or absorption maximum, $\lambda$ is the wavelength of excitation, $hc$ is Planck’s constant and the speed of light, $\epsilon$ is the molar absorptivity, and $n_0$ is the linear displacement per monomer along the primary axis of the aggregate (including inner and outer walls). Table 1 gives estimates for all of these parameters. In Figure 2, we show estimates of initial exciton density in red and find in Figure 2b EEA signatures at very low average interexciton distances ($<0.1 \mu m$).

In Figure 3, we relate measurements of EEA to empirical estimates of exciton diffusion lengths and constants. To model signatures of EEA, we apply a model that assumes diffusive site-to-site transport of excitons. In this case, excitons are impulsively generated and undergo an unbiased random walk, annihilating on contact (Figure 3a,b). Using a Monte Carlo simulation shown in Figures 3b–d, we model the spectroscopic signatures of EEA: time-resolved photoluminescence lifetime (PL) and relative quantum yield (QY). In our model, excitons are randomly distributed and propagate until they either decay (according to first-order kinetics) or annihilate. We use a one-dimensional exciton diffusion model due to the large aspect ratio of LHNs (12.5 versus $>500 \text{ nm}$), which argues that exciton motion will mostly be along the primary axis of the aggregate. We vary the initial exciton density and monitor the total population at each time step (PL in Figure 3c), counting the number of decayed excitons (QY in Figure 3d). Increasing exciton density most clearly manifests in the initial time period of the PL and suppresses the relative QY. We can also model exciton dynamics analytically using the governing kinetic equation:

$$\frac{d(\eta(t))}{dt} = -\eta(t)/t_{\text{tot}} - \frac{\beta}{\sqrt{t}}\eta(t)^2$$

(2)

$$\eta(0) = \eta_0$$

(3)

where $\eta(t)$ and $\eta_0$ represent the time-dependent and initial exciton density, $t_{\text{tot}}$ represents the total exciton lifetime due to first-order decay processes (radiative and nonradiative) and $\beta$ can be related to the root-mean-square exciton displacement ($\beta = \sqrt{\langle x^2 \rangle / \eta_{\text{tot}}}$). We motivate the assumptions in this equation and solve for $\eta(t)$ in the Supporting Information. Figure 3e shows the resulting PL estimates under different initial exciton densities. Figure 3f plots the relative QY, which we arrive at by numerically integrating $\int_0^t \eta(t)/\eta_0 dt$.

In Figure 3g,h we plot the experimental PL and relative QY from $520 \text{ nm}$ ultrafast excitation (where the aggregates absorb $\sim10\%$ of the incoming light). We fit the normalized PL and the relative QY to $\eta(t)$ to find $\beta$, from which we can arrive at diffusion constant and diffusion length estimates. In four aggregate preparations, characteristic signatures of EEA were observed at photon fluxes as low as 0.01 excitations/$\mu m$/s of LHN with $520 \text{ nm}$ excitation. Our fits of both PL (one trial) and QY (three trials) yielded diffusion constants of $55 \pm 20 \text{ cm}^2/\text{s}$ and exciton diffusion lengths along the longitudinal dimension of the aggregate of $1.6 \pm 1 \mu m$ at room temperature. We observe a constant offset in the PL, which we assign to aggregates not participating in EEA. In Figure 4, we quantify the size-distribution of aggregates. From this, we estimate that $80\%$ of aggregates do not participate in EEA at $0.5 \text{ excitations per micrometer}$ due to shorter aggregate length scales (see the Supporting Information).

Modeling Exciton Motion from Measurements of Static and Dynamic Disorder. In this section, we use a different approach to estimate exciton diffusion using measurements of static (inhomogeneous) and dynamic (homogeneous) energetic disorder. Exciton motion can be characterized as falling in two regimes. If both static and dynamic disorder is high, the exciton interacts with the environment prior to full delocalization. In this regime, energy moves through FRET transfer from dipole to dipole. In materials with low static and dynamic disorder, coherent delocalization can occur prior to interactions with the local environment, leading to Redfield transport. Low energetic disorder in LHNs leads to coherent delocalization of at least $40 \text{ monomer units}$ at room temperature. We thus assume exciton transport occurs in the Redfield limit, at which point transfer is mediated by the interaction with the environment. To summarize our approach, we use temperature-dependent absorption and emission line widths to estimate the time-scales of exciton delocalization and environmentally induced dephasing. We then use a Frenkel exciton Hamiltonian to determine the total coupling and the direction of exciton delocalization. Using a Monte Carlo simulation, we allow excitons to ballistically delocalize along this axis with a speed set by the total coupling and a step time set by environment mediated localization, derived from the homogeneous line width. From this MC simulation, we determine an exciton diffusion constant and compare it to the experimentally measured value.

Figure 2. (a) Fluorescence spectrum for both continuous wave (CW) and ultrafast laser excitation at $12 \text{ mW}$. We observe a clear decrease in PL intensity due to EEA upon ultrafast excitation. (b) Integrated fluorescence intensity for both CW and ultrafast excitation. For ultrafast excitation, we include an estimate of initial exciton density calculated using eq 1, with error propagated from experimental uncertainty. Lines represent a linear (CW) or quadratic (ultrafast) fit to the data, demonstrating clear signatures of EEA at low interexciton average distances.

Figure 3. We relate measurements of EEA to empirical estimates of exciton diffusion lengths and constants. In this section, we use a different approach to estimate exciton diffusion using measurements of static (inhomogeneous) and dynamic (homogeneous) energetic disorder. Exciton motion can be characterized as falling in two regimes. If both static and dynamic disorder is high, the exciton interacts with the environment prior to full delocalization. In this regime, energy moves through FRET transfer from dipole to dipole. In materials with low static and dynamic disorder, coherent delocalization can occur prior to interactions with the local environment, leading to Redfield transport. Low energetic disorder in LHNs leads to coherent delocalization of at least $40 \text{ monomer units}$ at room temperature. We thus assume exciton transport occurs in the Redfield limit, at which point transfer is mediated by the interaction with the environment. To summarize our approach, we use temperature-dependent absorption and emission line widths to estimate the time-scales of exciton delocalization and environmentally induced dephasing. We then use a Frenkel exciton Hamiltonian to determine the total coupling and the direction of exciton delocalization. Using a Monte Carlo simulation, we allow excitons to ballistically delocalize along this axis with a speed set by the total coupling and a step time set by environment mediated localization, derived from the homogeneous line width. From this MC simulation, we determine an exciton diffusion constant and compare it to the experimentally measured value.
In Figure 4a,b, we show temperature-dependent absorption and emission spectra, which we use to quantify sources of line broadening. As Figure 4a shows, we observe significant narrowing of inner and outer wall features as temperature is decreased from 298 to 77 K and continuing to 5 K (Figure S1), in direct contrast to previous cryogenic studies of aggregates stabilized in poly(vinyl alcohol), which show no line-width change.21 This is clear evidence that matrix preserved aggregates have decreased inhomogeneous line widths, which enables the observation of the temperature-dependent homogeneous line-narrowing. The relative peak ratio between outer-wall (OW) and inner-wall (IW) emission follows a Boltzmann distribution in agreement with two weakly coupled electronic subsystems at thermal equilibrium (see the Supporting Information).21 In Figure 4a, we fit the inner-wall feature to the convolution of Gaussian and Lorentzian lineshapes (a Voight function) described in more detail in the Supporting Information. We qualitatively show the agreement of the diffusive model with MC simulation. (g) Experimental PL lifetimes at low (blue) and high (green) excitation flux are consistent with the model of diffusive EEA (plotted in black). We plot the instrument response in red. The inset displays early time behavior. (h) The relative quantum yield is plotted on a linear/(log) excitation scale (inset). We fit using the result the solution of eq 2 further described in the Supporting Information, with our fit plotted in black. We observe a constant offset that we assign to noncontributing finite domains that do not participate in EEA (described further in Figure S4).

Table 1. Parameters Used to Determine Exciton Density in Eq 1 and Plotted in Both Figures 2 and 3

<table>
<thead>
<tr>
<th>parameters</th>
<th>$X_{400}$</th>
<th>$X_{510}$</th>
<th>OD$_{400}$</th>
<th>OD$_{520}$</th>
<th>OD$_{max}$</th>
<th>$R_b$</th>
<th>$a_0$</th>
<th>$\epsilon_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$pJ$</td>
<td>12.5–500 ± 0.13</td>
<td>1.25–500 ± 0.13</td>
<td>0.001 ± 0.0005</td>
<td>0.115 ± 0.001</td>
<td>0.920 ± 0.001</td>
<td>30 ± 1 $\mu m$</td>
<td>20 ± 1 $\mu m$</td>
<td>$(5.55 ± 0.02) \times 10^5$ M$^{-1}$ cm$^{-1}$</td>
</tr>
</tbody>
</table>
Homogeneous line broadening dephases (or decoheres) the phase relationship between the excited-state and ground-state wave function and thus reflects interactions of the system with its bath that localized the excitation. This localization comes from transitions between eigenstates of the system Hamiltonian, which also serve to move the exciton center of mass. We note that the negligible Stokes shift and Lorentzian line width suggest weak coupling to a continuum of low-frequency modes leading to pure dephasing of the electronic transition.22 In Figure 4b, we plot the temperature dependence of the line width varying the Lorentzian component according to a power law $a_{HT}n$, with $n = 2 \pm 0.5$, also consistent with models of pure electronic dephasing for molecular aggregates.23

In Figure 4c−g, we apply a coarse grain model that uses the aggregate Hamiltonian and measurements of static and dynamic disorder to estimate exciton diffusion constants. We fully derive this model in the Supporting Information following reference 24. To summarize our approach, we use the coupling between sites to estimate the speed of exciton delocalization and use the homogeneous line width to estimate the time scale on which the exciton center of mass moves. The direction of propagation is randomized upon each step, creating dynamic unbiased random walk. To start, using prior structural models,18 we create a site Hamiltonian with 6000 site energies centered at 18,868 cm$^{-1}$ with a distribution of 600 cm$^{-1}$, creating an aggregate with longitudinal dimension of ∼140 nm, shown in Figure S3. We estimate coupling (off-diagonal elements) using an extended dipole approximation.25 We diagonalize the site Hamiltonian and plot the wave function coefficients of each site for a typical exciton, whose energy is in the primary parallel aggregate transition (Figure 4c). As can be seen, the exciton delocalizes helically along the primary axis of the nanotube and over several consecutive rings, with a pitch of 49.1° relative to the longitudinal axis of the aggregate. This is the direction of delocalization and thus the fastest coherent propagation, and we use this to arrive at a per-monomer exciton displacement of 1.03 nm.

To model the dynamics along this axis, we use three parameters shown in Figure 4d. $J$, $\omega_I$, and $\omega_H$ are defined as the site−site coupling, static energetic disorder, and dynamic energetic disorder, respectively. $J$ and $\omega_I$ determine the delocalization time ($\tau_I$) and length ($\ell$), while $\omega_H$ sets the interaction time scale ($\tau_H$). We diagonalize the site Hamiltonian and plot the wave function coefficients of each site for a typical exciton, whose energy is in the primary parallel aggregate transition (Figure 4c). As can be seen, the exciton delocalizes helically along the primary axis of the nanotube and over several consecutive rings, with a pitch of 49.1° relative to the longitudinal axis of the aggregate. This is the direction of delocalization and thus the fastest coherent propagation, and we use this to arrive at a per-monomer exciton displacement of 1.03 nm.

To model the dynamics along this axis, we use three parameters shown in Figure 4d. $J$, $\omega_I$, and $\omega_H$ are defined as the site−site coupling, static energetic disorder, and dynamic energetic disorder, respectively. In this model, the exciton propagates ballistically with a velocity of $2J$ until it either reaches its delocalized extent, $\ell$, on the time scale $\tau_I$, or it interacts with the environment on the time-scale $\tau_H$. If it reaches its delocalized extent, the step size is set by $\ell = 4\pi\tau_I^2/\Delta\omega_I^2$. If it interacts with the environment first, the step size is

Figure 4. (a) Temperature-dependent absorption and emission spectra fit to a Voight profile, with inner-wall (IW) and outer-wall (OW) features highlighted. (b) Emission and absorption line widths for the inner wall plotted with a power law overlay, as described in the Supporting Information. The low-energy line width represents average static inhomogeneous line broadening. (c) The eigenvalues of an exciton from the main parallel transition modeled using the geometric parameters from ref 18. The exciton propagates along the direction of highest coupling with a pitch of 49.1°. (d) One-dimensional unbiased exciton transport can be described using a three-parameter model that includes site−site coupling, static energetic disorder, and dynamic energetic disorder ($J$, $\omega_I$, and $\omega_H$, respectively). $J$ and $\omega_I$ determine the delocalization time ($\tau_I$) and length ($\ell$), while $\omega_H$ sets the interaction time scale ($\tau_H$). (e) A Monte Carlo simulation of exciton trajectories, with $\tau_I$, $\tau_H$ specified in parts a and b. (f) The exciton spread measured from each trajectory is used to extract RMS diffusion, which in turn is fit to a line (g) to determine the diffusion constant.
$2j_{tt} = 2J/\omega_H$ (for Lorentzian homogeneous broadening). The number of steps taken by an exciton undergoing a random walk is the exciton lifetime ($t_{\text{aux}}$) divided by the time scale of interaction with the environment $t_{\text{ip}}$ which makes the root-mean-square longitudinal diffusion length $x_{\text{rms}} = 2Jt_x \sqrt{t_{\text{tot}}/t_{tt}}$ where $x = I$ if $t_I < t_{tt}$ and $x = H$ if $t_I > t_{tt}$. Either the system fully delocalizes before hopping or its delocalization is limited by the interaction with the environment. We note that this model is qualitatively similar to Redfield theory, in which transport is mediated by a perturbative interaction by the local environment.\textsuperscript{26}

From our measurements, we find $t_{tt} < t_I$ (900 fs versus 30 ps) leading to mostly coherent propagation of excitons punctuated by steps induced by interactions with the local environment. We use a Monte Carlo simulation to extract diffusion constants from our estimates of $j$, $\omega_H$, and $\omega_{LH}$ assuming transport proceeds along the helical turn in the direction of strongest $J$-coupling. In Figure 4e, we generate a set of trajectories by randomly drawing Poisson distributed interaction times with characteristic time scale, $t_{ip}$, and set the step size by how far it can propagate during that time. In Figure 4f, we histogram the final positions of each exciton and fit it to a Gaussian distribution. The square of the exciton spread (the Gaussian characteristic time scale, $t_H$) is then randomly drawn Poisson distributed interaction times with $\omega_x = 57$ cm$^{-1}$ and $\omega_H = 115$ cm$^{-1}$ and a theoretical derived exciton coupling, $J \approx 688$ cm$^{-1}$. We estimate $J$ form the total coupling in the model used to produce Figure 4c.\textsuperscript{27} From this approach, we find a linear diffusion constant of 32 cm$^2$/s within the range of the measured value of $55 \pm 20$ cm$^2$/s.

The agreement between measurement and disorder-based estimates of exciton diffusion argues that long-range exciton migration is a natural result of high coupling and low static disorder in LHNs. Low static disorder allows for partially coherent exciton propagation that is only slowed by interactions with the environment, which serves to localize the excitation, while high coupling increases the speed and length scale of quasi-ballistic delocalization. This model, however, does not account for super-radiant resonant energy transfer through FRET between highly delocalized states.\textsuperscript{28} Delocalization enhances transport by additively increasing the number of dipole–dipole interactions. However, the PL lifetime dynamics of long-range direct annihilation has the same functional form as one-dimensional exciton–exciton annihilation, making it a challenge to assess this alternative mechanism.\textsuperscript{29} A more-sophisticated model of quantum transport including both super-radiance and coherence may account improve the agreement between theory and experiment.

**Comparison to Other Excitonic Antenna and Conclusions.** Room-temperature macroscopic exciton propagation (>1 μm) is a rare phenomenon in organic systems. Organic semiconductors such as poly(3-hexylthiophene) (P3HT) and PTCDA also form J-aggregates yet transport excitons only approximately tens of nanometers before trapping.\textsuperscript{29,30} With diffusion constants 4 orders of magnitude lower than those of LHNs ($D \approx 10^{-3}$ cm$^2$/s). Interestingly, LHNs have nearly identical diffusion constants to those of vacuum-suspended uniform carbon nanotubes (CNTs) ($D \approx 45$ cm$^2$/s),\textsuperscript{31} although CNT exciton propagation decreases significantly in solution due to the introduction of trap states.\textsuperscript{32} Recently reported carbonyl-bridged triarylamine linear molecular aggregates display micron-scale diffusion, seemingly limited only by the domain size of the material.\textsuperscript{33} The observed length scale of exciton diffusion is aided by long lifetimes due to symmetry forbidden radiative channels (as an H-type aggregates). This is analogous to long-range triplet exciton diffusion in pentacene and tetracene materials, also assisted by forbidden exciton recombination.\textsuperscript{34} Interestingly, we observe similar exciton diffusion lengths despite far-shorter excited-state lifetimes, leading to significantly larger diffusion constants. Therefore, long-lifetimes are not a strict prerequisite for long-distance exciton transport in the condensed phase.

We find that LHNs in an ordered, glassy matrix display micron-scale exciton diffusion lengths. We are able to reproduce large diffusion constants using a disorder-based model, which suggests that large coupling and low-static disorder are critically important for long-range exciton transport. J-aggregates have already been used as materials to enhance absorption in devices through coupling to inorganic nanomaterials.\textsuperscript{35,36} Stabilized LHNs can thus act as quasi-one-dimensional excitonic wires for energy conduction. Furthermore, if conduction is mostly coherent, control of temperature and local energetic disorder can be used to modulate exciton migration. Exploring how energetic disorder controls exciton transport may be an interesting avenue for future research.

**Methods. Sample Preparation.** To prepare the aggregate, we follow the “alcoholic route,” modifying it slightly to create the high-concentration sugar glass. A total of 260 μL of 2.92 mM C8S3 monomer (FEW chemicals) in methanol are mixed with 1 mL of deionized water and allowed to sit overnight. We then mix 100 μL of aggregate solution with a 100 μL of a saturated solution of 50% sucrose and 50% trehalose by weight (Sigma). We deposit the sugar aggregate mixture onto a 0.2 mm path length quartz cuvette (Starna), forming a neat thin film. We then place the cuvette under vacuum (0.5 atm) for 24 h, removing water and drying into a uniform amorphous glass (Figure 1c). Using the sugar glass as a cryoprotectant, we perform low-temperature absorption (Cary UV–vis) and emission (Horiba Jobin Yvon Fluoromax) spectroscopy in a coldfinger cryostat (Janis ST-100). Cryosamples were prepared by dropping ~5 μL of LHN sugar solution matrix on lacey grids coated with a continuous carbon film (Lacey Formvar Stabilized with Carbon, 200 mesh). Before using, the copper grids were hydrophilized by an oxygen plasma treatment for 10 s, performed with a Salaries Advanced Plasma cleaning system, Gatan Inc. To remove sample in excess without damaging the carbon layer, the grids were blotted in a Gatan Cryo Plunge III. The samples were quickly plunged into liquid ethane to make very thin vitrified layer. The temperature of plunging workstation was set with −175 °C. The grids were mounted on a Gatan 626 single tilt cryoholder equipped in the TEM column. The specimen and the holder tip were cooled by liquid nitrogen, which is maintained during transfer into the microscope and subsequent imaging. The imaging was performed with an JEOL 2100 FEG microscope operated at 200 kV and a magnification in the range of 10 000×–60 000×. All images were recorded on a Gatan 2k × 2k UltraScan CCD camera.

**Exciton–Exciton Annihilation Measurement.** Using either the doubled 400 nm output of Ti:S oscillator (Coherent, Mira) or 300 fs laser pulse centered at 520 nm (Toptica Femtobre TVIS 80 MHz), we impulsively generate a population of excitons that fully relaxes to the ground state prior to re-excitation (lifetime of 300 ps versus 12.5 ns). We use a power meter (Thorlabs) to estimate the initial exciton density and...
monitor the population of excitons using a single-photon-counting avalanche photodiode (Micro Photon Devices) and time correlated single photon counter with a time resolution of 4 ps (Picoquant PicoHarp). We collect an instrument response function by reflecting the laser directly onto the detector (fwhm 40 ps). We monitor the relative quantum yield of the aggregate glass by measuring the power and collecting the spectra simultaneously (Ocean Optics spectrometer). We measure the size of our excitation using a USB camera. At fluxes above 40 nJ/cm², we observe slow reversible photobleaching of the sample. To avoid this, after each spectral collection, the sample is translated 100 μm, and we only consider data taken below that fluence. All analysis and fitting is done in MATLAB.
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