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Abstract
Modern air transportation systems are complex cyber-physical networks that are critical to global travel and commerce. As the demand for air transport has grown, so have congestion, flight delays, and the resultant environmental impacts. With further growth in demand expected, we need new control techniques, and perhaps even redesign of some parts of the system, in order to prevent cascading delays and excessive pollution.

In this survey, we consider examples of how we can develop control and optimization algorithms for air transportation systems that are grounded in real-world data, implement them, and test them in both simulations and in field trials. These algorithms help us address several challenges, including resource allocation with multiple stakeholders, robustness in the presence of operational uncertainties, and developing decision-support tools that account for human operators and their behavior.
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1. Introduction

The air transportation system operated nearly 85 million flights worldwide in 2014, serving 6.7 billion passengers and 102 million metric tons of cargo. The Asia-Pacific region served more than a third of these passengers, while Europe and North America served about a quarter each. Emerging markets in the Middle East are experiencing an annual growth in traffic of more than 10% annually [1]. Although there are nearly 42,000 airports worldwide (nearly 20,000 airports in the United States), traffic demand tends to be concentrated at a small number of them: The top 30 airports serve more than one-third of all passengers, while the busiest airports (Chicago O’Hare, Atlanta and Los Angeles) each see more than 700,000 aircraft operations annually [1,2].

The increasing demand for air traffic operations has further strained this already capacity-limited system, leading to significant congestion, flight delays, and pollution. Domestic flight delays in the US have been estimated to cost airlines over $19 billion and the national economy over $41 billion annually, waste 740 million gallons of jet fuel, and release an additional 7.1 billion kilograms of CO\textsubscript{2} into the earth’s atmosphere [3]. The demand for airspace resources is expected to significantly increase in the upcoming decades, and to also include operations of autonomous aircraft [4,5]. The networked nature of the air transportation system also leads to the propagation of delays from one part of the system to another. To prevent cascading delays and even congestive collapse, there is a need for new analysis techniques and operational strategies for air transportation systems.

The design of algorithms for air transportation, as in the case of most real-world infrastructures, yields a range of multi-objective optimization problems: For example, one would like to improve the efficiency (in terms of reducing total flight delays, fuel burn, delays per passenger, etc.), robustness (that is, minimize the propagation of delays through the system), while still maintaining the safety and se-
curity of the system. These objectives are difficult to achieve in practice, due to the challenges posed by the presence of uncertainties, human factors, and competing stakeholder interests. However, it is possible to overcome these challenges by leveraging the increasingly available operational data to build simple yet realistic models, and to use these models to develop and implement scalable control and optimization algorithms to improve system performance.

In this paper, we present three examples of how the challenges mentioned above can be addressed in the context of air transportation systems:

1. Airport congestion control.
2. Large-scale optimization algorithms for air traffic flow management.
3. Learning models of air traffic controller decision processes and the associated utility functions.

This paper is based on a semi-plenary lecture given by the author at the American Control Conference, Chicago, IL, 2015.

2. Airport congestion control

Taxiing aircraft consume fuel, and emit pollutants such as Carbon Dioxide, Hydrocarbons, Nitrogen Oxides, Sulfur Oxides and Particulate Matter that impact the local air quality at airports [6, 7, 8, 9]. Although fuel burn and emissions are approximately proportional to the taxi times of aircraft, other factors such as the throttle settings, number of engines that are powered, and pilot and airline decisions regarding engine shutdowns during delays also influence them [10]. Domestic flights in the United States emit about 6 million metric tonnes of CO$_2$, 45,000 tonnes of CO, 8,000 tonnes of NOx, and 4,000 tonnes of HC taxiing out for takeoff; almost half of these emissions are at the 20 most congested airports in the country [11]. Aircraft in Europe have been estimated to spend 10-30% of their flight time taxiing [12]. Data also show that 20% of delays at major US airports occur not due to bad weather, but due to high traffic volume [13]. Better congestion management at airports has the potential to mitigate these impacts.

2.1. Impacts of airport congestion

Pujet et al. analyzed surface congestion by considering the takeoff rate of an airport as a function of the number of aircraft taxiing out [14]. Fig. 1 shows a similar analysis for Philadelphia International Airport (PHL) in 2007, for one runway configuration (set of active runways at the time), under visual meteorological conditions (VMC) [10].

![Figure 1: Average take-off rate as a function of the number of departing aircraft on the ground at PHL. The error bars represent the standard deviation of the take-off rate [10].](image)

Fig. 1 illustrates that although the take-off rate increases at first, it saturates once there are approximately 20 departing aircraft on the ground. Any further pushbacks will just lead to congestion, and will not result in an improvement in the take-off rate. It is also worth noting that for a very high numbers of departures on the ground (more than 30 in Fig. 1), the departure throughput can even decrease due to surface gridlock. Similar phenomena have been observed at several major airports in the US, including Boston Logan International Airport (BOS), Newark Liberty International Airport (EWR), New York John F. Kennedy International Airport (JFK), New York La Guardia International Airport (LGA), and Charlotte Douglas International Airport (CLT) [10, 15, 16, 17]. This phenomenon of throughput saturation is also typical of queuing systems, motivating the development of queuing network models of major airports [17, 18].

2.2. Congestion management strategies

One of the earliest efforts at airport congestion control was the Departure Planner project [19]. This project proposed the concept of a virtual departure queue, where aircraft would be held (at their gates) until an appropriately determined pushback time. The resultant $N$-Control strategy was a threshold heuristic, where if the total number of departing aircraft on the ground exceeded a certain threshold, $N_{ctrl}$, any further aircraft requesting pushback
were held at their gates until the number of departures on the ground fell below the threshold \[19,11\]. Other variants and extensions of this policy have also been studied \[20,21,22,14\]. Interestingly, a similar heuristic has been known to be deployed by Air Traffic Controllers at BOS during times of extreme congestion \[23\]. The N-Control policy is similar in spirit to constant work-in-process or CONWIP policies that have been proposed for manufacturing systems \[24\].

Several other approaches to departure metering have been proposed, including the Ground Metering Program at New York’s JFK airport \[25,26\], the field-tests of the Collaborative Departure Queue Management concept at Memphis (MEM) airport \[27\], the human-in-the-loop simulations of the Spot and Runway Departure Advisor (SARDA) concept at Dallas Fort Worth (DFW) airport \[28\], and the trials of the Departure Manager (DMAN) concept \[29\] at Athens International airport (ATH) \[30\]. In addition, Mixed Integer Linear Programming (MILP) formulations of surface traffic optimization have been considered, but are generally known to be NP-hard \[31,32,33,34,35\]. In practice, these strategies are treated as open-loop policies that are periodically reoptimized. Full-state feedback policies have also been proposed, but have presented practical challenges \[36\].

2.3. Design and implementation of a congestion control algorithm

While there has been prior research on the optimal control of queuing systems \[37,38\], the application of these techniques to airport operations has remained a challenge. In particular, the need to interface with current air traffic control procedures, and the different sources of uncertainty (the variability in departure throughput and the randomness of taxi-out times) pose practical concerns.

2.3.1. Rate control strategies

On-off or event-driven pushback control policies (such as a threshold heuristic) are not desirable in practice, since both air traffic controllers and airlines prefer a pushback rate that is periodically updated. This observation motivates the development of Pushback Rate Control policies, wherein an optimal pushback rate is recommended to air traffic controllers for each 15-minute interval, and the rate is updated periodically \[11,39\]. The threshold N-Control policy can be adapted to obtain a rate control policy by predicting the average throughput under saturation over the next 15-minute interval, and then determining the number of pushbacks in that interval that would help maintain the desired level of traffic (typically around the threshold value at which the throughput saturates). Such an approach has been developed and tested at BOS in 2010 with promising results: During the course of eight 3-hour periods, a total of nearly 16 hours of taxi-out time savings were achieved, resulting in fuel burn savings of 10,500-13,000 kg \[11\]. While simple and easy to implement, this approach does not explicitly consider the variability in throughput and taxi-out times, thereby increasing the risk of runway starvation.

2.3.2. Dynamic programming for Pushback Rate Control

A better approach to accommodating the uncertainties in throughput and taxi-out times is through the formulation of a dynamic control problem. Using a queuing model of the departure process built from operational data, we can use dynamic programming to determine the optimal pushback rate that minimizes taxi-out times, while still maintaining runway utilization \[39\].

![Figure 2: An illustration of the optimal pushback rate as a function of the number of aircraft in the departure queue and the number of aircraft traveling to the runway \[39\].](image-url)

The dynamic programming formulation considers the system state consisting of the number of aircraft taxiing to the runway and the length of the departure runway queue. Using predictions of the runway throughput in the next time period, the runway queue is modeled as a semi-Markov process, and the system state is projected by solving the resultant Chapman-Kolmogorov equations. The optimal policy is determined by solving the Bellman equation for the infinite horizon average cost problem \[39\]. Fig. 2 illustrates one such optimal control policy that is determined for the case of a par-
ticular runway configuration at BOS under visual conditions. In comparing the resultant policy with the adapted N-Control policy described in Section 2.3.2, the dynamic programming approach is found to handle uncertainty better (as expected), and results in more robust policies that reduce the risk of runway starvation. The implementation of the dynamic programming based pushback rate control policies at BOS in 2011 showed that during eight 4-hour tests, taxi-out time was reduced by nearly 13 hours, while fuel use was reduced by more that 8,200 kg [9].

2.3.3. Interfacing with air traffic controllers

The optimal pushback rates need to be communicated to the air traffic controllers in the airport tower, with minimal distraction from their responsibilities. For this reason, vocal communications with tower personnel are not desired. We therefore developed Android™ tablet-based decision-support displays to present a color-coded suggested pushback rate (as was done using cards at BOS in 2010), and an alternate display that provided additional support to the controllers. This decision support tool was used to implement the dynamic programming policy at BOS airport in 2011, with positive feedback from the air traffic controllers [10]. Fig. 3 (left) shows a color-coded cards in the tower, while Fig. 3 (right) shows the tablet-based display.

Figure 3: (Left) Display of a pushback rate control card in the Boston airport tower; (right) Tablet-based rate control input interface [10].

2.3.4. Results, extensions and open problems

Over the course of 15 metering periods during the 2010-2011 trials, Pushback Rate Control strategies were found to result in a total fuel savings of 20,800-23,600 kg. The average metered flight was held at the gate for only an additional 4.7 min, and saved more than 52 kg of fuel as a result. The policies were shown to be fair, in that for every minute of gate-hold that an airline experiences, it also receives a minute of taxi-out time savings. In addition, the policies were shown to accommodate practical constraints, such as gate-use conflicts, when a departure would need to leave the virtual departure queue (its gate) early because the next aircraft to use that gate had arrived [9].

An alternate approach to airport surface congestion management is through drawing an analogy to more general network congestion management problems. The airport is modeled as a network consisting of major taxiways and their intersections, using surface surveillance data [11]. Terminal-area operations and aircraft arrivals can also be accommodated by these models. Although the resultant models are of significantly higher complexity than the ones considered in Section 2.3.2, the optimal control problems can be solved efficiently using approximate dynamic programming [9]. This approach effectively accounts for operational uncertainties, and practical resource constraints such as limited gate availability. Integrated arrival-departure control policies can be shown to yield taxi-out time and fuel burn reductions of 10% across all flights operating at an airport, while reducing practical problems such as gate conflicts by 30% [12].

Finally, the wide-spread deployment of departure metering strategies requires the adaptation of these algorithms to a range of airport operating environments [8, 13]. In order to do so, several open research questions, such as the impact of uncertainty on the efficacy of departure metering, as well as the value of information-sharing among different stakeholders, need to be studied. These are topics of ongoing research on airport surface operations.

3. Large-scale, distributed air traffic flow management

Air Traffic Flow Management (ATFM) is the process of modifying departure times and trajectories of flights in order to address congestion, namely imbalances between available resource capacity and demand, and thereby reduce delay costs. These adjustments are typically made strategically, a few hours ahead of flight operations. Capacity-demand imbalances can occur either because capacity is reduced (for example, due to weather impacts) or because demand is high (for example, over-scheduling during peak periods). Weather is estimated to cause nearly two-thirds of flight delays, while high traffic...
Figure 4: Sector boundaries for enroute sectors in the continental US. The markers denote the top 30 airports [44].

Figure 5: Histogram showing the level of connectivity on July 8, 2013 with a total of 4,054 distinct aircraft and 19,217 flights (average of 4.75 flights per aircraft) [47]. Data from [46].

Demand is responsible for nearly 20% of delays at major US airports [13].

The air transportation system consists of many interconnected resources, the chief among which are the airports and airspace sectors. Fig. 4 shows the 30 major US airports, along with the high altitude enroute sectors [44]. Although airports are typically the most constrained air traffic resources in the US, airspace sectors may also experience congestion. By contrast, airspace sector congestion is a more frequent problem in Europe [45].

There are two main challenges to the development of ATFM algorithms: First, weather influences capacity, and tends to be uncertain and dynamic in nature, requiring algorithms that can be easily updated in the event of new information; and secondly, flight connectivity implies that the same aircraft may operate multiple flights in a day resulting in delay propagation. Nearly one-third of all domestic flight delays in the US are because the previous flight operated by that aircraft arrived late [10]. Fig. 5 shows the flight connectivity on a typical day in the US: Only about 6% of flights have no connection, while aircraft typically operate 4-6 flights in a day. Such high levels of connectivity make myopic, rolling horizon formulations of ATFM significantly suboptimal.

The control actions available in determining a flight trajectory are ground delays (i.e., to delay the departure of the aircraft so as to arrive at a constrained resource at a different time), airborne delays (i.e., modify its speed), rerouting (i.e., changing its spatial path), and cancellation (i.e., not operate the flight on that day). Of these options, ground delays have the lowest cost per unit time (since they are absorbed on the ground, and frequently while the aircraft is parked at the gate with engines off), airborne delays are more expensive than ground delays (since the aircraft is active and in the air). Ground delays are also considered “safer” than airborne delays. A reroute requires additional coordination among stakeholders, and can be expensive if it is significantly longer than the nominal route. A cancellation is the most expensive option, since it implies that the passengers and crew must be reaccommodated on other flights. In addition, connectivity implies that if a flight is significantly delayed or cancelled early in the day, all subsequent operations by that aircraft may have to be delayed or cancelled. The goal of ATFM is to maximize a system objective which is the sum of flight-specific objectives; where each flight achieves some benefit (revenue) when it is operated, but also incurs a cost depending on the trajectory flown.

Nearly every element in the air transportation system is capacity-limited. As a result, ATFM algorithms are faced with the task of not just determining the trajectory of each aircraft (i.e., the departure time, route, enroute speeds along different segments of its route, etc. for each flight that it operates over the course of a day), but also need to satisfy the capacity limits and other operational constraints described below:

1. **Airspace sector capacity constraints**: These constraints limit the number of aircraft that can be in a given airspace sector at any time. The actual values depend on the size and geometry of the sector, as well as air traffic con-
controller workload [48, 49].

2. **Airport capacity constraints**: These constraints limit the arrival and departure throughputs at an airport at any time. Since airport resources such as runways are shared by arrivals and departures, airport capacities are represented as envelopes that represent the trade-off between arrival and departure capacities at any time [50, 51]. An example of such a capacity envelope for Newark (EWR) airport is shown in Fig. 6. The capacity envelope is usually modeled as a polytope, and depends on the airport, choice of runway configuration, weather conditions, etc.

![Figure 6: Observed capacity envelope for Newark airport, under good weather conditions](image)

3. **Operational constraints**: Operational constraints are limitations on what actions may be performed by a specific flight. They include minimum and maximum transit times on airspace links, maximum ground and airborne delay that can be incurred by a flight, minimum turnaround time between successive flights for an aircraft, and any routing restrictions. These constraints may also vary by aircraft performance characteristics such as the nominal speed and altitude.

The deterministic ATFM problem can be described as follows:

**Given a set of flights (and associated aircraft operating them), and airport and airspace capacity constraints, identify a trajectory for each aircraft that maximizes a system-wide objective (difference between benefit and cost, summed over all flights), and that obeys operational and capacity constraints for all time periods.**

### 3.1. Algorithms for ATFM

The problem of developing automation and decision support for ATFM has been a rich topic of research for several decades [52, 53, 49]. The ATFM problem has typically been formulated as a very large-scale integer program, and has been shown to be NP-hard [54]. Extensions that consider limited routing and rerouting have also been considered [55, 56]. Most of these prior approaches have faced computational challenges (for example, the prior state-of-the-art considered problems with ~6,745 flights, 30 airports and 145 sectors; a time-discretization of 15-minutes and a planning time horizon of 8 hours; with a computation time of approximately 10 minutes [50]).

In order to address these computational challenges, researchers have also developed models that do not consider space-time trajectories for each aircraft, but instead consider aggregate flows [57, 58, 59, 60, 61]. Eulerian models have been shown to be able to have reasonable predictive capabilities [59], and to reflect the current manner in which air traffic controllers conduct handoffs of aircraft between airspace sectors [62]. Eulerian models have been found to be amenable to the development of feedback control schemes, in a centralized setting [58, 62], in a decentralized setting for networks with a single origin and destination [63], and in distributed multi-airport network settings [64]. These techniques have also been shown to guarantee stability of aircraft queues in each sector, thereby better managing air traffic controller workload [64]. The state-of-the-art in Eulerian models has considered only airborne delays (no ground delays) with 3,419 flight-paths and 284 sectors, at a time-discretization of 1-minute and a planning time horizon of 2 hours, and achieved run times of approximately 21 minutes [65]. While computationally more tractable than the disaggregate models, these Eulerian models are of considerably lower fidelity that the integer programming based ones, and do not model individual trajectories.

### 3.2. Large-scale, optimal ATFM

In recent work, we have developed a new algorithm to solve very large-scale ATFM problems in a fast and scalable manner. Given flight-specific operating and delay costs, our method determines optimal trajectories, taking into account network and flight connectivity constraints as well as uncertain airport and airspace capacities [47]. Using a column
generation based formulation, the problem can be efficiently decomposed into a set of parallelizable sub-problems, with an easy-to-solve master problem that coordinates between the sub-problems. Fig. 7 shows a schematic of the solution process [47].

3.2.1. Results, extensions and open problems

Computational experiments using US nation-scale examples drawn from operational data show that the proposed approach can determine very good (close-to-optimal) integer solutions. For instances with ~17,500 flights, 370 airports and 375 sectors, at a time-discretization of 5-minutes and a planning time horizon of 24 hours, the computation time is found to be under 5 min, a significant improvement over prior state-of-the-art [47].

The easily parallelizable nature of the approach, in addition to having computational benefits, has the potential to enable distributed, yet collaborative, decision-making among the different airlines [66]. In order for any resource allocation process such as ATFM to yield efficient outcomes, airlines must be incentivized to participate, and to also truthfully report their delays and cancellations. These issues have received only limited attention to date, and only in the context of single-resource allocation [67, 68] or for aggregate models [69, 70]. The analysis of these issues in the context of networked ATFM problems remains an important open challenge.

4. Determining utility functions of human decision processes

Like most modern infrastructure systems, the performance of the air transportation system depends significantly on decisions made by human operators. Modeling these systems and providing decision support to operators needs an understanding of the objective functions in the decision processes, in addition to efficient algorithms that can optimize them. Currently, the use of idealized objective functions (that do not reflect the true system goals) and the difficulty in adapting decision support tools to particular operating environments (which can take months, or even years) pose significant barriers to implementing advanced algorithms. For these reasons, the problem of inverse optimization, or reverse-engineering the objective functions that best reflect the decision-maker’s desire, is an important one. We consider this problem for the case of airport configuration selection.

Most major airports possess multiple runways (Fig. 8), and a subset of these runways (and associated traffic directions) are selected at any time to handle arrivals and departures. This choice of runways is known as the airport or runway configuration, and is a strong driver of the airport capacity envelope. As seen in Section 3, airport capacity is an essential input to ATFM algorithms. Several factors, including weather conditions (wind and visibility), traffic demand, air traffic controller workload, and the coordination of flows with neighboring airports influence the selection of runway configuration. However, little is known about the relative weightings given to the different factors that influence runway configuration selection.

4.1. Runway configuration selection

Two classes of models have been developed for runway configuration selection: Prescriptive models and descriptive models. Most prior research has belonged to the former class, and aim to recommend an optimal runway configuration, subject to operational constraints. These include efforts to optimally schedule runway configurations, taking into account different models of weather forecasts and the loss of capacity during configuration switches [71, 72, 73, 74, 75].

Descriptive models analyze historical data in order to predict the runway configuration selected by the decision-makers, and have received limited attention. A 24-hour forecast of runway configuration was developed for Amsterdam Schiphol airport, using a probabilistic weather forecast [76]. A logistic regression-based approach was used to develop a descriptive model of runway configuration selection.
4.2. Discrete-choice models

Discrete-choice models are behavioral models that describe the choice selection of a decision maker, or the nominal decision selection among an exhaustive set of possible alternative options, called the choice set [78]. Each alternative in the choice set is assigned a utility function based on defining attributes that are related to the decision selection process. At any given time, the feasible alternative with the maximum utility is assumed to be selected by the decision maker.

In other words, the utility function is modeled as a stochastic random variable, with an observed (deterministic) component, \( V \), and a stochastic error component, \( \epsilon \). For the \( n \)th selection, given a set of feasible alternatives \( C_n \), the utility of choice \( c_i \in C_n \) is represented as

\[
U_{n,i} = V_{n,i} + \epsilon_{n,i}.
\]  

The decision maker selects the alternative \( j \) with maximum utility, that is, \( c_j \in C_n \) that maximizes \( U_{n,j} \). The random error component of the utility function reflects all measurement errors, including unobserved attributes, variations between different decision-makers, proxy variable effects, and reporting errors. The Gumbel distribution is used to approximate a normal distribution due to its computational advantages. Different model structures (Multinomial Logit, Nested Logit, etc.) correspond to different assumptions on the correlations between the error terms [78, 79, 80].

4.3. Results, extensions and open problems

Maximum-likelihood estimates of the linear utility functions and the underlying structure can be estimated from the training data. The estimation problem is a nonlinear optimization problem, and is solved computationally using an open-source software package called BIOGEME [81]. Case studies from Newark (EWR), LaGuardia (LGA) and San Francisco (SFO) airports have demonstrated an over 20% improvement in the predictions of actual runway configuration selection decisions compared to prior models [79, 80].

Conclusions

The objective of the three research vignettes discussed in this survey paper was to demonstrate the value of real-world operational data in the development of control and optimization algorithms for air transportation systems. In particular, we see that such approaches have the potential to enhance system efficiency, robustness and safety, while addressing the challenges presented by uncertainty, human operators and competition.
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