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ABSTRACT. We study the partition function of two versions of the continuum directed polymer in 1 + 1 dimension. In the full-space version, the polymer starts at the origin and is free to move transversally in $\mathbb{R}$, and in the half-space version, the polymer starts at the origin but is reflected at the origin and stays in $\mathbb{R}^-$. The partition functions solve the stochastic heat equation in full-space or half-space with mixed boundary condition at the origin; or equivalently the free energy satisfies the Kardar-Parisi-Zhang equation.

We derive exact formulas for the Laplace transforms of the partition functions. In the full-space this is expressed as a Fredholm determinant while in the half-space this is expressed as a Fredholm Pfaffian. Taking long-time asymptotics we show that the limiting free energy fluctuations scale with exponent $1/3$ and are given by the GUE and GSE Tracy-Widom distributions. These formulas come from summing divergent moment generating functions, hence are not mathematically justified.

The primary purpose of this work is to present a mathematical perspective on the polymer replica method which is used to derive these results. In contrast to other replica method work, we do not appeal directly to the Bethe ansatz for the Lieb-Liniger model but rather utilize nested contour integral formulas for moments as well as their residue expansions.
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1. Introduction

The replica method for studying directed polymers, pioneered by Kardar in 1987 [63], has received a great deal of attention recently (cf. [40, 28, 26, 82, 83, 84, 58, 59, 27, 60, 41, 42, 43, 44, 61]). In this paper we present a version of this method which ultimately leads to both the GUE and GSE Tracy-Widom distributions (for full-space and half-space polymers, respectively). Our aim is primarily pedagogical. We strive for mathematical clarity and do away with certain assumptions used in previous works (such as completeness of the Bethe ansatz and the evaluation of eigenfunction norms).

In this introduction we briefly highlight the central feature of our version of the polymer replica method – the use of nested contour integrals and their residue expansions (rather than direct application of the Bethe ansatz) – and briefly explain its connection to earlier work. The final result of our computations provides formulas characterizing the distributions of the partition function of full-space and half-space continuum directed random polymers.

We have attempted to provide computations which are as mathematically sound as possible (without getting into too many technicalities). Thus, up to a few technical assumptions on uniqueness of solutions to the delta Bose gas, our computations of the polymer partition function moments are mathematically rigorous. In the course of this computation all stated lemmas and propositions are accompanied by proofs.

Unfortunately, the moments of the partition function do not uniquely characterize the one-point distribution. Therefore, our final step of recovering the partition function’s Laplace transform from the (divergent) moment generating function is, at its heart, unjustifiable. In fact, this issue plagues all of the aforementioned replica method works. We proceed nevertheless and by an illegal application of a Mellin-Barnes summation trick we convert this divergent generating function into a convergent series of integrals. In the case of the full-space polymer this series can be matched to the formula derived independently and in parallel in [3, 87, 40, 28] and proved in [3] (see also [13] for a second proof). In the half-space polymer there are no corresponding rigorous results yet with which to compare the answer. The replica method work of [65] (see also [64]) also deals with the half-space polymer in the limit as our parameter $\alpha$ characterizing the interaction of the polymer with the wall goes to infinity (the wall becomes absorbing). We do not take this limit and hence do not compare our results to those derived in [65]. However, let us remark that in [65], the authors recover the predicted GSE Tracy-Widom distribution.
We believe that the most convincing argument for why this unjustified procedure produces the correct answer is that it is a shadow of a totally parallel procedure which can be performed rigorously on a suitable $q$-deformed regularization of our present model. For the full-space case this has been done in \[15, 23, 16, 33, 30, 36, 34, 8, 9\]. Taking a suitable $q \to 1$ limit of the final formulas from these works provides a rigorous derivation of the Laplace transform formula we non-rigorously derive herein. A parallel treatment of the half-space case has not yet been performed (see Section 1.3 for more on rigorous mathematical work related to this paper).

1.1. Nested contour integrals. The polymer replica method relies upon the fact that the joint moments (at a fixed time $t$ and different spatial locations $x_1, \ldots, x_k$) of the partition function for the directed polymer (introduced in Section 2.1) satisfy certain closed systems of evolution equations (see Section 3). These systems go by the name of the delta Bose gas or the Lieb-Liniger model with two-body delta interaction (we will use both names interchangeably), and variants of them hold in \[1.1\] two-body boundary conditions (see Definitions 3.1 and 3.2 for these systems).

The typical approach employed to solve the free evolution equation with $k - 1$ two-body boundary conditions is to try to diagonalize the system (for instance, via the Bethe ansatz). The Bethe ansatz produces eigenfunctions, but does not a priori provide the knowledge of the relevant subspace of eigenfunctions on which to decompose the initial data as well as the knowledge of the norms of the eigenfunctions. Though we remark more on this approach below in Section 1.2, it is not the route we follow. Instead, for delta function initial data we directly solve the system via a single $k$-fold nested contour integral (see Lemmas 4.1 and 4.2 in Section 4). This solution is easily checked to satisfy the desired system by simple residue calculus.

The type of result one hopes to get from the spectral approach is recovered by deforming the nested contours in these formulas to all coincide with the same contour $i\mathbb{R}$. The eigenfunctions, their norms and the relevant subspace all come immediately out of the residue expansion coming from the poles crossed during these contour deformations (see Section 1.2 for more on this).

In Section 2.1 we introduce the full-space continuum directed random polymer partition function $Z(t,x)$ as well as the half-space analog $Z^a(t,x)$ where $a$ determines an energetic cost/rewards for the polymer paths reflected at the origin ($a > 0$ corresponds to an energetic cost or repulsive interaction and $a < 0$ corresponds to an energetic reward or attractive interaction). We define the joint moments for these partition functions as

$$ Z(t; \vec{x}) := \mathbb{E}[Z(t,x_1) \cdots Z(t,x_k)], \hspace{1cm} Z^a(t; \vec{x}) := \mathbb{E}[Z^a(t,x_1) \cdots Z^a(t,x_k)] $$

where $\vec{x} = (x_1, \ldots, x_k)$ is assumed to be ordered as $x_1 \leq \cdots \leq x_k$ for the full-space case and as $x_1 \leq \cdots \leq x_K \leq 0$ for the half-space case.

We record equations (8) and (9) which are nested contour integral formulas for these joint moments. In the full-space case we show that

$$ Z(t; \vec{x}) = \int_{\alpha_1 - i\infty}^{\alpha_1 + i\infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^{k} e^{\frac{\lambda_j}{z_j} x_j + x_j z_j}, \hspace{1cm} (1) $$

where we assume that $\alpha_1 > \alpha_2 + 1 > \alpha_3 + 2 > \cdots > \alpha_k + (k - 1)$. And in the half-space case we show that

$$ Z^a(t; \vec{x}) = 2^k \int_{\alpha_1 - i\infty}^{\alpha_1 + i\infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \frac{z_A + z_B}{z_A + z_B - 1} \prod_{j=1}^{k} e^{\frac{\lambda_j}{z_j} x_j + x_j z_j} \frac{z_j}{z_j + a} \hspace{1cm} (2) $$
where we assume that $\alpha_1 > \alpha_2 + 1 > \alpha_3 + 2 > \cdots > \alpha_k + (k-1)$ and $\alpha_k = \max(-a + \epsilon, 0)$ for $\epsilon > 0$ arbitrary.

We call the above expressions nested contour integrals since the contours respect a certain infinite version of nesting (so as to avoid poles coming from the denominator). In the full-space case this formula seems to have first appeared in 1985 work of Yudson [99]. As solutions of the delta Bose gas (or Yang’s system) with general type root systems (the above formulas correspond with type $A$ and type $BC$ root systems, respectively) such formulas appeared in 1997 work of Heckman-Opdam [53].

Using Cauchy’s theorem and the residue theorem we may deform the contours in both expressions until they all coincide with $i\mathbb{R}$. In the course of these deformations we encounter first-order poles coming from the terms $z_A - z_B - 1$ (and in the half-space case, also $z_A + z_B - 1$ and $z_j + a$ participate) in the denominator. It is this expansion into residue subspaces which replaces the spectral decomposition (see Section 1.2). For the half-space case, when $a = 0$ the fraction $\frac{1}{z + a} = 1$ considerably simplifies the analysis versus $a \neq 0$. We do not presently attempt to work out the $a \neq 0$ residue expansion (see Remark 5.3).

In order to develop the expansion of our nested contour formulas (in both the full-space and half-space cases, as well as in various $q$-deformed cases – cf. Proposition 7.2) there are three parallel steps:

**Step 1:** We identify the residual subspaces which arise in such an expansion. In terms of a meta-formula (letting NCI represent the words “Nested contour integral”):

$$
\text{NCI} = \sum_{I \in \text{Residual subspaces}} \int_{i\mathbb{R}} \cdots \int_{i\mathbb{R}} \text{Res}_I (\text{integrand}),
$$

where $\text{Res}_I$ represents taking the residue along the residual subspace indexed by $I$, and where the integrals on the right-hand side are over the variables which remain after computing the residues. As an example, consider (1) for $k = 2$. Then if we choose $\alpha_2 = 0$ from the start, we must deform the $z_1$ contour to $i\mathbb{R}$. Regarding $z_2$ as fixed along $i\mathbb{R}$, as we deform the $z_1$ contour we necessarily encounter a pole at $z_1 = z_2 + c$ and thus the nested contour integral is expanded into two terms – one in which the integrals of $z_1$ and $z_2$ are both along $i\mathbb{R}$ and the second in which only the $z_2$ integral remains and the integrand is replaced by the residue at $z_1 = z_2 + c$.

In general, due to the Vandermonde term in the numerator of the integrands we consider, the residual subspaces we encounter are indexed by certain strings of residues, as well as partitions $\lambda \vdash k$ which identify the sizes of the strings.

**Step 2:** We show that via the action of the symmetric group (in the full-space case) or the hyperoctahedral group (in the half-space case) we can transform our residual subspaces into a canonical form, only indexed by a partition $\lambda \vdash k$. Moreover, even though only certain elements of these groups arise from such transformations, we readily check that all other group elements lead to zero residue contribution. Thus, we can rewrite our sum over residual subspaces as a sum over $\lambda \vdash k$ and the symmetric or hyperoctahedral group. Using $G$ to denote either of these groups, we arrive at our second meta-formula (we have suppressed certain constants arising from group symmetries)

$$
\text{NCI} = \sum_{\lambda \vdash k} \sum_{\sigma \in G} \int_{i\mathbb{R}} \cdots \int_{i\mathbb{R}} \text{Res}_\lambda (\sigma(\text{integrand})).
$$

Now $\text{Res}_\lambda$ represents taking the residue along the canonical form residual subspace corresponding with $\lambda$. 

Step 3: Due to the form of the integrand we may rewrite it as a $G$-invariant function, times a remainder function which does not contain any of the poles presently relevant. This allows us to reach our final meta-formula:

$$\text{NCI} = \sum_{\lambda \vdash k} \int_{\mathbb{R}} \ldots \int_{\mathbb{R}} \text{Res}(G\text{-invariant part}) \, \text{Sub}_\lambda \left( \sum_{\sigma \in G} \sigma \text{(remainder part)} \right).$$  

(3)

Here $\text{Sub}_\lambda$ represents substitution or restriction of a function to the canonical form residual subspace corresponding with $\lambda$. In the cases we deal with in this paper, the residue term above can be explicitly evaluated, and the substitution term is generally left as is, though simplified considerably in certain cases (such as when the locations $x_i \equiv 0$).

In the full-space case, Proposition 5.1 and its proof substantiate the above outlined steps. This type of residue expansion for the delta-Bose gas goes back at least to [53], and this particular proposition is already present in [15, Proposition 3.2.1] and [20, Lemma 7.3]. In the half-space case, we provide Conjecture 5.2 which explains what we believe to be the manner through which this expansion works. We additionally provide some evidence for the conjecture in Section 8. This conjecture involves some rather subtle cancelations of residues which at first appear to complicate the situation.

1.2. Relation to Bethe ansatz, Plancherel theory, and Macdonald symmetric functions.

The Bethe ansatz goes back to Bethe’s 1931 solution (i.e. diagonalization) of the spin 1/2 Heisenberg XXX spin chain [12]. Lieb-Liniger diagonaled their eponymous model (in the repulsive case) in 1963 utilizing this eigenfunction ansatz [70] (it appears that this was the first application of the ansatz after Bethe’s original work and the approach was essentially rediscovered by Lieb-Liniger). Soon after, McGuire formulated the string hypotheses for the attractive case of the Lieb-Liniger model [75]. A great deal of work on this model (and its half-space variant) ensued, most notably in [48, 97, 98] (see [49] for a review of this early work).

The (nested) contour integrals for solutions of the Lieb-Liniger model with arbitrary initial conditions play a prominent role in [53]. Their form can be traced back to the classical works of Harish-Chandra in the 1950’s on harmonic analysis on Riemannian symmetric spaces (see [54] and references therein). In [53] they are used to prove the completeness of the Bethe ansatz eigenfunctions. The space of functions in which they work does not contain the $\delta$ initial condition with which this paper is concerned. However, their type of contour shifting arguments can be extended to this case well, and this extension is central for the present paper. In [20, 21], $q$-deformed versions of the nested contour integrals are utilized to prove Plancherel theories for more general classes of eigenfunctions (related to the $q$-Boson and higher-spin six vertex models).

The connection to the Bethe ansatz can also be seen in the formulas above: the $\text{Sub}_\lambda$ part of (3) (denoted $E^c_\lambda$ later in the text) turns out to be an eigenfunction of the rewritten Lieb-Liniger model Hamiltonian (see Definitions 3.1 and 3.2), while the Res$^\lambda$ term incorporates the inverse squared norm of the eigenfunction and its pairing with the initial condition. Our choice of the $\delta$ initial condition yields simple expressions that eventually allow us to access the asymptotics we need.

In earlier work on Macdonald processes [15], $(q, t)$-deformed versions of these nested contour integrals arose and independently led to the formulas above (in the full-space case). In [15] these formulas encoded the application of the Macdonald (first) difference operators to multiplicative...

\footnote{Specifically, the Plancherel formula for the repulsive case is given therein as Theorem 1.3. Page 14 then explains why this formula holds in both repulsive and attractive cases, with nested contours in the attractive case. Theorem 3.13 is the residue computation when the contours come together, but it is not complete as the constants are not computed exactly (Heckman-Opdam did not need the exact values).}
functions. The reasons why iterating Macdonald difference operators is related to the same nested integrals as arise in [53] are still unclear to us (see however some exploration into this in [16] Lemma 6.1).

1.3. Recent rigorous mathematical work on positive temperature directed polymers. Even though the replica method for the continuum directed polymer falls short on mathematical rigor, it can be put on a solid mathematical ground by appealing to certain discretizations which preserve the model’s Bethe ansatz solvability. Let us work for the moment just with full-space systems. Presently, the most general class of such discretizations are known of as the higher-spin vertex models (see [14, 34] for more details). These stochastic interacting particle systems are solved in [34] by an analog of the replica method known of as Markov dualities (see [24] for a different approach than duality to study these systems). There are many degenerations of these higher-spin vertex models and the duality / replica method applies to all of them. These degenerations include interacting particle systems (such as the stochastic six vertex model [19], ASEP [57, 23], Brownian motions with skew reflection [88, q-Hahn TASEP [85, 30, 8], discrete time q-TASEP [16], q-TASEP [23], q-pushASEP [33]) and directed polymer models (such as the Beta polymer [9], inverse Beta polymer [68], log-gamma polymer [67], strict-weak polymer [36], semi-discrete Brownian polymer [23]). In some cases the moments do determine the distribution and the duality / replica method can be rigorously performed, while other cases suffer a similar fate in that higher moments growth too fast, or even become infinite. However, once the distribution (or Laplace transform) is computed rigorously, if the model converges to the continuum polymer (as shown in various cases [10, 3, 2, 37]) then taking a limit of the distribution function or Laplace transform provides a rigorous derivation of the continuum formula.

The approach taken in [91, 92, 93] by Tracy and Widom in studying ASEP involves using Bethe ansatz to directly study transition probabilities and eventually extra marginal distributions from these formulas. While this approach bares some similarity to the duality / replica method, it does not have a clear degeneration to, for instance, the level of the continuum directed polymer. This work did, however, provide the first means to rigorously study the continuum directed polymer [3]. Besides the duality / replica method and Tracy and Widom’s approach, the Macdonald process [15] approach has also proved quite fruitful in providing rigorous results on exact formulas for directed polymer models – for further references, see the review [31] and reference therein. There exist other probabilistic methods which provide scaling exponents (though not exact distributions) for directed polymer models – see for example, [90] in the context of the log-gamma polymer.

For half-space systems, much less has been done. Notably, for ASEP with finitely many particles, transition probabilities have been computed [94], but no one-point marginal distribution formulas have been extracted. For the half-space log-gamma polymer, an analysis (analogous to the full-space case results of [78, 32]) has been undertaken in [79]. A Laplace transform formula is conjectured therein, though does not seem to be readily accessible to any asymptotics. For zero-temperature polymers (i.e. last passage percolation) there are considerably more results as explained in Section 2.4.

1.4. Conventions. We write \( \mathbb{Z}_{\geq 0} = \{0, 1, \ldots\} \) and \( \mathbb{Z}_{>0} = \{1, 2, \ldots\} \). When we perform integrals along vertical complex contours (such as \( i\mathbb{R} \)) we will always assume that the contour is slightly to the right of the specified real part (i.e. \( i\mathbb{R} + \epsilon \)) so as to avoid any poles on said contour.

A partition is a sequence \( \lambda = (\lambda_1, \lambda_2, \ldots) \) of non-negative integers with finitely many nonzero entries, such that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq 0 \). The length \( \ell(\lambda) \) is the number of non-zero \( \lambda_i \) in \( \lambda \) and the weight \( |\lambda| = \lambda_1 + \lambda_2 + \cdots \). If \( |\lambda| = k \) then we say that \( \lambda \) partitions \( k \), which is written \( \lambda \vdash k \). An alternative notation for \( \lambda \) is \( \lambda = \lambda^1_1 \lambda^2_2 \cdots \) where \( m_i \) represents the multiplicity of \( i \) in the partition \( \lambda \).
Let us also define the $q$-Pochhammer symbol (cf. Chapter 10 of [4]) as $$(a;q)_n = (1-a)(1-qa) \cdots (1-q^{n-1}a)$$ and the Pochhammer symbol (or rising factorial) as $(a)_n = a(a+1) \cdots (a+n-1)$.

1.5. **Outline.** In Section 2 we introduce our polymer models (along with some background) and state our main results. In Section 3 we explain how the problem of computing the joint moments of the polymer partition function is mapped to a many body system. In Section 4 we solve that many body system via nested contour integral formulas. In Section 5 we show how these formulas expand into residues when the nested contours are taken together to $\mathbb{R}$ (this is a conjecture in the half-space case). In Section 6 we use the expansion of the moment formulas from earlier to compute the Laplace transform of the full-space and half-space polymer partition functions. We also perform long-time asymptotics and in the half-space case explain how we recognize the GSE Tracy-Widom distribution. Finally, in Section 7 we provide proofs of the residue expansion formulas, with the half-space conjecture being proved modulo Claim 7.5. In Section 1.4 we provide notions concerning partitions and in Section 7.5, we provide background concerning the symmetric and hyperoctahedral groups. Evidence for Claim 7.5 is subsequently provided in Section 8.
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2. **Models and results**

Models of directed polymers in disordered media in 1 + 1 dimensions provide a unified framework for studying a variety of physical and mathematical systems as well as serve as a paradigm in the general study of disordered systems. Physically they provide models of domain walls of Ising type models with impurities [55, 69], vortices in superconductors [13], roughness of crack interfaces [52], Burgers turbulence [47], and interfaces in competing bacterial colonies [50] (see also the reviews [51] or [45] for more applications). Mathematically, they are closely related to stochastic (partial) differential equations [7, 3], stochastic optimization problems (including important problems in bio-statistics [72, 50, 73, 86] and operations research [5], branching Markov processes in random environments [25], as well as certain aspects of integrable systems and combinatorics (which will be discussed below). The free energy of the polymer partition function is related to the Kardar-Parisi-Zhang (KPZ) equation [64] whose spatial derivative is the stochastic Burgers equation [47]. These are representatives of a large universality class of growth models and interacting particle systems (see the review [29]).

The physical motivation of the present work is to study the probability distribution of the free energy (logarithm of the partition function) of the continuum directed polymer in the full-space, as well as in the presence of a hard reflecting / absorbing wall. We compute the Laplace transform (hence also the probability distribution) of the partition function in both geometries (though for the half-space case we only work with $a = 0$). Taking a large time limit we show that in both geometries

---

2While this is the standard notation, we note that Wikipedia records $(a)_n$ as the falling factorial.
the free energy fluctuations scale with exponent 1/3, though they display different limiting probability distributions – the GUE (written $F_{\text{GUE}}$ or $F_3$) versus GSE (written $F_{\text{GSE}}$ or $F_4$) Tracy-Widom distributions. In the context of last passage percolation with full and half-space geometries, these scalings and distributions first arose in the work of Johansson \cite{62} and Baik-Rains \cite{6}.

2.1. \textbf{The models}. Let $\xi(t, x)$ represent a Gaussian space-time white noise in $1 + 1$ dimension with covariance $\langle \xi(s, y)\xi(t, x) \rangle = \delta(s - t)\delta(y - x)$ (this is understood in the sense of a generalized function – see \cite{3, 96} for more details) and let $E$ represent the expectation with respect to this random noise. We define the full-space and half-space polymer partition functions via the expectation of the exponential of path integrals through this noise field. This definition is properly made sense of either through smoothing the noise or through a chaos series expansion. To indicate either one of these (equivalent) renormalization procedures we use the notation of a Wick exponential $: \exp :$.

The polymer partition function may equivalently be defined as the solution to a stochastic heat equation with suitable symmetry constraint in the half-space case\footnote{From a mathematical perspective, the equivalence of these two formulations has only been shown in the full-space case \cite{11}, however, one expects the same methods to apply in the half-space case.}

2.1.1. \textbf{Full-space polymer}. Let $E$ represent the expectation of a one dimensional Brownian motion $b(\cdot)$ with $b(0) = 0$. Define the \textit{full-space continuum directed random polymer partition function} as

$$Z(t, x) = E \left[ : \exp : \left\{ \int_0^t \xi(s, b(s))ds \right\} \delta(b(t) = x) \right].$$

See Section \ref{full-space} or \cite{3} for details on how to make mathematical sense of this definition.

Equivalently, $Z(t, x)$ may be defined as the solution to the (well-posed) stochastic heat equation on $\mathbb{R}$ with multiplicative noise and delta initial data

$$\frac{d}{dt}Z(t, x) = \frac{1}{2} \frac{d^2}{dx^2}Z(t, x) + \xi(t, x)Z(t, x), \quad Z(0, x) = \delta_{x=0}.$$

2.1.2. \textbf{Half-space polymer}. Let $E^R$ represent the expectation of a one dimensional Brownian motion $b(\cdot)$ reflected so as to stay on the left of the origin and started from $b(0) = 0$. Then for all $a \in \mathbb{R}$, define the \textit{half-space continuum directed random polymer partition function with parameter $a$} as

$$Z^a(t, x) = E^R \left[ : \exp : \left\{ \int_0^t (\xi(s, b(s)) - a\delta_{b(s)=0})ds \right\} \delta(b(t) = x) \right].$$

The integral of $\delta_{b(s)=0}$ is the local time of the Brownian motion at the origin.

Equivalently, $Z^a(t, x)$ may be defined as the solution to the (well-posed) stochastic heat equation on $(-\infty, 0)$ with Robin (i.e. mixed Dirichlet and von Neumann) boundary condition at the origin

$$\frac{d}{dt}Z^a(t, x) = \frac{1}{2} \frac{d^2}{dx^2}Z^a(t, x) + \xi(t, x)Z^a(t, x), \quad \left( \frac{d}{dx} + a \right)Z^a(t, x)\bigg|_{x=0^-} = 0, \quad Z^a(0, x) = \delta_{x=0}.$$

The initial data above means that for continuous bounded test functions $f : (-\infty, 0) \to \mathbb{R}$,

$$\lim_{t \to 0} \int_{-\infty}^0 f(x)Z^a(t, x)dx = f(0).$$

The behavior of this partition function should depend on the sign of $a$. When $a$ is positive, the polymer measure will favor paths which tend to avoid touching the origin – something which can be done at relatively minor entropic cost. However, when $a$ is negative, the polymer paths will be rewarded for staying near the origin. Another way to see this difference is through a Feynman-Kac representation (cf. \cite{76, 17}) in which when $a$ is positive, the Brownian paths are killed at a rate
given by the local time multiplied by $a$, whereas when $a$ is negative, the Brownian paths duplicate at rate given by the local time multiplied by $|a|$.

This difference in path behavior should be reflected in the asymptotic behavior of the partition function. For $a \geq 0$, it is reasonable to expect that the asymptotic behavior of $\log Z^a$ should be independent of the magnitude of $a$. On the other hand, when $a < 0$, one expects a localization transition in which the asymptotic growth behavior of $\log Z^a$ changes from that of $\log Z^0$.

In this article we derive moment formulas for $Z^a$ valid for all $a \in \mathbb{R}$, however we restrict our attention to the Laplace transform of the $a = 0$ partition function only as $a \neq 0$ introduces some additional complications (see Remark 5.3).

2.2. Laplace transform formulas. The output of the calculations we present are the following Laplace transform formulas. Though our method is not mathematically rigorous, the full-space formula matches the result proved in [3, 18]. No such rigorous derivation exists for the half-space formula as of yet. The partition function in question are positive random variables\(^4\), hence their Laplace transforms uniquely characterize their distributions.

2.2.1. Full-space polymer. We summarize our calculation with the following result. For $\zeta \in \mathbb{C}$ with $\text{Re}(\zeta) < 0$

$$
\mathbb{E} \left[ e^{\zeta Z(t,0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_{0}^{\infty} dx_1 \cdots \int_{0}^{\infty} dx_L \det \left[ K_\zeta(x_i, x_j) \right]_{i,j=1}^{L}
$$

where the kernel is given by

$$
K_\zeta(x, x') = \int_{-\infty}^{\infty} \frac{dr}{1 + \exp \left\{ \left( \frac{r}{2} \right)^{1/3} (r + u) \right\}} \text{Ai}(x - r) \text{Ai}(x' - r),
$$

and where $\zeta$ and $u$ are related according to

$$
\log(-\zeta) = - \left( \frac{t}{2} \right)^{1/3} u + \frac{t}{24}.
$$

The right-hand side of (4) may be written in terms of a Fredholm determinant as

$$
\det(I - K_\zeta)_{L^2([0,\infty))}
$$

where the integral operator $K_\zeta$ acts on $L^2([0,\infty))$ via its kernel $K_\zeta(x, x')$ given above.

As pointed out in [3], by invariance of space-time white noise under affine shifts, the marginal distribution of $Z(t, x)$ is equal to the marginal distribution of $p(t, x)Z(t, 0)$. Here $p(t, x) = (2\pi)^{-1/2} e^{-x^2/2t}$ is the standard heat kernel.

The distribution of $Z(t, 0)$ was first discovered independently and in parallel in [3, 87, 40, 28] with a mathematically rigorous proof of the formula given in [3] (and later a different proof given in [18]). The formula above agrees with the rigorously proved result.

2.2.2. Half-space polymer. Our half-space polymer calculation for $a = 0$ similarly leads to the following result. (It should be noted that along the way, we utilize a residue expansion formula of which we do not have a complete proof. This expansion formula is stated as Conjecture 5.2) For $\zeta \in \mathbb{C}$ with $\text{Re}(\zeta) < 0$,

$$
\mathbb{E} \left[ e^{\zeta Z^0(t,0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_{-\infty}^{\infty} dr_1 \cdots \int_{-\infty}^{\infty} dr_L \prod_{k=1}^{L} \frac{\zeta}{e^r - \zeta} \text{Pf} [K(r_i, r_j)]_{i,j=1}^{L}
$$

This fact is proved in [71] and more recently in [77] for the full-space case. A proof does not seem to exist presently for the half-space case, though one expects the methods should extend without much difficulty.
where the above Pfaffian is of a $2L \times 2L$ sized matrix composed of $2 \times 2$ blocks $K^{(t)}(r, r')$ with components

\[
K^{(t)}_{11}(r, r') = \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2} - i \infty}^{\frac{1}{2} + i \infty} dw_1 \int_{-\frac{1}{2} - i \infty}^{\frac{1}{2} + i \infty} dw_2 \frac{e^{-r w_1 - r' w_2}}{w_1 w_2} F(w_1) F(w_2),
\]

\[
K^{(t)}_{12}(r, r') = \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2} - i \infty}^{\frac{1}{2} + i \infty} dw \frac{e^{-r w}}{w} F(w) e^{-r' w} e^{x w - x},
\]

\[
K^{(t)}_{22}(r, r') = \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2} - i \infty}^{\frac{1}{2} + i \infty} ds \frac{e^{r s}}{s} F(s) e^{-r' s} e^{-x s},
\]

and $K^{(t)}_{21}(r, r') = -K^{(t)}_{12}(r', r)$. In the above we have used

\[
F^{(t)}(w) = \frac{\Gamma(w)}{\Gamma(w + \frac{1}{2})} e^{\frac{1}{2}(\frac{3}{2} - \frac{r}{u})}.
\]

This formula can be manipulated further to appear closer to that of \cite{14}. However, unlike in the full-space case, there is no simple transformation which maps this $x = 0$ result to a general $x$ result. Though almost all of our work applied to the general $x$ case, we presently do not have a suitable analog of the identity \cite{21} for $x \neq 0$.

2.3. Long-time asymptotic distributions.

2.3.1. Full-space polymer. We may rewrite \cite{14} in a suggestive manner for taking the $t \to \infty$ asymptotics:

\[
\mathbb{E} \left[ \exp \left\{ - \exp \left\{ (\frac{t}{2^L})^{1/3} \left[ \log Z(t, 0) + \frac{r}{u} \right] - u \right\} \right\} \right] = \det(I - K_u)_{L^2((0, \infty))}
\]

with kernel

\[
K_u(x, x') = \int_{-\infty}^\infty dr \frac{1}{1 + \exp \left\{ (\frac{t}{2^L})^{1/3} (r + u) \right\}} \text{Ai}(x - r) \text{Ai}(x' - r).
\]

Since $e^{-e^{\lambda x}} \to \mathbf{1}_{x < 0}$ as $\lambda \to +\infty$ we see that as $t \to \infty$, the left-hand side becomes the expectation of an indicator function (hence a probability), while the right-hand side also has a clear limit since as $t \to \infty$,

\[
\frac{1}{1 + \exp \left\{ (\frac{t}{2^L})^{1/3} (r + u) \right\}} \to \mathbf{1}_{r + u < 0}.
\]

The output of these observations is the following limit distribution result:\cite{15}

\[
\lim_{t \to \infty} \mathbb{P} \left( \frac{\log Z(t, 0) + \frac{r}{u}}{(\frac{t}{2^L})^{1/3}} \leq u \right) = \det(I - K_{\text{Ai}})_{L^2((u, \infty))} = F_{\text{GUE}}(u)
\]

where $F_{\text{GUE}}(u)$ is the GUE Tracy-Widom distribution, given in terms of the above Fredholm determinant with

\[
K_{\text{Ai}}(x, x') = \int_0^\infty dr \text{Ai}(x + r) \text{Ai}(x' + r).
\]

\footnote{These asymptotic calculations can be performed in an entirely mathematically rigorous manner – see \cite{13, 18}.}
2.3.2. Half-space polymer. Just as in the full-space Laplace transform, we may rewrite the left-hand side of (5) in a suggestive manner for taking the $t \to \infty$ asymptotics:

$$\mathbb{E} \left[ \exp \left\{ -\frac{1}{4} \exp \left\{ \left( \frac{t}{2} \right)^{1/3} \left[ \log Z^0(t,0) + \frac{t}{24}\pi \right] \right\} \right\} \right].$$

The above expression converges to the limiting probability distribution of $\log Z^0(t,0)$ (centered by $t/24$ and scaled by $(t/2)^{1/3}$) as $t \to \infty$. The calculation of Section 6.2.3 shows that the right-hand side of (5) has a clear limit as well. Combining these facts we find that

$$\lim_{t \to \infty} \mathbb{P} \left( \log Z^0(t,0) + \frac{t}{24}\pi \leq u \right) = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_u^\infty dr_1 \cdots \int_u^\infty dr_L \text{Pf} \left[ K^\infty(r_i, r_j) \right]_{i,j=1}^L \quad (6)$$

where the above Pfaffian is of a $2L \times 2L$ sized matrix composed of $2 \times 2$ blocks $K^\infty(r, r')$ with components

\[
\begin{align*}
K^\infty_{11}(r, r') & = \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2}+i\infty}^{\frac{1}{2}+i\infty} dw_1 \frac{dw_2}{2\pi i} (w_2 - w_1)e^{-\frac{3}{4}w_1 + w_1(r+x)} e^{-\frac{3}{4}w_2(r'+x)}, \\
K^\infty_{12}(r, r') & = \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2}+i\infty}^{\frac{1}{2}+i\infty} dw \frac{ds}{2\pi i} s e^{-\frac{3}{4}w + w(r+x)} e^{-\frac{3}{4}s(s(r'+x))}, \\
K^\infty_{22}(r, r') & = \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2}+i\infty}^{\frac{1}{2}+i\infty} ds_1 \frac{ds_2}{2\pi i} (s_2 - s_1 - s_2) e^{-\frac{3}{4}s_1 + s_1(r+x)} e^{-\frac{3}{4}s_2(r'+x)}, \\
K^\infty_{11}(r, r') & = -K^\infty_{12}(r', r). \quad \text{(7)}
\end{align*}
\]

and $K^\infty_{21}(r, r') = -K^\infty_{12}(r', r)$. It is shown in Section 6.2.4 that this Fredholm Pfaffian is equal to the GSE Tracy-Widom distribution. Hence we conclude that

$$\lim_{t \to \infty} \mathbb{P} \left( \log Z^0(t,0) + \frac{t}{24}\pi \leq u \right) = F_{\text{GSE}}(u).$$

We expect that as long as the interaction at the origin is repulsive (i.e., $a \geq 0$), its strength does not effect the asymptotic free energy fluctuations. We do not, however, include an analysis of the general $a > 0$ case herein due to extra complications which arise in its analysis (see Remark 5.3).

2.4. Comparison to Johansson and Baik-Rains last passage percolation work. Last passage percolation (LPP) is a discrete time and space zero temperature polymer. For geometric weight distributions, the model is exactly solvable via methods of determinantal and Pfaffian point processes. We recover a full-space result due to Johansson \[62\] and a corresponding half-space result due to Baik-Rains \[6\].

For the full-space set up, let $w_{n,x}$ (with $n \in \mathbb{Z}_{\geq 0}$ and $x \in \mathbb{Z}$) be independent geometric random variables with parameter $p \in (0,1)$. Let $\pi(\cdot)$ represent the trajectory of a simple symmetric random walk started from $\pi(0) = 0$. Then define the full-space last passage time

$$L(N) = \max_{\pi: \pi(2N) = 0} \left( \sum_{n=0}^{2N} w_{n,\pi(n)} \right).$$

For the half-space set up, let $w_{n,x}$ (with $n \in \mathbb{Z}_{\geq 0}$ and $x \in \mathbb{Z}_{<0}$) be independent geometric random variables with parameter $p \in (0,1)$ and let $w_{0,0}$ be independent geometric random variables with
parameter $\alpha \sqrt{p} \in (0, 1)$. Then define the half-space last passage time with parameter $\alpha$ as

$$L(N) = \max_{\pi: \pi(2N) = 0, \pi(u) \leq 0} \left( \sum_{n=0}^{2N} w_{n, \pi(n)} \right).$$

The following theorem is due to Johansson [62] in the full-space case and Baik-Rains [6] in the half-space case.

**Theorem 2.1.** Setting

$$\eta(p) = \frac{2 \sqrt{p}}{1 - \sqrt{p}}, \quad \rho(p) = \frac{p^{1/6} (1 + \sqrt{p})^{1/3}}{1 - \sqrt{p}},$$

then in the full-space case

$$\lim_{N \to \infty} P \left( \frac{L(N) - \eta(p) N}{\rho(p) N^{1/3}} \leq u \right) = F_{\text{GUE}}(u)$$

and in the half-space case

$$\lim_{N \to \infty} P \left( \frac{L(N) - \eta(p) N}{\rho(p) N^{1/3}} \leq u \right) = \begin{cases} F_{\text{GSE}}(u) & 0 \leq \alpha < 1 \\ F(u; w) & \alpha = 1 - \frac{2w}{\rho(p) N^{1/3}} \\ 0 & \alpha > 1. \end{cases}$$

The definition of the distribution $F(u; w)$ above is given in [6, Definition 2].

The full-space result agrees with our positive temperature analog. The half-space result likewise agrees, as we are in the regime of a repulsive origin (here presented by $\alpha < \sqrt{p}$). There is a regime of $\sqrt{p} \leq \alpha \leq 1$ when the origin provides extra reward over the other weights, but the limiting statistics remain unchanged (this corresponds with the path not being sufficiently rewarded for the entropic cost of staying localized near the origin), and a regime of $\alpha = 1 - \frac{2w}{\rho(p) N^{1/3}}$ when the origin strength becomes critical. Beyond this, the maximizing path visits the origin a macroscopic proportion of the time and the reason for the 0 limit above is because the law of large number centering by $\eta(p)$ becomes insufficient. In this regime the law of large numbers increases and the fluctuations are Gaussian.

We expect the same sort of transition should occur in the half-space continuum polymer we consider herein. In order to see the critical behavior we must tune $a < 0$ appropriately. Since we do not presently deal with asymptotics for this $a < 0$ regime, we cannot yet access this behavior.

### 3. Mapping to many body system

The basic observation explained in this section is that joint moments of the polymer partition function solve certain nice closed evolution equations. This at least goes back to the independent work of Kardar [63] and Molchanov [76].

**3.1. Full-space polymer.** Consider $\vec{x} = (x_1, \ldots, x_k) \in \mathbb{R}^k$ and define

$$\mathbf{Z}(t; \vec{x}) = \mathbb{E} \left[ \prod_{i=1}^{k} Z(t, x_i) \right],$$

where recall that $Z(t; x)$ is the full-space polymer partition function and $\mathbb{E}$ represents the expectation with respect to the white noise $\xi$. Then the basic observation one makes is that

$$\frac{d}{dt} \mathbf{Z}(t; \vec{x}) = H^1 \mathbf{Z}(t; \vec{x}), \quad \mathbf{Z}(0; \vec{x}) = \prod_{i=1}^{k} \delta(x_i = 0)$$
where $H^c$, for general $c \in \mathbb{R}$, is given by

$$H^c = \frac{1}{2} \sum_{i=1}^{k} \frac{d^2}{dx_i^2} + \frac{c}{2} \sum_{i \neq j} \delta(x_i - x_j = 0).$$

Such a statement also holds for solutions of the stochastic heat equation with generic initial data, with $\bar{Z}(0; \vec{x})$ modified accordingly.

The above system is the imaginary time Lieb-Liniger model \cite{70} with two body delta interaction and coupling constant $-c$. It is also called a delta Bose gas, as one restricts to Bosonic solutions which are symmetric in relabeling the indices of $\vec{x}$. When the coupling constant $-c$ is negative (i.e. $c > 0$) the model is called attractive, whereas when it is positive the model is called repulsive. The partition function moments correspond with the attractive case.

The fact that these moments satisfy the above system can be shown through smoothing the noise $\xi$ in space, replicating the path integrals defining the partition function (which now make sense), interchanging the $k$-fold replica expectation with the Gaussian expectation (which can now be evaluated in terms of local times) and finally taking away the smoothing. This procedure is performed in a mathematically rigorous manner in Bertini-Cancrini \cite{11, Proposition 2.3} where they show that $\bar{Z}(t; \vec{x})$ satisfies the desired evolution equation above\footnote{We note, however, that we are not aware of a uniqueness result for this delta Bose gas which includes the delta initial data we consider.}.

Notice that $\bar{Z}(t; \vec{x}) = \bar{Z}(t; \sigma \vec{x})$ for any permutation $\sigma$ hence it suffices to compute $\bar{Z}(t; \vec{x})$ for $\vec{x} \in W(A_k)$. Here $W(A_k)$ is the type $A_k$ Weyl chamber $x_1 \leq x_2 \leq \cdots \leq x_k$ (see Section 7.5).

**Definition 3.1.** We say that $u^c : \mathbb{R}_{\geq 0} \times \mathbb{R}^k \to \mathbb{R}$ solves the type $A_k$ free evolution equation with $k-1$ boundary conditions and coupling constant $c$ if

1. For all $t > 0$ and $\vec{x} \in \mathbb{R}^k$,

$$\frac{d}{dt} u^c(t; \vec{x}) = \frac{1}{2} \sum_{i=1}^{k} \frac{d^2}{dx_i^2} u^c(t; \vec{x});$$

2. For all $t > 0$ and $\vec{x} \in W(A_k)$ such that $x_i = x_{i+1}$,

$$\left( \frac{d}{dx_i} - \frac{d}{dx_{i+1}} - c \right) u^c(t; \vec{x}) = 0;$$

3. For all continuous bounded $L^2$ functions $f : W(A_k) \to \mathbb{R}$,

$$\lim_{t \to 0} k! \int_{W(A_k)} f(\vec{x}) u^c(t; \vec{x}) = f(0).$$
Using the local time representation for $\bar{Z}(t; \vec{x})$ one finds that restricted to $\vec{x} \in W(A_k)$,
\[
\bar{Z}(t; \vec{x}) = u^1(t, \vec{x}).
\]

While there is little doubt of the above equality, in fact (to our knowledge) this observation has not been made in a rigorous manner and also relies upon an assumption of uniqueness of solutions for the above system.

This reduction to the form of a free evolution equation with $k - 1$ boundary conditions is a hallmark of integrability and will be the starting point for our analysis. In fact, all replica method works relies on this rewriting of the delta Bose gas. It is worth noting that if the two body delta interaction term is replaced by a smoothed version (as corresponds to the case of spatially smoothed noise) there is no reduction to such an integrable form. However, there does exist discrete space versions of the polymer as well as a $q$-deformed discrete version of the polymer for which this integrability persists (see, for example, [23]). For these discretizations, the questions of uniqueness are easily overcome.

3.2. Half-space polymer. Consider $\vec{x} = (x_1, \ldots, x_k) \in \mathbb{R}^k$ and define
\[
\bar{Z}^a(t; \vec{x}) = \mathbb{E} \left[ \prod_{i=1}^{k} Z^a(t, x_i) \right],
\]
where recall that $Z^a(t; x)$ is the half-space polymer partition function with parameter $a$. Though this is only defined for $x_1 < 0$, we can extend it to $x_1 \in \mathbb{R}$ by setting declaring $Z^a(t, x) = Z^a(t, -x)$.

Of course, this extended version of $Z^a(t, x)$ solves a stochastic heat equation on $\mathbb{R}$ (with the Robin jump condition for the derivative at 0), but now with doubled initial data $\prod_{i=1}^{k} 2\delta(x_i = 0)$. In fact, (up to the factor of two) this corresponds with considering a full-space polymer with noise $\xi$ which is symmetric through the origin (i.e., $\xi(t, x) = \xi(t, -x)$) and which has an energetic contribution from the polymer path local time at the origin.

Just as in the full-space polymer, these moments solve nice closed evolution equations:
\[
\frac{d}{dt} Z^a(t; \vec{x}) = H^{1,a} \bar{Z}(t; \vec{x}), \quad Z^a(0; \vec{x}) = \prod_{i=1}^{k} 2\delta(x_i = 0),
\]
where $H^{c,a}$, for general $c, a \in \mathbb{R}$, is given by
\[
H^{c,a} = \frac{1}{2} \sum_{i=1}^{k} \frac{d^2}{dx_i^2} + \frac{c}{2} \sum_{i \neq j} \delta(x_i - x_j = 0) - a \sum_{i=1}^{k} \delta(x_i = 0).
\]

One restricts to solutions which are invariant with respect to the action of hyperoctahedral group $BC_k$ (see Section 7.5). Such an extension seems to have been first considered by Gaudin [49] (see [48] for further developments).

The fact that these moments satisfy the above system can be shown in a similar way as for the full-space polymer. Doing this one finds that
\[
Z(t; \vec{x}) = \prod_{i=1}^{k} p^R(t, x_i) \mathcal{E}^k \left[ \exp \left\{ \frac{1}{2} \sum_{i \neq j} L_t(b_i - b_j) - a \sum_{i=1}^{k} L_t(b_i) \right\} \right]
\]
where $p^R(t, x)$ is the transition probability for a reflected Brownian motion to go from 0 to x in time t, $\mathcal{E}^k$ is the expectation over k independent reflected Brownian bridges $b_1(\cdot), \ldots, b_k(\cdot)$ which start at 0 at time 0 and end at $x_1, \ldots, x_k$ (respectively), $L_t(b_i - b_j)$ is the intersection local time of $b_i(\cdot) - b_j(\cdot) = 0$ over the time interval $[0, t]$, and $L_t(b_i)$ is the intersection local time of $b_i(\cdot) = 0$ over
the time interval $[0, t]$. From this formula and the Feynman-Kac representation, one readily checks that $\bar{Z}^a(t; \vec{x})$ satisfies the desired evolution equation above.

Notice that $\bar{Z}^a(t; \vec{x}) = \bar{Z}(t; \sigma \vec{x})$ for any $\sigma \in BC_k$. Therefore it suffices to compute $\bar{Z}^a(t; \vec{x})$ for $\vec{x} \in W(BC_k)$. Here $W(BC_k)$ is the type $BC_k$ Weyl chamber $x_1 \leq x_2 \leq \cdots \leq x_k \leq 0$ (see Section 7.5).

**Definition 3.2.** We say that $u^{c,a} : \mathbb{R}_{\geq 0} \times \mathbb{R}^k \rightarrow \mathbb{R}$ solves the type $BC_k$ free evolution equation with $k - 1$ boundary conditions and coupling constants $c$ and $a$ if

1. For all $t > 0$ and $\vec{x} \in \mathbb{R}^k$,
   \[
   \frac{d}{dt} u^{c,a}(t; \vec{x}) = \frac{1}{2} \sum_{i=1}^{k} \frac{d^2}{dx_i^2} u^{c,a}(t; \vec{x});
   \]

2. For all $t > 0$ and $\vec{x} \in W(BC_k)$ such that $x_i = x_{i+1}$,
   \[
   \left( \frac{d}{dx_i} - \frac{d}{dx_{i+1}} - c \right) u^{c,a}(t; \vec{x}) = 0;
   \]

3. For all $t > 0$ and $\vec{x} \in W(BC_k)$ such that $x_k = 0$,
   \[
   \left( \frac{d}{dx_k} + a \right) u^{c,a}(t; \vec{x}) = 0;
   \]

4. For all continuous bounded $L^2$ functions $f : W(BC_k) \rightarrow \mathbb{R}$,
   \[
   \lim_{t \to 0} k! \int_{W(BC_k)} f(\vec{x}) u^{c,a}(t; \vec{x}) = f(0).
   \]

The above many body system is called Yang’s system in the work of Heckman-Opdam due to Yang’s work in the late 1960’s. Just as in the full-space case, we are not aware of a proof of uniqueness results for the above system. However, assuming this and using the local time representation for $\bar{Z}^a(t; \vec{x})$ one finds (again, we are not aware of a rigorous proof of this) that restricted to $\vec{x} \in W(BC_k)$,

\[
\bar{Z}^a(t; \vec{x}) = u^{1,a}(t, \vec{x}).
\]

Unlike the type $A$ case, we do not presently know of any discrete space or $q$-deformed discrete space versions of half-space polymers which display a similar degree of integrability as the continuum version. The work of [94] and [79] are, however, suggestive of such a possibility.

4. **Solution via nested contour integral ansatz**

We solve the many body systems given above without appealing to the eigenfunction expansion (such as provided by the Bethe Ansatz). Even though we are presently only interested in the case $c = 1$ and $a \geq 0$, the below formula applies for all $c, a \in \mathbb{R}$.

\[\text{We note, however, that we are not aware of a uniqueness result for this delta Bose gas which includes the delta initial data we consider.}\]
4.1. Full-space polymer.

**Lemma 4.1.** The type \( A_k \) free evolution equation with \( k-1 \) boundary conditions and coupling constant \( c \in \mathbb{R} \) (see Definition 3.1) is solved by

\[
u^c(t; \vec{x}) = \int_{\alpha_1 - \infty}^{\alpha_1 + \infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - \infty}^{\alpha_k + \infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \prod_{j=1}^{k} e^{\frac{z_j}{2} x_j + x_j z_j},
\]

where for \( c \geq 0 \) we assume that \( \alpha_1 > \alpha_2 + c > \alpha_3 + 2c > \cdots > \alpha_k + (k-1)c \), and for \( c < 0 \), all \( \alpha_i \equiv 0 \).

Thus (up to assuming uniqueness of solutions to the many body system of Definition 3.1) we may conclude that for \( x_1 \leq x_2 \leq \cdots \leq x_k \),

\[
Z(t; \vec{x}) = \int_{\alpha_1 - \infty}^{\alpha_1 + \infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - \infty}^{\alpha_k + \infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \prod_{j=1}^{k} e^{\frac{z_j}{2} x_j + x_j z_j},
\]

(8)

for any \( \alpha_1 > \alpha_2 + 1 > \alpha_3 + 2 > \cdots > \alpha_k + (k-1) \).

**Proof of Lemma 4.1.** A proof of this result can be found in [15], Proposition 6.2.3. As this proof is a straightforward modification of the proof of Lemma 4.2 given below, we do not reproduce it presently.

4.2. Half-space polymer.

**Lemma 4.2.** The type \( BC_k \) free evolution equation with \( k-1 \) boundary conditions and coupling constant \( c, a \in \mathbb{R} \) (see Definition 3.2) is solved by

\[
u^{c,a}(t; \vec{x}) = 2^k \int_{\alpha_1 - \infty}^{\alpha_1 + \infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - \infty}^{\alpha_k + \infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \prod_{j=1}^{k} e^{\frac{z_j}{2} x_j + x_j z_j} e^{\frac{z_j}{2} a + a z_j},
\]

where for \( c \geq 0 \) we assume that \( \alpha_1 > \alpha_2 + c > \alpha_3 + 2c > \cdots > \alpha_k + (k-1)c \) and \( \alpha_k = \max(-a + c, 0) \) for \( \epsilon > 0 \) arbitrary, and for \( c < 0 \), all \( \alpha_i \equiv \max(-a + c, 0) \) for \( \epsilon > 0 \) arbitrary.

Thus (up to assuming uniqueness of solutions to the many body system of Definition 3.2) we may conclude that for \( x_1 \leq x_2 \leq \cdots \leq x_k \leq 0 \),

\[
Z^{a}(t; \vec{x}) = 2^k \int_{\alpha_1 - \infty}^{\alpha_1 + \infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - \infty}^{\alpha_k + \infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - 1} \prod_{j=1}^{k} e^{\frac{z_j}{2} x_j + x_j z_j} e^{\frac{z_j}{2} a + a z_j},
\]

(9)

where we assume that \( \alpha_1 > \alpha_2 + 1 > \alpha_3 + 2 > \cdots > \alpha_k + (k-1) \) and \( \alpha_k = \max(-a + c, 0) \) for \( \epsilon > 0 \) arbitrary.

**Proof of Lemma 4.2.** We sequentially check that \( u^{c,a}(t; \vec{x}) \) given in the statement of the lemma satisfies conditions (1), (2), (3) and (4) of the many body system in Definition 3.2

(1): This follows immediately from Leibniz’s rule and the fact that

\[
\frac{d}{dt} e^{\frac{x^2}{4} + x^2} = \frac{1}{2} d^2 x e^{\frac{x^2}{4} + x^2}.
\]

(2): Applying \( \left( \frac{d}{dx} - \frac{d}{dx+c} - c \right) \) to the integrand of \( u^{c,a}(t; \vec{x}) \) changes the integrand by simply bringing out a factor of \( (z_i - z_{i+1} - c) \). This cancels the corresponding term in the denominator from the product over \( 1 \leq A < B \leq k \). As a result, the integrand no longer has a pole corresponding
to $z_i - z_{i+1} = c$ which means that without crossing any poles, we can deform the $z_{i+1}$ contour to coincide with the $z_i$ contour (the Gaussian decay at infinity justifies the deformation of these infinite contours, and the fact that all of the contours lie to the right of $-a$ implies no pole from the denominator $z_j + a$ is crossed). Note that if $c < 0$ such a deformation is not necessary.

Since $x_i = x_{i+1}$, the integrand can now be rewritten in the form

$$\int dz_i \int dz_{i+1}(z_i - z_{i+1})G(z_i, z_{i+1})$$

where $G$ is symmetric in its two variables and all of the other integrations have been absorbed into its definition. As the contours of integrals coincide, it follows immediately that this integral is 0.

(3): For $\vec{x}$ with $x_k = 0$, we find that

$$\left(\frac{d}{dx_k} + a\right) u^{c,a}(t; \vec{x})$$

$$= 2^k \int_{\alpha_1 - i\infty}^{\alpha_1 + i\infty} \frac{dz_1 \cdots \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dz_k}{2\pi i}}{z_A - z_B - c} \sum_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \cdot \frac{z_A + z_B}{z_A + z_B - c} \prod_{j=1}^{k-1} e^{z_j^2 + x_j z_j} \frac{z_j}{z_j + a}.$$

We are now free to deform the $z_k$ contour from $\alpha_k + i\mathbb{R}$ to $i\mathbb{R}$ without crossing any poles. The above integrand is invariant under the change of variables $z_k \mapsto -z_k$ as is the contour $i\mathbb{R}$ (up to a factor of $-1$ coming from the change in orientation of $i\mathbb{R}$). This, however, implies that the integral above is equal to the integral with the orientation of the $z_k$ contour reversed, which, in turn, implies that the integral is 0.

(4): First note that

$$\frac{z_A - z_B}{z_A - z_B - c} = 1 + \frac{c}{z_A - z_B - c}, \quad \text{and} \quad \frac{z_A + z_B}{z_A + z_B - c} = 1 + \frac{c}{z_A + z_B - c}.$$ 

We can write $u^{c,a}(t; \vec{x}) = \sum u^{c,a}_{K_1,K_2}(t; \vec{x})$, where the sum is over all $K_1, K_2 \subset \{(A, B) : 1 \leq A < B \leq k\}$, and where

$$u^{c,a}_{K_1,K_2}(t; \vec{x}) = 2^k \int_{\alpha_1 - i\infty}^{\alpha_1 + i\infty} \frac{dz_1 \cdots \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dz_k}{2\pi i}}{(A,B) \in K_1} \frac{c}{z_A - z_B - c} \prod_{(A,B) \in K_2} \frac{c}{z_A + z_B - c} \prod_{j=1}^{k-1} e^{z_j^2 + x_j z_j} \frac{z_j}{z_j + a}.$$

For use later, let $\ell = |K_1| + |K_2|$.

Define the unit vector in the direction of $\vec{x}$ as $v = \vec{x}/||\vec{x}||$ and note that for $x_1 < x_2 < \cdots < x_k < 0$, it follows that $-v$ is strictly positive. On account of this fact, we can deform the $z_j$ contours to lie along $-t^{1/2}v_j + i\mathbb{R}$ (this is because of the ordering of the elements of $\vec{x}$ and the Gaussian decay which justifies the deformation of contours). Let $w_j = t^{1/2}v_j$, then

$$u^{c,a}_{K_1,K_2}(t; \vec{x}) = 2^{k-1} \ell^{t/2} \int_{-v_1 + i\mathbb{R}}^{-v_1 - i\mathbb{R}} \frac{dw_1}{2\pi i} \cdots \int_{-v_k + i\mathbb{R}}^{-v_k - i\mathbb{R}} \frac{dw_k}{2\pi i} \prod_{(A,B) \in K_1} \frac{1}{w_A - w_B - ct^{1/2}} \prod_{(A,B) \in K_2} \frac{1}{w_A + w_B - ct^{1/2}} \prod_{j=1}^{k-1} e^{w_j^2} \frac{w_j}{w_j + t^{1/2}a}.$$
Due to the choice of contours, $\text{Re}(\vec{x} \cdot \vec{w}) = -||\vec{x}||$. Taking absolute values we find that

$$
|u_{K_1,K_2}^{c,a}(t; \vec{x})| = 2^k e^{\ell t/2} t^{-k/2} e^{-t^{-1/2}||x||} \int_{-v_1+\mathbb{R}}^{v_1+\mathbb{R}} \frac{dw_1}{2\pi i} \cdots \int_{-v_k+\mathbb{R}}^{v_k+\mathbb{R}} \frac{dw_k}{2\pi i} \times \prod_{(A,B) \in K_1} \frac{1}{w_A - w_B - ct^{1/2}} \prod_{(A,B) \in K_2} \frac{1}{w_A + w_B - ct^{1/2}} \prod_{j=1}^{k} e^{\frac{1}{2}w_j^2 \frac{w_j}{w_j+ct^{1/2}a}}.
$$

The integral above is now clearly convergent, independent of $x$, and bounded by a constant $C$ which is uniform in $t < t_0$. Thus we have established that

$$
|u_{K_1,K_2}^{c,a}(t; \vec{x})| \leq C't^{\ell/2} t^{-k/2} e^{-t^{-1/2}||x||}
$$

for some $C' > 0$.

For any bounded continuous function $f$ we may compute the integral against $u_{K_1,K_2}^{c,a}$. The boundedness of $f$ means that $|f(x)| < M$ for some constant $M$ as $x$ varies. By the triangle inequality

$$
\left| \int_{W(BC_k)} u_{K_1,K_2}^{c,a}(t; \vec{x}) f(\vec{x}) d\vec{x} \right| \leq \int_{W(BC_k)} |u_{K_1,K_2}^{c,a}(t, \vec{x})| M d\vec{x} \leq C''t^{\ell/2}.
$$

The second inequality follows by substituting (10) and performing the change of variables $y_i = t^{-1/2} x_i$ in order to bound the resulting integral (this change of variables results in the cancelation of the $t^{-k/2}$ term). Observe that $\ell \geq 1$ for all choices of $K_1$ and $K_2$ which are not simultaneously empty, and as $t \to 0$ these terms disappear.

The only term in the expansion of $u_{c,a}^{c,a}$ which does not contribute negligibly as $t \to 0$ corresponds to when $K_1 = K_2 = \emptyset$ are empty. In that case the desired result can be seen in the following manner. We showed that

$$
k! \int_{W(BC_k)} f(x) u_{c,a}^{c,a}(t; \vec{x}) d\vec{x} = o(1) + 2^k k! \int_{\alpha_1-i\infty}^{\alpha_1+i\infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k-i\infty}^{\alpha_k+i\infty} \frac{dz_k}{2\pi i} \tilde{f}(\vec{z}) \prod_{j=1}^{k} e^{\frac{1}{2}z_j^2 \frac{z_j}{z_j+a}},
$$

where

$$
\tilde{f}(\vec{z}) = \int_{W(BC_k)} f(x) \prod_{j=1}^{k} e^{x_j z_j},
$$

and where the $o(1)$ term comes from all other terms in the expansion of $u_{c,a}^{c,a}$ and goes to 0 as $t \to 0$. Writing $\frac{z_j}{z_j+a}$ as $1 + \frac{a}{z_j+a}$ and using decay of $\tilde{f}(\vec{z})$ as the real part of $z_j$ goes to infinity, it is possible to show that

$$
\lim_{t \to 0} 2^k k! \int_{W(BC_k)} f(x) u_{c,a}^{c,a}(t; \vec{x}) d\vec{x} = 2^k k! \int_{\alpha_1-i\infty}^{\alpha_1+i\infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k-i\infty}^{\alpha_k+i\infty} \frac{dz_k}{2\pi i} \tilde{f}(\vec{z}).
$$

Observe that $\tilde{f}(\vec{z})$ is the Fourier transform of a function which is $f(\vec{x})$ for $\vec{x} \in W(BC_k)$ and zero outside, we readily see that

$$
2^k k! \int_{\alpha_1-i\infty}^{\alpha_1+i\infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k-i\infty}^{\alpha_k+i\infty} \frac{dz_k}{2\pi i} \tilde{f}(\vec{z}) = f(0),
$$

which is exactly as desired. \qed
5. EXPANSION OF NESTED CONTOUR INTEGRALS INTO RESIDUES

At this point we have seen two types of nested contour integral formulas – those related to type A (the full-space polymer) and those related to type BC (the half-space polymer). In this section we present formulas for each type which shows the effect of deforming the nested contours to all lie upon the imaginary axis \( iR \). This amounts to computing the residue expansion coming from the various poles crossed during this deformation.

The general scheme followed in these computations are quite similar between the two types (though in the BC case we are presently unable to complete the proof, thus the result remains a conjecture). The first step is to identify the residual subspaces resulting from the deformation. The second step is to show that (in both cases) the residual subspaces can be brought (via the respective action of the symmetric or hyperoctahedral groups) into a certain canonical form indexed only by partition \( \lambda \vdash k \). And, the third step is to compute the residue corresponding to a given partition \( \lambda \). This splits into computing the residue of the portion of the integrand containing poles and computing the substitution of the residual subspace relations into the remaining portion of the integrand. The observation of the first step, once made, is relatively easy to confirm, and computing residues and substitutions is straightforward as well (if not slightly technical). In the BC case, there is a subtlety involving contour deformations which we encounter in step 2. Essentially, in order to bring our expressions into a canonical form we end up getting contours of integration which need to be shifted back to \( iR \). During this shifting we encounter a number of poles which we believe, but have not been able to prove, all cancel. This is the content of Claim 7.5. The basic structure of the computation behind these results comes from the proof of Theorem 3.13 of [53], see also Section 5 for its non-technical description.

Proposition 5.1 and Conjecture 5.2 are stated below, though their proofs are held off until Section 7. Immediately after presenting these residue expansions we show how they are applied to the full-space and half-space polymer partition function joint moment formulas. In the case of the half-space polymer, Conjecture 5.2 is only applied for \( a \geq 0 \) (repulsive interaction at the origin). The source of this restriction has to do with the occurrence of additional poles in the contour deformations when \( a < 0 \).

In the statements and use of these propositions we use some notation related to partitions, the symmetric group \( S_k \), the hyperoctahedral group \( BC_k \), as well as Pochhammer symbols \((a)_n\), which all can be found in Section 1.4 or 7.5.

5.1. Type \( A_k \) expansion and full-space polymer application. We state Proposition 5.1 and then immediately apply it to expand the nested contour integral formula for \( \bar{Z}(t; \vec{x}) \) calculated earlier in equation (8). The proof of the below proposition can be found in Section 7.

**Proposition 5.1.** Fix \( k \geq 1 \) and \( c \in (0, \infty) \). Given a set of real numbers \( \alpha_1, \ldots, \alpha_k \) and a function \( F(z_1, \ldots, z_k) \) which satisfy

1. For all \( 1 \leq j \leq k - 1 \), \( \alpha_j > \alpha_{j+1} + c \);
2. For all \( 1 \leq j \leq k \) and \( z_1, \ldots, z_k \) such that \( z_i \in \alpha_i + iR \) for \( 1 \leq i < j \) and \( z_i \in \alpha_k + iR \) for \( j < i \leq k \), the function \( z_j \mapsto F(z_1, \ldots, z_j, \ldots, z_k) \) is analytic in the complex domain \( \{ z : \alpha_k \leq \text{Re}(z) \leq \alpha_j \} \) and is bounded in modulus on that domain by \( \text{const} \text{Im}(z_j)^{-1-\delta} \) for some constants \( \text{const}, \delta > 0 \) (depending on \( z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_k \) but not \( z_j \)).
Then we have the following residue expansion identity:

\[
\int_{\alpha_1^{-i\infty}}^{\alpha_1^{+i\infty}} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k^{-i\infty}}^{\alpha_k^{+i\infty}} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} F(z) = e^k \sum_{\lambda = 1}^{\lambda_{1m_1}^2 \lambda_{2m_2}^2} \cdots \int_{\alpha_1^{-i\infty}}^{\alpha_1^{+i\infty}} \frac{dw_1}{2\pi i} \cdots \int_{\alpha_k^{-i\infty}}^{\alpha_k^{+i\infty}} \frac{dw_{\ell}(\lambda)}{2\pi i} \det \left[ \frac{1}{w_i + c\lambda_i - w_j} \right]_{i,j=1}^{\ell(\lambda)} \times E^c(w_1, w_1 + c, \ldots, w_1 + c(\lambda_1 - 1), \ldots, w_{\lambda_j(\lambda)}, w_{\lambda_j(\lambda)} + c, \ldots, w_{\lambda_\ell(\lambda)} + c(\lambda_\ell(\lambda) - 1)),
\]

where

\[
E^c(z_1, \ldots, z_k) := \sum_{\sigma \in S_k} \prod_{1 \leq A < B \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - c}{z_{\sigma(A)} - z_{\sigma(B)}} F(\sigma(z)).
\]

We may apply this proposition to the formula for \(\tilde{Z}(t, \bar{x})\) provided in equation (53). The hypotheses of the proposition are easily checked and the outcome is the following expansion:

\[
\tilde{Z}(t, \bar{x}) = \sum_{\lambda = 1}^{\lambda_{1m_1}^2 \lambda_{2m_2}^2} \cdots \int_{\alpha_1^{-i\infty}}^{\alpha_1^{+i\infty}} \frac{dw_1}{2\pi i} \cdots \int_{\alpha_k^{-i\infty}}^{\alpha_k^{+i\infty}} \frac{dw_{\ell}(\lambda)}{2\pi i} \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell(\lambda)} \times E^1_\bar{x}(w_1, w_1 + 1, \ldots, w_1 + (\lambda_1 - 1), \ldots, w_{\lambda_j(\lambda)}, w_{\lambda_j(\lambda)} + 1, \ldots, w_{\lambda_\ell(\lambda)} + (\lambda_\ell(\lambda) - 1)),
\]

where

\[
E^1_\bar{x}(z_1, \ldots, z_k) := \sum_{\sigma \in S_k} \prod_{1 \leq A < B \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - 1}{z_{\sigma(A)} - z_{\sigma(B)}} \prod_{j=1}^{\ell(\lambda)} e^{2z_{\sigma(j)} + x_1 z_{\sigma(j)}}.
\]

As we are interested in \(E[Z(t, 0)^k]\) it suffices to consider all \(x_i \equiv 0\). Using the symmetrization identity given in equation (53), we find that

\[
E^1_0(w_1, w_1 + 1, \ldots, w_1 + (\lambda_1 - 1), \ldots, w_{\lambda_j(\lambda)}, w_{\lambda_j(\lambda)} + 1, \ldots, w_{\lambda_\ell(\lambda)} + (\lambda_\ell(\lambda) - 1)) = k! \prod_{j=1}^{\ell(\lambda)} e^{G(w_j + \lambda_j)} = k! \prod_{j=1}^{\ell(\lambda)} e^{\frac{G(w_j + \lambda_j)}{\ell^2 G(w)}}.
\]

where

\[
G(w) = \frac{w^3}{3} - \frac{w^2}{2} + \frac{w}{6}.
\]

In this last line we have used the fact that

\[
\frac{G(w + \ell)}{G(w)} = w^2 + (w + 1)^2 + \cdots (w + \ell - 1)^2.
\]

Using this, we conclude that

\[
E[Z(t, 0)^k] = k! \sum_{\lambda = 1}^{\lambda_{1m_1}^2 \lambda_{2m_2}^2} \cdots \int_{\alpha_1^{-i\infty}}^{\alpha_1^{+i\infty}} \frac{dw_1}{2\pi i} \cdots \int_{\alpha_k^{-i\infty}}^{\alpha_k^{+i\infty}} \frac{dw_{\ell}(\lambda)}{2\pi i} \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{\ell(\lambda)} \prod_{j=1}^{\ell(\lambda)} e^{\frac{G(w_j + \lambda_j)}{\ell^2 G(w)}}.
\]

As long as all \(x_i\) are equal, the identity in equation (53) can be applied. However, when the \(x_i\) differ it is not clear how to simplify \(E_\bar{x}\) in a similar manner.
5.2. **Type BC\(_k\) expansion and half-space polymer application.** We present an analogous result to Proposition 5.1 above, which we then apply to \(\bar{Z}^0(t; \bar{x})\). We explain below in Remark 5.3 why the residue expansion for the general case of \(a \neq 0\) presents some additional complexities (and possibly additional terms). We actually give a complete proof of the below conjecture modulo Claim 7.5 which deals with the cancelation of the sum of certain residues arising from contour deformations in the course of our computations. Partial evidence why Claim 7.5 is correct is given in Section 8 where cancelation of some of the arising residues is shown.

**Conjecture 5.2.** Fix \(k \geq 1\) and \(c \in (0, \infty)\). Given a set of real numbers \(\alpha_1, \ldots, \alpha_k\) and a function \(F(z_1, \ldots, z_k)\) which satisfy

1. \(\alpha_k = 0\);
2. For all \(1 \leq j \leq k - 1\), \(\alpha_j > \alpha_{j+1} + c\);
3. For \(z_1, \ldots, z_k\) in the complex domain \(\{x + iy : -\alpha_1 \leq x \leq \alpha_1, y \in \mathbb{R}\}\), for all \(1 \leq j \leq k\), the function \(z_j \mapsto F(z_1, \ldots, z_j, \ldots, z_k)\) is analytic and is bounded by a constant (depending on \(z_1, \ldots, z_{j-1}, z_{j+1}, \ldots, z_k\) but not \(z_j\)) times \(\text{Im}(z_j)^{-1-\delta}\) for some \(\delta > 0\).

Then we have the following residue expansion identity:

\[
\int_{\alpha_1 - i\infty}^{\alpha_1 + i\infty} \frac{dz_1}{2\pi i} \cdots \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \frac{z_A + z_B}{z_A + z_B - c} F(z) = \sum_{\lambda = 1}^{\lambda = k} \frac{(-1)^{\ell(\lambda)}}{m_1!m_2! \cdots} \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dw_1}{2\pi i} \cdots \int_{\alpha_k - i\infty}^{\alpha_k + i\infty} \frac{dw_{\ell(\lambda)}}{2\pi i} \prod_{j=1}^{\ell(\lambda)} \frac{1}{4c} \left( \frac{2w_j + c}{2c} \right)^{\lambda_j - 1} \text{Pf} \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2\ell(\lambda)}
\]

\(E^c(w_1, w_1 + c, \ldots, w_1 + c(\lambda_1 - 1), \ldots, w_\ell(\lambda), w_\ell(\lambda) + c, \ldots, w_\ell(\lambda) + c(\lambda_\ell(\lambda) - 1))\)

where

\((u_1, \ldots, u_{2\ell(\lambda)}) := ( -w_1 + \frac{c}{2}, w_1 - \frac{c}{2} + \lambda_1 c, -w_2 + \frac{c}{2}, w_2 - \frac{c}{2} + \lambda_2 c, \ldots, -w_\ell(\lambda) + \frac{c}{2}, w_\ell(\lambda) - \frac{c}{2} + \lambda_\ell(\lambda) c)\)

and where

\(E^c(z_1, \ldots, z_k) := \sum_{\sigma \in \text{BC}_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - c}{z_{\sigma(A)} - z_{\sigma(B)} + c} \frac{z_{\sigma(A)} + z_{\sigma(B)} - c}{z_{\sigma(A)} + z_{\sigma(B)} + c} F(\sigma(z)).\)

We apply this conjecture to the formula for \(\bar{Z}^0(t, \bar{x})\) provided in equation (9). Observe that the formula in (4) can be written in the form of the left-hand side of (14) by taking \(c = 1\) and

\[F(z) = \prod_{j=1}^{k} e^{\frac{\pi i z_j z}{2}}.\]

Notice that the contours satisfy the first two hypotheses of Conjecture 5.2 and that the function \(F\) satisfies the analyticity and decay conditions of the third hypothesis.

**Remark 5.3.** The reason we have restricted our attention at this point to the case of \(a = 0\) is because of the following: For general \(a \neq 0\) the function \(F(z)\) contains an extra term

\[\prod_{j=1}^{k} \frac{z_j}{z_j + a}.
\]

When \(a < 0\) the contours from equation (9) are such that \(\alpha_k = -a + \epsilon > 0\). If we want to shift to \(\alpha_k = 0\) then we cross poles, which contribute additional terms which are not accounted for in the above result. For \(a > 0\) we have \(\alpha_k = 0\), however, if \(a < (k - 1)\), then the third hypothesis
is violated since the pole coming from the denominator of the above fraction will be included in the complex domain in which analyticity is desired (see Remark 7.6 for an explanation of how this hypothesis is utilized).

The result of applying the above conjecture for \( a = 0 \) is that (from here on out, all half-space formulas will assume the validity of Conjecture 5.2)

\[
\bar{Z}^0(t; \vec{x}) = 2^k \sum_{\lambda = 1}^{\lambda_k} \frac{(-1)^{\ell(\lambda)}}{m_1! m_2!} \ldots \int_{-\infty}^{\infty} \frac{dw_1}{2\pi i} \ldots \int_{-\infty}^{\infty} \frac{dw_{\ell(\lambda)}}{2\pi i} \prod_{j=1}^{\ell(\lambda)} \frac{1}{4} \frac{(w_j + \frac{1}{2}) \lambda_j - 1}{(w_j) \lambda_j} \operatorname{Pf} \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2\ell(\lambda)}
\]

\[
\times \bar{E}^1_{\vec{x}}(w_1, w_1 + 1, \ldots, w_1 + (\lambda_1 - 1), \ldots, w_{\lambda_1}^1, w_{\lambda_1}^2, 1, \ldots, w_{\lambda_2}^1 + (\lambda_\ell(\lambda) - 1)),
\]

where

\[
(u_1, \ldots, u_{2\ell(\lambda)}) := (-w_1 + \frac{1}{2}, w_1 - \frac{1}{2} + \lambda_1, -w_2 + \frac{1}{2}, w_2 - \frac{1}{2} + \lambda_2, \ldots, -w_{\ell(\lambda)} + \frac{1}{2}, w_{\ell(\lambda)} - \frac{1}{2} + \lambda_{\ell(\lambda)})
\]

and

\[
E^1_{\vec{x}}(z_1, \ldots, z_k) := \sum_{\sigma \in BC_k} \prod_{1 \leq B < A \leq k} \frac{z_\sigma(A) - z_\sigma(B) + c z_\sigma(A) + z_\sigma(B) + c}{z_\sigma(A) - z_\sigma(B) + z_\sigma(A) + z_\sigma(B)} \prod_{j=1}^k e^{\frac{1}{2} z_j^2 + x_j z_\sigma(j)}.
\]

As we are interested in \( \mathbb{E}[Z^0(t, 0)^k] \) it suffices to consider all \( x_i \equiv 0 \). Using the symmetrization identity given in equation (54) we find that

\[
E^1_{\vec{x}}(z_1, \ldots, z_k) = \prod_{j=1}^k e^{\frac{1}{2} z_j^2} \sum_{\sigma \in BC_k} \prod_{1 \leq B < A \leq k} \frac{z_\sigma(A) - z_\sigma(B) + c z_\sigma(A) + z_\sigma(B) + c}{z_\sigma(A) - z_\sigma(B) + z_\sigma(A) + z_\sigma(B)}
\]

\[
= 2^k k! \prod_{j=1}^k e^{\frac{1}{2} z_j^2}.
\]

Note that the identity was used in going from the first to second line. The equality in the first line came from the \( BC_k \) invariance of the product which is factored out of the summation over \( BC_k \).

Owing to equation (12) we may rewrite

\[
E^1_{\vec{x}}(w_1, w_1 + 1, \ldots, w_1 + (\lambda_1 - 1), \ldots, w_{\lambda_1}^1, w_{\lambda_1}^2, 1, \ldots, w_{\lambda_2}^1 + (\lambda_\ell(\lambda) - 1))
\]

\[
= 2^k k! \prod_{j=1}^{\ell(\lambda)} e^{\frac{1}{2} G(w_j + \lambda_j)}.
\]

Using this, we conclude that

\[
\mathbb{E}[Z^0(t, 0)^k] = 4^k k! \sum_{\lambda_1 \ldots \lambda_k} \frac{(-1)^{\ell(\lambda)}}{m_1! m_2!} \ldots \int_{-\infty}^{\infty} \frac{dw_1}{2\pi i} \ldots \int_{-\infty}^{\infty} \frac{dw_{\ell(\lambda)}}{2\pi i} \prod_{j=1}^{\ell(\lambda)} \frac{1}{4} \frac{(w_j + \frac{1}{2}) \lambda_j - 1}{(w_j) \lambda_j} e^{\frac{1}{2} G(w_j)} e^{\frac{1}{2} G(w_j)} \operatorname{Pf} \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2\ell(\lambda)},
\]

with the \( u \) variables are defined in terms of the \( w \) variables in (16).

\[\text{We are presently only aware of a suitable identity to deal with the case } x_i \equiv 0 \text{ (even } x_i \equiv x \text{ for } x \neq 0 \text{ is unclear).}\]
6. Summing the moment generating function

We seek now to derive concise formulas for the Laplace transforms of $Z(t,0)$ and $Z^a(t,0)$ for $a \geq 0$. Knowledge of the Laplace transform for the Laplace transform of a positive random variable uniquely identifies the random variable’s distribution and can easily be inverted. Unfortunately, one readily checks that the moments of these random variables grow too rapidly (in $k$) to characterize their Laplace transforms and distributions.\(^{10}\) As such, we proceed formally (i.e. in a mathematically unjustified manner) and still attempt to use the moments to recover the Laplace transform. This means that we write

$$E\left[e^{\zeta Z(t,0)}\right] = \sum_{k=0}^{\infty} \frac{\zeta^k}{k!} E[Z(t,0)^k].$$

The left-hand side above is clearly finite for all $\zeta$ with $\text{Re}(\zeta) < 0$. On the other hand, since $E[Z(t,0)^k]$ grows super-exponentially (as can be seen from analysis of (13)) the right-hand side is a divergent series for all $\zeta$, and does not converge in any sense. Of course the source of this apparent inconsistency is in the interchange of expectations and infinite summation which is not mathematically justifiable – hence the divergent right-hand side. Our derivation of the Laplace transform formula, therefore, involves “summing” this divergent moment generating function series. This is done via an illegal application of a Mellin-Barnes trick which says that for functions $g(z)$ with suitable decay and analyticity properties (cf. Lemma 3.2.13 of [15]) we have (using the fact that the residue of $\pi/\sin(-\pi z)$ at $z = n$ is $(-1)^{n+1}$) that

$$\sum_{n=1}^{\infty} g(n)\zeta^n = \int \frac{dz}{2\pi i} \frac{\pi}{\sin(-\pi z)} g(z)(-\zeta)^z.$$

The negatively oriented $z$ contour should encircle the positive integers and no poles of $g(z)$, as well as satisfy certain properties related to the growth of $g(z)$ at infinity. Our illegal application neglects consideration of the growth condition (which clearly is not satisfied). However, the result after the application of this trick becomes perfectly well-defined and convergent. The result of this is given below and summarized in Section 2.2 of the introduction.

Despite this divergent summation, in the full-space case the final answer we arrive at for the Laplace transform of $Z(t,0)$ can be compared to the formula proved in [3, 18] and it is in agreement. Presently we have no alternative proof of the analogous final result for the half-space case. It is quite reasonable to wonder why the formal manipulations of divergent series that we perform (at least in the full-space case) actually lead to the correct Laplace transform formula. This can be seen as a consequence of the fact that there exist $q$-deformed discrete versions of the polymers (both $q$-TASEP and ASEP work) for which every step below can be performed in an analogous, yet totally rigorous manner (see [15, 23]). Thus, from this particular perspective, the manipulations below can be viewed as shadows of rigorous manipulations at a $q$-deformed level. Presently we do not have any analogous $q$-deformed results for the half-space polymer.

6.1. Full-space polymer. We proceed formally – mimicking the steps in the mathematically rigorous work of [15, 23]. We seek to sum the moment generating function (18). Using (13) we find that

$$\frac{\zeta^k}{k!} E[Z(t,0)^k] = \sum_{L=1}^{\infty} \frac{1}{L!} \prod_{l=1}^{\infty} \sum_{\lambda_1+\ldots+\lambda_L=k} \frac{1}{\lambda_1! \ldots \lambda_L!} \int_{-\infty}^{\infty} \frac{dw_1}{2\pi i} \ldots \int_{-\infty}^{\infty} \frac{dw_L}{2\pi i} I_L(\lambda; \cdot; \zeta).$$

\(^{10}\)One shows that $k^{th}$ moment grows as $\exp(\text{const} \cdot k^3)$ for some const $> 0$ and $k$ and $t$ large, see e.g. [11, 17].
where
\[ I_L(\lambda; w; \zeta) = \det \left[ \frac{1}{w_i + \lambda_i - w_j} \right]_{i,j=1}^{L} \frac{\prod_{j=1}^{L} \zeta^{\lambda_j} e^{\frac{\pi i}{2} G(w_j + \lambda_j)}}{e^{\frac{\pi i}{2} G(w_j)}.} \]

Notice that we have replaced the summation over partitions with a summation over \( L \) and then arbitrary (unordered) \( \lambda_1, \ldots, \lambda_L \). This requires insertion of the term \( 1_{\lambda_1 + \cdots + \lambda_L = k} \) to enforce that the \( \lambda_j \) sum to \( k \), as well as division by \( \frac{L!}{m_1! m_2! \cdots} \) from the change between ordered and unordered \( \lambda_j \)'s. This factor exactly cancels the terms in \( (13) \) and yields the above claimed formula.

By summing over \( k \) (and performing infinite range reordering within our already divergent series) we find that
\[
\mathbb{E} \left[ e^{\zeta Z(t, 0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{1}{L!} \sum_{\lambda_1=1}^{\infty} \cdots \sum_{\lambda_L=1}^{\infty} \int_{-i\infty}^{i\infty} \frac{dw_1}{2\pi i} \cdots \int_{-i\infty}^{i\infty} \frac{dw_L}{2\pi i} I_L(\lambda; w; \zeta). \tag{20}
\]
The indicator function disappeared as a result of summing over \( k \). The above equality is only formal since the right-hand side is still divergent at this point.

6.1.1. The Mellin-Barnes trick. Notice that for \( w_1, \ldots, w_L \) on \( \mathbb{R} \), the function \( I_L(\lambda; w; \zeta) \) is analytic in each \( \lambda_1, \ldots, \lambda_L \) as long as their real parts stay positive. We use this fact in order to apply the Mellin-Barnes trick explained above in \( (19) \) to replace the summations of \( \lambda_1, \ldots, \lambda_L \) by an \( L \)-fold integral:
\[
\sum_{\lambda_1=1}^{\infty} \cdots \sum_{\lambda_L=1}^{\infty} I_L(\lambda_1, \ldots, \lambda_L; w; \zeta) = \int_{\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{d\lambda_1}{2\pi i} \cdots \int_{\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{d\lambda_L}{2\pi i} \prod_{j=1}^{L} \frac{\pi}{\sin(-\pi \lambda_j)} I_L(\lambda; w; -\zeta). \tag{21}
\]
Note that \( 3/4 \) in the integral limits can be replaced by any real number in \((1/2, 1)\). The upper bound is from the requirement (in the Mellin-Barnes trick application) that the \( \lambda \) contour contain the positive integers including 1, and the lower bound comes later when, after changing variables by subtracting 1/2, we want to apply the integral representation for the Airy function in equation \( (25) \). That application requires being along a positive real part contour, hence the lower bound.

Of course, this equality is only formal (in the \( \zeta \) variable) in terms of a residue expansion and does not make mathematical sense due to the growth of the integrand near infinity.

It is, however, via this illegal application of the Mellin-Barnes trick that our divergent series has been “summed” and replaced by a convergent integral:
\[
\mathbb{E} \left[ e^{\zeta Z(t, 0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{1}{L!} \int_{-i\infty}^{i\infty} \frac{dw_1}{2\pi i} \cdots \int_{-i\infty}^{i\infty} \frac{dw_L}{2\pi i} \int_{\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{d\lambda_1}{2\pi i} \cdots \int_{\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{d\lambda_L}{2\pi i} \prod_{j=1}^{L} \frac{\pi}{\sin(-\pi \lambda_j)} I_L(\lambda; w; -\zeta). \tag{22}
\]
In fact, the above formula (though arrived at through mathematically non-rigorous means) is equivalent to the rigorously proved formulas in \([3, 18]\). To put this in the same form (so as to compare) will require a few more manipulations – all of which now are mathematically justifiable.

6.1.2. Manipulating the formula. We employ two identities (the first valid for \( \text{Re}(\zeta) < 0 \) and the second valid for \( \text{Re}(w + \lambda - w') > 0 \))
\[
\frac{\pi}{\sin(-\pi \lambda)} (-\zeta)^\lambda = \int_{-\infty}^{\infty} dr \frac{\zeta e^{\lambda r}}{e^r - \zeta}, \quad \frac{1}{w + \lambda - w'} = \int_{0}^{\infty} dx e^{-x(w + \lambda - w')},
\]

perform the change of variables \( w_j + \lambda_j = s_j \), and use the linearity properties of the determinant to rewrite
\[
\mathbb{E} \left[ e^{\zeta Z(t,0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{1}{L!} \int_{-\infty}^{\infty} dw_1 \cdots \int_{-\infty}^{\infty} dw_L \det \left[ K_1^L(w_i, w_j) \right]_{i,j=1}^L = \det(I + K_1^L)^{L^2} \left( \mathbb{R}, \frac{dw}{2\pi i} \right). \quad (23)
\]
Here \( \det(I + K_1^L)^{L^2} \left( \mathbb{R}, \frac{dw}{2\pi i} \right) \) is the Fredholm determinant of the operator \( K_1^L \) which acts on functions in \( L^2(\mathbb{R}, \frac{dw}{2\pi i}) \) (with \( \frac{dw}{2\pi i} \) representing the measure \( \frac{dw}{2\pi i} \) along \( w \in \mathbb{R} \)). The integral operator \( K_1^L \) is specified by its kernel
\[
K_1^L(w, w') = \int_0^\infty dx \int_-^\infty dr \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} ds \frac{\zeta e^{r(s-w)}}{2\pi i e^{r} - \zeta} e^{-x(s-w')} \frac{e^{\frac{r}{2} G(s)}}{e^{\frac{r}{2} G(w)}}.
\]
The change of variables \( w \mapsto w + 1/2 \) and \( s \mapsto s + 1/2 \) yields
\[
\mathbb{E} \left[ e^{\zeta Z(t,0)} \right] = \det(I + K_2^L)^{L^2} \left( \mathbb{R}, \frac{dw}{2\pi i} \right)
\]
with
\[
K_2^L(w, w') = \int_0^\infty dx \int_-^\infty dr \int_{\frac{1}{4} - i\infty}^{\frac{1}{4} + i\infty} ds \frac{\zeta e^{r(s-w)}}{2\pi i e^{r} - \zeta} e^{-x(s-w')} \frac{e^{\frac{r}{2} G(s+\frac{1}{2})}}{e^{\frac{r}{2} G(w+\frac{1}{2})}}.
\]
We may factor the operator \( K_2^L(w, w') = \int_0^\infty dx A(w, x)B(x, w') \) where
\[
A(w, x) = \int_-^\infty dr \int_{\frac{1}{4} - i\infty}^{\frac{1}{4} + i\infty} ds \frac{\zeta}{2\pi i e^{r} - \zeta} e^{\frac{r}{2} s G(s+\frac{1}{2})}
\]
\[
B(x, w) = e^{xw}.
\]
Determinants satisfy a fundamental identity (see [38] for details and uses) that \( \det(I + AB) = \det(I + BA) \). This enables us to rewrite
\[
\mathbb{E} \left[ e^{\zeta Z(t,0)} \right] = \det(I + K_3^L)^{L^2} \left( [0, \infty) \right)
\]
where
\[
K_3^L(x, x') = \int_0^\infty dr \frac{\zeta}{e^{r} - \zeta} \int_{\frac{1}{4} - i\infty}^{\frac{1}{4} + i\infty} dw \int_{\frac{1}{4} - i\infty}^{\frac{1}{4} + i\infty} ds F_x(s)
\]
and
\[
F_x(s) = \exp \left\{ \frac{t}{2} \frac{s^3}{3} + s \left( r - x - \frac{t}{24} \right) \right\}.
\]
Finally, we perform the change of variables
\[
s \mapsto \left( \frac{t}{2} \right)^{-1/3} s, \quad w \mapsto \left( \frac{t}{2} \right)^{-1/3} w, \quad x \mapsto \left( \frac{t}{2} \right)^{1/3} x, \quad x' \mapsto \left( \frac{t}{2} \right)^{1/3} x', \quad (24)
\]
\[
r \mapsto \left( \frac{t}{2} \right)^{1/3} r + \frac{t}{24}, \quad \log(-\zeta) \mapsto - \left( \frac{t}{2} \right)^{1/3} u + \frac{t}{24}.
\]
Noting that
\[
\frac{\zeta}{e^{r} - \zeta} = \frac{-1}{1 + e^{r - \log(-\zeta)}}
\]
and taking into account the Jacobian contribution from the change of variables (and rescaling the contours), we arrive at
\[
\mathbb{E} \left[ e^{\zeta Z(t,0)} \right] = \det(I - K_4^L)^{L^2} \left( [0, \infty) \right)
\]
where
\[
K_4^4(x, x') = \int_{-\infty}^{\infty} \frac{dr}{1 + \exp \{(t/2)^{1/3}(r + u)\}} \\
\times \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{ds}{2\pi i} \exp \left\{ \frac{s^3}{3} + s(r - x) \right\} \\
\int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dw}{2\pi i} \exp \left\{ -\frac{w^3}{3} - w(r - x') \right\},
\]
and \(u\) is related to \(\zeta\) as in (24).

For any \(\delta > 0\), the Airy function has the following contour integral representation
\[
\text{Ai}(v) = \int_{\delta - i\infty}^{\delta + i\infty} \frac{dz}{2\pi i} \exp \left\{ \frac{z^3}{3} - vz \right\},
\]
from which it follows that
\[
K_4^4(x, x') = \int_{-\infty}^{\infty} \frac{dr}{1 + \exp \{(t/2)^{1/3}(r + u)\}} \text{Ai}(x - r) \text{Ai}(x' - r).
\]

At this point we have reached the final form of our formula, cf. Section 2.2.1 above.

6.2. **Half-space polymer.** We seek here to compute the Laplace transform of \(Z_0^0(t, 0)\). We do so via formally “summing” the divergent moment generating function (18) in a similar way as worked for the full-space polymer. For convenience of our formulas, we replace \(\zeta\) in that formula with \(\zeta/4\).

Using (17) we find that
\[
\frac{\zeta^k}{4^k k!} \mathbb{E}[Z_0^0(t, 0)^k] = \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \sum_{\lambda_1=1}^{\infty} \cdots \sum_{\lambda_L=1}^{\infty} 1_{\lambda_1 + \cdots + \lambda_L = k} \int_{-iR}^{iR} \frac{dw_1}{2\pi i} \cdots \int_{-iR}^{iR} \frac{dw_L}{2\pi i} I_L^0(\lambda; w; \zeta)
\]
where
\[
I_L^0(\lambda; w; \zeta) = \text{Pf} \left\{ \frac{u_i - u_j}{u_i + u_j} \right\}_{i,j=1}^{2L} \prod_{j=1}^{L} \frac{\zeta^{\lambda_j}}{4\lambda_j} \frac{1}{w_j - \frac{1}{2}} \tilde{F}(w_j + \frac{1}{2})
\]
where the \(u\) variables are written in terms of the \(w\) variables as in (16) and
\[
\tilde{F}(w) = \frac{\Gamma(w - \frac{1}{2})}{\Gamma(w)} e^{\frac{1}{4} G(w)}
\]
with \(G(w)\) as in (11). In addition to the same considerations as in the full-space case, presently this step also relies upon the fact that the Pochhammer symbol \((x)_i\) can be expressed through Gamma functions as \(\Gamma(x + i)/\Gamma(x)\).

By summing over \(k\) (and performing infinite range reordering within our already divergent series) we find that
\[
\mathbb{E} \left[ e^{\zeta Z_0^0(t, 0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \sum_{\lambda_1=1}^{\infty} \cdots \sum_{\lambda_L=1}^{\infty} \int_{-i\infty}^{i\infty} \frac{dw_1}{2\pi i} \cdots \int_{-i\infty}^{i\infty} \frac{dw_L}{2\pi i} I_L^0(\lambda; w; \zeta).
\]

The indicator function disappeared as a result of summing over \(k\) and the above formula is still only formal, the right-hand side is divergent.
6.2.1. The Mellin-Barnes trick. Notice that for \( w_1, \ldots, w_L \) on \( i\mathbb{R} \), the function \( I^0_L(\lambda; w; \zeta) \) is analytic in each \( \lambda_1, \ldots, \lambda_L \) as long as their real part stays positive. We use this fact in order to apply the same Mellin-Barnes trick as in the full-space case in order to replace the summations of \( \lambda_1, \ldots, \lambda_L \) by an \( L \)-fold integral:

\[
\sum_{\lambda_1=1}^{\infty} \cdots \sum_{\lambda_L=1}^{\infty} I^0_L(\lambda_1, \ldots, \lambda_L; w; \zeta) = \int_{\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} d\lambda_1 \cdots \int_{\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} d\lambda_L \prod_{j=1}^{L} \frac{\pi}{\sin(-\pi\lambda_j)} I^0_L(\lambda; w; -\zeta). \tag{27}
\]

As before this is only a formal (in the \( \zeta \) variable) residue expansion due to growth of the integrand near infinity.

Also as before, this Mellin-Barnes trick has turned our divergent series into a convergent integral:

\[
\mathbb{E}\left[e^{\zeta Z^0(t,0)}\right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_{-\infty}^{\infty} dw_1 \cdots \int_{-\infty}^{\infty} dw_L \int_{-\infty}^{\infty} \frac{d\lambda_1}{2\pi i} \cdots \int_{-\infty}^{\infty} \frac{d\lambda_L}{2\pi i} \prod_{j=1}^{L} \frac{\pi}{\sin(-\pi\lambda_j)} I^0_L(\lambda; w; -\zeta). \tag{28}
\]

Both the left-hand and right-hand sides of the above formula make sense now, though we have only shown it in a formal manner. As before, it is useful to perform a few additional manipulations to the right-hand side in order to prepare the formula for large time asymptotics.

6.2.2. Manipulating the formula. We employ essentially the same two identities as in the full-space (the first valid for \( \text{Re}(\zeta) < 0 \) and the second valid for \( \text{Re}(u_i + u_j) > 0 \))

\[
\frac{\pi}{\sin(-\pi\lambda)} (-\zeta)^\lambda = \int_{-\infty}^{\infty} dr \ \frac{\zeta e^{r\lambda}}{e^r - \zeta}, \quad \frac{u_i - u_j}{u_i + u_j} = (u_i - u_j) \int_{0}^{\infty} dx e^{-x(u_i + u_j)},
\]

and perform the change of variables \( w_j + \lambda_j = s_j \) to rewrite

\[
\mathbb{E}\left[e^{\zeta Z^0(t,0)}\right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_{-\infty}^{\infty} dr_1 \cdots \int_{-\infty}^{\infty} dr_L \int_{-\infty}^{\infty} \frac{d\lambda_1}{2\pi i} \cdots \int_{-\infty}^{\infty} \frac{d\lambda_L}{2\pi i} \prod_{j=1}^{L} \frac{\pi}{\sin(-\pi\lambda_j)} \frac{\zeta e^{r_j(s_j - w_j)}}{e^{r_j} - \zeta} F(s_j) \text{Pf} \left[ (u_i - u_j) \int_{0}^{\infty} dx e^{-x(u_i + u_j)} \right]^{2L}. \tag{29}
\]

Performing the change of variables \( w \mapsto w + 1/2 \) and \( s \mapsto s + 1/2 \) as well as using properties of the Pfaffian to bring the \( s \) and \( w \) integrals inside the Pfaffian, we find that this can be rewritten as

\[
\mathbb{E}\left[e^{\zeta Z^0(t,0)}\right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_{-\infty}^{\infty} dr_1 \cdots \int_{-\infty}^{\infty} dr_L \prod_{L=1}^{k} \frac{\zeta}{e^{r_j} - \zeta} \text{Pf} \left[ K^{(t)}(r_i, r_j) \right]_{i,j=1}^{L}. \tag{30}
\]

where \( K^{(t)} \) is a \( 2 \times 2 \) matrix with components

\[
K^{(t)}_{11}(r, r') = \frac{1}{4} \int_{0}^{\infty} dx \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{d\lambda}{2\pi i} \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{d\lambda'}{2\pi i} \frac{1}{w_1 w_2} \frac{1}{F^t(w_1)F^t(w_2)} e^{-rw_1 - r'w_2} e^{xw_1 + xw_2},
\]

\[
K^{(t)}_{12}(r, r') = \frac{1}{4} \int_{0}^{\infty} dx \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{dw}{2\pi i} \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{ds}{2\pi i} \frac{1}{w} e^{-r - s} \frac{F^t(s)}{F^t(w)} e^{xy + x'y' - x},
\]

\[
K^{(t)}_{22}(r, r') = \frac{1}{4} \int_{0}^{\infty} dx \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{ds_1}{2\pi i} \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \frac{ds_2}{2\pi i} (s_1 - s_2) \frac{F^t(s_1)F^t(s_2)}{2} e^{x's_1 + x's_2} e^{-x's_1 - x's_2},
\]
and \( K_{21}^{(t)}(r, r') = -K_{12}^{(t)}(r', r) \). In the above we have used
\[
F^{(t)}(w) = \frac{\Gamma(w)}{\Gamma(w + \frac{1}{2})} e^{\frac{1}{4}(\frac{w^3}{3} - \frac{w}{24})}.
\]

This is the final form of our Laplace transform formula, cf. Section 2.2.2 above.

6.2.3. Long-time asymptotics. We perform the necessary asymptotics in order to show the results claimed in Section 2.3.2. In that section we rewrote the half-space Laplace transform in a suggestive manner for taking the \( t \to \infty \) asymptotics:
\[
E \left[ \exp \left\{ -\frac{1}{4} \exp \left\{ \left( \frac{T}{2} \right)^{1/3} \left[ \log Z^0(t, 0) + \frac{t}{24} - u \right] \right\} \right\} \right] \cdot
\]

This amounts to taking \( \zeta \) in (30) and replacing it by \( \log(-\zeta) \to -\left(\frac{t}{2}\right)^{1/3} u + \frac{t}{24} \). Without changing the value of the right-hand side of (30) we may perform the following change of variables as well
\[
s \mapsto \left( \frac{T}{2} \right)^{-1/3} s, \quad w \mapsto \left( \frac{T}{2} \right)^{-1/3} w, \quad r \mapsto \left( \frac{T}{2} \right)^{1/3} r + \frac{t}{24},
\]
\[
x \mapsto \left( \frac{T}{2} \right)^{1/3} x, \quad x' \mapsto \left( \frac{T}{2} \right)^{1/3} x'.
\]

We may (using Cauchy’s theorem and the decay of the integrand) deform our rescaled contours back to their original locations without crossing any poles. Notice that under the change of variables,\[
F^{(t)}(w)e^{(r-x)w} \mapsto \frac{\Gamma \left( \left( \frac{t}{2} \right)^{-1/3} w \right)}{\Gamma \left( \left( \frac{t}{2} \right)^{-1/3} w + \frac{1}{2} \right)} e^{\frac{w^3}{3} + (r-x)w}.
\]

The decay of the exponential term along the vertical contours of integration implies that it suffices to consider the termwise limits of these Gamma function factors as \( t \to \infty \). The function above becomes behaves (for large \( t \)) like
\[
\frac{\alpha}{\left( \frac{T}{2} \right)^{-1/3} w} e^{\frac{w^3}{3} + (r-x)w}, \quad \alpha = \frac{1}{\Gamma \left( \frac{t}{2} \right)^{-1/3}} = \pi^{-1/2}.
\]

We may combine this limiting behavior with the Jacobian contribution coming from the change of variables to find that
\[
\lim_{t \to \infty} E \left[ e^{\frac{1}{4} Z^0(t, 0)} \right] = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_{-\infty}^{-u} dr_1 \cdots \int_{-\infty}^{-u} dr_L \text{Pf} \left[ \tilde{K}^\infty(r_i, r_j) \right]_{i,j=1}^L
\]
where \( \tilde{K}^\infty \) is a \( 2 \times 2 \) matrix with components
\[
\tilde{K}_{11}^\infty(r, r') = -\alpha^{-2} \frac{1}{4} \int_0^\infty dx \int_{-\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dw_1}{2\pi i} \int_{-\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dw_2}{2\pi i} (-w_1 + w_2) e^{-\frac{w_1^3}{3} - w_1(r-x)} e^{-\frac{w_2^3}{3} - w_2(r'-x)},
\]
\[
\tilde{K}_{12}^\infty(r, r') = -\frac{1}{4} \int_0^\infty dx \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{dw}{2\pi i} \int_{\frac{1}{4} - i\infty}^{\frac{1}{4} + i\infty} \frac{ds}{2\pi i} (-w - s) e^{-\frac{w^3}{3} - w(r-x)} e^{\frac{s^3}{3}} + s(r'-x),
\]
\[
\tilde{K}_{22}^\infty(r, r') = -\alpha^{-2} \frac{1}{4} \int_0^\infty dx \int_{\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} \frac{ds_1}{2\pi i} \int_{\frac{1}{4} - i\infty}^{\frac{1}{4} + i\infty} \frac{ds_2}{2\pi i} (s_1 - s_2) e^{\frac{s_1^3}{3} + s_1(r-x)} e^{\frac{s_2^3}{3}} + s_2(r'-x),
\]
and \( \hat{K}^\infty_{21}(r,r') = -\hat{K}^\infty_{12}(r',r) \). Note that \( \alpha \) is defined above. However, using the expansion to matrix elements for the Pfaffian, it becomes clear that the Pfaffian does not depend on the value of \( \alpha \). It will be convenient (in order to match this expression to the known form of the GSE Tracy-Widom distribution) to define a final kernel \( K^\infty \) in which \( \alpha = -1 \) and we have taken \( r \mapsto -r \). This leads to the kernel \( K^\infty \) in (7) as well as the result recorded in (6).

6.2.4. Recognizing the GSE Tracy-Widom distribution. The GSE Tracy-Widom distribution \( F_{\text{GSE}}(u) \) can be expressed via the following formula (e.g., page 124 of [39]):

\[
F_{\text{GSE}}(u) = \sqrt{\det(I - K^{(4)}_{L^2(u,\infty)})}
\]

where the determinant above is given by the following infinite series

\[
\det(I - K^{(4)}_{L^2(u,\infty)}) = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_u^\infty dr_1 \cdots \int_u^\infty dr_L \det \left( K^{(4)}(r_i, r_j) \right)_{i,j=1}^L
\]

with \( K^{(4)}(r,r') \) a \( 2 \times 2 \) matrix kernel with entries

\[
K^{(4)}_{11}(r,r') = K^{(4)}_{22}(r',r) = \frac{1}{2} K_{\text{Ai}}(r,r') - \frac{1}{4} \text{Ai}(r) \int_{r'}^\infty \text{Ai}(t) dt
\]

\[
K^{(4)}_{12}(r,r') = -\frac{1}{2} \frac{d}{dr'} K_{\text{Ai}}(r,r') - \frac{1}{4} \text{Ai}(r) \text{Ai}(r')
\]

\[
K^{(4)}_{21}(r,r') = -\frac{1}{2} \int_{r'}^\infty K_{\text{Ai}}(t,r') dt + \frac{1}{4} \int_{r'}^\infty \text{Ai}(t) dt \int_{r'}^\infty \text{Ai}(t) dt,
\]

and \( K^{(4)}_{22}(r,r') = K^{(4)}(r',r) \). Here \( K_{\text{Ai}} \) is the Airy kernel

\[
K_{\text{Ai}}(r,r') = \int_0^\infty dx \text{Ai}(x+r) \text{Ai}(x+r').
\]

We note two facts which can be easily checked and which will be useful very soon. The first is that

\[
\left( \frac{d}{dr} + \frac{d}{dr'} \right) K_{\text{Ai}}(r,r') = -\text{Ai}(r) \text{Ai}(r'),
\]

and the second is that the different elements of the kernel for \( K^{(4)} \) are related via

\[
K^{(4)}_{12}(r,r') = -\frac{d}{dr'} K^{(4)}_{11}(r,r'), \quad K^{(4)}_{21}(r,r') = -\int_r^\infty K^{(4)}_{11}(t,r') dt.
\]

Recall that if \( M \) is a \( 2n \times 2n \) dimensional skew symmetric matrix, then \( \sqrt{\det(M)} = \text{Pf}(M) \). Letting

\[
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\]

and noting that \( \det(J) = 1 \) and that \( K^{(4)}J \) is skew symmetric, let us perform the following formal manipulations:

\[
F_{\text{GSE}}(u) = \sqrt{\det(I - K^{(4)}_{L^2(u,\infty)})} = \sqrt{\det(IJ - K^{(4)}J)_{L^2(u,\infty)}} = \text{Pf}(IJ - K^{(4)}J)_{L^2(u,\infty)}.
\]

What is meant by this last expression is the following infinite series expansion

\[
1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_u^\infty dr_1 \cdots \int_u^\infty dr_L \text{Pf} \left( K^{(4)}J(r_i, r_j) \right)_{i,j=1}^L.
\]
Though the above manipulation was just formal, it is possible to prove that
\[ F_{\text{GSE}}(u) = 1 + \sum_{L=1}^{\infty} \frac{(-1)^L}{L!} \int_u^{\infty} dr_1 \cdots \int_u^{\infty} dr_L \text{Pf} \left( K^{(4)} J(r_i, r_j) \right)_i^L 
\]
by observing that the right-hand side is the inclusion exclusion formula for the distribution of the top particle of a point process with correlation functions given by the individual Pfaffian expressions. Since these correlation functions correspond with the edge scaling limit of the GSE (cf. [46, Chapter 9.7]), we find that the right-hand side is exactly the limit distribution of the edge of the GSE – that is to say, it is \( F_{\text{GSE}}(u) \).

At this point, compare the above formula for \( F_{\text{GSE}}(u) \) to the formula derived in [10]. We would like to show that the \( 2 \times 2 \) matrix kernel \( K_{11}^{\infty}(r, r') \) in [10] exactly match the kernel \( K^{(4)} J(r, r') \) above. In other words, we seek to check the following four equalities:

\[
\begin{align*}
K_{11}^{\infty}(r, r') &= -K_{12}^{(4)}(r, r'), \\
K_{12}^{\infty}(r, r') &= K_{11}^{(4)}(r, r'), \\
K_{22}^{\infty}(r, r') &= -K_{22}^{(4)}(r, r'), \\
K_{22}^{\infty}(r, r') &= K_{21}^{(4)}(r, r').
\end{align*}
\]

The middle two are equivalent. We show these by explicitly checking the first equality, and then checking that the relations in [32] hold for \( K^{\infty} \) in the same way as for \( K^{(4)} \).

From the integral representation of the Airy function given in (25) we see that
\[
K_{11}^{\infty}(r, r') = \frac{1}{4} \left( \frac{d}{dr'} - \frac{d}{dr} \right) K_{\text{Ai}}(r, r')
\]
\[
= \frac{1}{4} \left( -2 \frac{d}{dr'} K_{\text{Ai}}(r, r') + \text{Ai}(r) \text{Ai}(r') \right)
\]
\[
= -K_{12}^{(4)}(r, r').
\]

In going from the first line to the second line we utilized (31) and the second to third line was by the definition of \( K_{12}^{(4)}(r, r') \) and the symmetry of \( K_{\text{Ai}}(r, r') \). It is readily confirmed from (7) that
\[
\frac{d}{dr'} K_{12}^{\infty}(r, r') = K_{11}^{\infty}(r, r'), \quad - \int_{r'}^{\infty} K_{12}^{\infty}(t, r') dt = K_{22}^{\infty}(r, r').
\]

These are the same relations as those satisfied by the elements of \( K^{(4)} \), cf. (32). This implies\(^{11}\) that all of the equalities in (33) are satisfied and hence proves the desired equality of (6) with \( F_{\text{GSE}}(u) \).

7. PROOFS OF RESIDUE EXPANSION RESULTS

In this section we use residue calculus (briefly reviewed in Section 7.1 along with necessary notation for the proofs) to prove Proposition 5.1 and provide a partial proof of Conjecture 5.2 modulo 7.5. A similar result as given in Proposition 5.1 was proved in [15, Proposition 3.2.1], though by a considerably more involved inductive argument. The proofs given below are relatively elementary and in the full-space case (this type of proof was essentially given previously in [20, Lemma 7.3]). A similar structure to the proof exists in both cases so we include the full-space proof mostly to help motivate the considerably harder half-space case. The proof also readily extends to a suitable \( q \)-deformed versions of the results (in fact, [15, Proposition 3.2.1] and [20, Lemma 7.3] were proved for the full-space case at this \( q \)-deformed level). To illustrate this, in the type \( A \) (full-space) case we prove the \( q \)-deformed proposition and conclude via a limit as \( q \to 1 \) the desired Proposition

\(^{11}\)Strictly speaking the above only shows that \( \frac{d}{dr} K_{12}^{\infty}(r, r') = \frac{d}{dr} K_{12}^{(4)}(r, r') \); hence the two functions of \( r' \) could (in principle) differ by a constant. However, it is easy to compare the two functions as \( r' \) goes to infinity and see that they are equal there, hence the constant is zero and the equality holds.
In the type BC (half-space) case, we prove Conjecture \(5.2\) modulo Claim \(7.5\), directly (though the \(q\)-deformed argument works quite similarly).

### 7.1. Residue calculus review and notation.

As almost all of the formulas within this paper deal with complex contour integrals, it is no surprise that the Cauchy and residue theorems play prominent roles in our calculations. A reader entirely unfamiliar with these tools of complex analysis is referred to [1, Chapters 2 and 4]. We briefly recall some consequences of these two theorems (so as to also fix notation for later applications).

For the present, all curves we consider in \(\mathbb{C}\) are positively oriented, simple, smooth and closed (e.g. circles) or a infinite straight lines. In many of our applications we consider horizontal translates of the infinite contour \(i\mathbb{R}\) and in order to justify contour deformations as below it is necessary to bound the contribution of the integral near \(\pm i\infty\) as negligible and use Cauchy’s theorem on the finite approximation to the contours, before repairing them to be infinite (with a similar tail bound). As this is fairly standard, we do not dwell on it.

Given a deformation \(D\) of a curve \(\gamma\) to another curve \(\gamma'\) and a function \(f(z)\) which is analytic in a neighborhood the area swept out by the deformation \(D\), Cauchy’s theorem implies that

\[
\oint_{\gamma} \frac{dz}{2\pi i} f(z) = \oint_{\gamma'} \frac{dz}{2\pi i} f(z),
\]

This means that we can freely deform the contour \(\gamma\) to \(\gamma'\) without changing the value of the integral of \(f(z)\), so long as no points of non-analyticity of \(f(z)\) are crossed in the process.

For concreteness, let us now fix that \(\gamma\) is a circle and \(\gamma'\) is a second circle which is contained within \(\gamma\). Consider a function \(f(z)\) which is analytic in a neighborhood of the region between these circles, except at a finite collection of singularities (i.e. poles) \(a_j\). The residue theorem along with the Cauchy theorem implies that

\[
\oint_{\gamma} \frac{dz}{2\pi i} f(z) = \oint_{\gamma'} \frac{dz}{2\pi i} f(z) + \sum_{j} \text{Res}_{z=a_j} f(z),
\]

which is to say that we expand our integral into an integral on the smaller contour and residue terms from crossing the poles. Here \(\text{Res}_{z=a_j} f(z)\) is the residue of \(f(z)\) at \(a\). In general, this is defined as the unique complex number \(R\) for which \(f(z) - R/(z - a)\) is the derivative of a single valued analytic function in some annulus \(0 < |z - a| < \delta\). For a simple pole \(a\), the residue can be computed by

\[
\text{Res}_{z=a} f(z) = \lim_{z \to a} (z - a) f(z).
\]

In particular, if \(f(z) = g(z)/(z - a)\) where \(g(z)\) is analytic at \(a\), we find that

\[
\text{Res}_{z=a} f(z) = \frac{1}{z - a} \text{Sub}_{z=a} g(z) = g(a),
\]

where we have now also introduced the notation of substitution of a value into a function.

In our applications we will primarily be interested in functions of several complex variables \(z_1, \ldots, z_k\). However, it will be easier to think of all but one of the variables of these functions as being fixed, and then apply the Cauchy / residue theorems to the remaining variable. In this way, we can justify various contour deformations as well as residue expansions. Let us consider the following:

**Example 7.1.** Fix \(q \in (0, 1)\) and consider the integral

\[
\int_{\gamma_1} \frac{dz_1}{2\pi i} \int_{\gamma_2} \frac{dz_2}{2\pi i} \frac{z_1 - z_2}{z_1 - qz_2} f(z_1, z_2)
\]
where the $\gamma_2$ contour is along a small circle around 1 and the $\gamma_1$ contour is another circle around 1, with radius large enough so as to contain the image of $q$ times the $\gamma_2$ contour. Assume that for every $z_2 \in \gamma_2$, the function $z_1 \mapsto f(z_1, z_2)$ is analytic in the area between $\gamma_1$ and $\gamma_2$. Notice that for each fixed $z_2 \in \gamma_2$ as we deform the $\gamma_1$ contour towards $\gamma_2$, the contour crosses a simple pole at $z_1 = qz_2$ (coming from the denominator of the fraction in the integrand). To take this into account, we apply the residue theorem in the $z_1$ variable and find that

$$
\int_{\gamma_1} \frac{dz_1}{2\pi i} \int_{\gamma_2} \frac{dz_2}{2\pi i} \frac{z_1 - z_2}{z_1 - qz_2} f(z_1, z_2) = \int_{\gamma_2} \frac{dz_1}{2\pi i} \int_{\gamma_2} \frac{dz_2}{2\pi i} \frac{z_1 - z_2}{z_1 - qz_2} f(z_1, z_2) + \int_{\gamma_2} \frac{dz_2}{2\pi i} \text{Res}_{z_1 = qz_2} \left( \frac{z_1 - z_2}{z_1 - qz_2} f(z_1, z_2) \right)$$

$$= \int_{\gamma_2} \frac{dz_1}{2\pi i} \int_{\gamma_2} \frac{dz_2}{2\pi i} \frac{z_1 - z_2}{z_1 - qz_2} f(z_1, z_2) + \int_{\gamma_2} \frac{dz_2}{2\pi i} (qz_2 - z_2) f(qz_2, z_2).$$

In what follows we will deal with slightly more involved residue calculations, so it is important to introduce reasonable notation. We will consider residues which occur according to multiplicative strings with parameter $q$ as well as additive strings with parameter $c$. Fix $k \geq 1$ and a partition $\lambda \vdash k$. Then, for a function $f(y_1, \ldots, y_k)$ we define $\text{Res}^q f(y_1, \ldots, y_k)$ to be the residue of $f(y_1, \ldots, y_k)$ at $y_1 = qy_1 - 1, \ldots, y_k = qy_k - 1$, with the output regarded as a function of the terminal variables $(y_1, y_1 + 1, \ldots, y_1 + \lambda(k) - 1)$. We call each sequence of identifications of variables a string. As all poles which we encounter in what follows are simple, the above residue evaluation amounts to

$$\text{Res}^q f(y_1, \ldots, y_k) = \lim_{y \to qy} \prod_{i=2}^{\lambda_1} (y_i - qy_i - 1) \lim_{y \to qy} \prod_{i=1}^{\lambda_2} (y_i - qy_i - 1) \cdots f(y_1, \ldots, y_k).$$

(35)

It is also convenient to define $\text{Sub}^q f(y_1, \ldots, y_k)$ as the function of $(y_1, y_1 + 1, \ldots, y_1 + \lambda(k) - 1)$, which is the result of substituting the relations of (35) into $f(y_1, \ldots, y_k)$.

Under the change of variables $q \mapsto e^{-\epsilon c}$ and $y \mapsto e^{-\epsilon y}$, as $\epsilon \to 0$ the above relations in (35) become

$$y_1 = y_1 - 1 + c, \quad y_1 - 1 = y_1 - 2 + c, \quad \ldots, \quad y_2 = y_1 + c$$

$$y_1 + y_2 = y_1 + y_2 - 1 + c, \quad y_1 + y_2 - 1 = y_1 + y_2 - 2 + c, \quad \ldots, \quad y_1 + y_2 = y_1 + y_2 + c$$

(37)

In the same way as for the $q$ case, we define $\text{Res}^c$ and $\text{Sub}^c$ as the residue and substitution operators with respect to the above strings of relations, which take a function $f(y_1, \ldots, y_k)$ and output a function of $(y_1, y_1 + 1, \ldots, y_1 + \lambda(k) - 1)$.

7.2. Proof of Proposition 5.1 (type A expansion). Proposition 5.1 can be proved by either taking a limit as $\epsilon \to 0$ of Proposition 7.2 (stated and proved below) with the change of variables $q \mapsto e^{-\epsilon c}, z \mapsto e^{-\epsilon z}, w \mapsto e^{-\epsilon w}$, or it can be proved directly by mimicking the proof of Proposition 7.2. The two hypotheses of Proposition 7.2 play analogous roles to those of Proposition 5.1. Additionally, the decay bound of the second hypothesis of Proposition 5.1 is necessary because contours are infinite, and in order to apply the Cauchy / residue theorems it is necessary to have suitable decay near infinity. Otherwise, the proof goes through without any significant changes.
Thus, in this section we state and prove the above mentioned $q$-deformed analog of Proposition 3.2.1, which we present here is considerably simpler than the inductive one presented therein. This proof also exposes the generality of the result as stated below.

**Proposition 7.2.** Fix $k \geq 1$ and $q \in (0,1)$. Given a set of positively oriented, closed contours $\gamma_1, \ldots, \gamma_k$ and a function $F(z_1, \ldots, z_k)$ which satisfy

1. For all $1 \leq A < B \leq k$, the interior of $\gamma_A$ contains the image of $\gamma_B$ multiplied by $q$;
2. For all $1 \leq j \leq k$, there exist deformations $D_j$ of $\gamma_j$ to $\gamma_k$ so that for all $z_1, \ldots, z_{j-1}, z_j, \ldots, z_k$ such with $z_i \in \gamma_i$ for $1 \leq i < j$, and $z_i \in \gamma_k$ for $j < i \leq k$, the function $z_j \mapsto F(z_1, \ldots, z_j, \ldots, z_k)$ is analytic in a neighborhood of the area swept out by the deformation $D_j$.

Then we have the following residue expansion identity:

\[
(-1)^k q^{k(k-1)/2} \oint_{\gamma_1} \frac{dz_1}{2\pi i} \cdots \oint_{\gamma_k} \frac{dz_k}{2\pi i} \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} F(z_1, \ldots, z_k) = \sum_{\lambda \vdash n_1 n_2 \ldots} \sum_{j=1}^{\ell(\lambda)} w_j^{\lambda_j(\lambda_j-1)/2} E^q(w_1, w_1, \ldots, w^{\lambda_1-1}, w_1, \ldots, w_{\lambda_j(\lambda_j)}, qw_{\lambda_j(\lambda_j)}, \ldots, q^{\lambda_j(\lambda_j)-1}w_{\lambda_j(\lambda_j)}),
\]

\[
E^q(z_1, \ldots, z_k) = \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_\sigma(A) - qz_\sigma(B)}{z_\sigma(A) - z_\sigma(B)} F(\sigma(z)).
\]

**Proof of Proposition 7.2.** The meaning of the various terms and notation used below can be found in Section 7.1. First notice that for $k = 1$ the result follows immediately. Hence, in what follows we assume $k \geq 2$.

We proceed sequentially and deform (using the deformation $D_{k-1}$ afforded from the hypotheses of the theorem) the $\gamma_{k-1}$ contour to $\gamma_k$, and then deform (using the deformation $D_{k-2}$ afforded from the hypotheses of the theorem) $\gamma_{k-2}$ contour to $\gamma_k$, and so on until all contours have been deformed to $\gamma_k$. However, due to the $z_A - qz_B$ terms in the denominator of the integrand, during the deformation of $\gamma_A$ we may encounter simple poles at the points $z_A = qz_B$, for $B > A$. The residue theorem (cf. Section 7.1) implies that the integral on the left-hand side of (38) can be expanded into a summation over integrals of possibly few variables (all along $\gamma_k$) whose integrands correspond to the various possible residue subspaces coming from these poles.

Our proof splits into three basic steps. First, we identify the residual subspaces upon which our integral is expanded via residues. This brings us to equation (41). Second, we show that these subspaces can be brought to a canonical form via the action of some $\sigma \in S_k$. This enables us to simplify the summation over the residual subspaces to a summation over partitions $\lambda \vdash k$ and certain subsets of $\sigma \in S_k$. Inspection of those terms corresponding to $\sigma \in S_k$ not in these subsets shows that they have zero residue contribution and hence the summation can be completed to all of $S_k$. This brings us to equation (42). And third, we rewrite the function whose residue we are computing as the product of an $S_k$ invariant function (which contains all of the poles related to the residual subspace) and a remainder function. We use Lemma 7.7 to evaluate the residue of the $S_k$ invariant function and we identify the summation over $\sigma \in S_k$ of the substitution into the
Figure 1. The expansion of the $k = 3$ nested contour integral as explained in Example 7.3. On the left-hand side, the $\gamma_2$ contour is deformed to the $\gamma_3$ contour and a pole is crossed along $q\gamma_3$ at the point $qz_3$ (here the point $z_3$ is drawn as a small filled disk and its location is on the solid line circle; and the point $qz_3$ is drawn as a small unfilled disk and its location is on the dotted line circle). On the upper right-hand side the effect of picking the integral is shown. The $\gamma_3$ contour is represented as a (doubled) solid line circle since both $z_3$ and $z_2$ are integrated along it (these correspond to the two filled disks). The unfilled disks are along $q\gamma_3$ (the dotted line circle) and represent $qz_3$ and $qz_2$. As the $\gamma_1$ contour is deformed to $\gamma_3$ these residues must be taken. On the lower right-hand side the effect of picking the initial residue at $z_2 = qz_3$ is shown. As the $\gamma_1$ contour is deformed to $\gamma_3$ a pole is encountered along $q^2\gamma_3$ at the location $q^2z_3$ (as before $z_3$ is the filled disk and $q^2z_3$ is the unfilled disk).

remainder function as exactly giving the $E^q$ function in the statement of the proposition we are presently proving.

Step 1: It is worthwhile to start with an example. The case $k = 2$ is effectively worked out in Example 7.1 so we start with $k = 3$. Figure 1 accompanies the example and illustrates the deformations and locations of poles.

Example 7.3. When $k = 3$ the integrand on the left-hand side of (38) contains the fractions

$$\frac{z_1 - z_2}{z_1 - qz_2} \frac{z_1 - z_3}{z_1 - qz_3} \frac{z_2 - z_3}{z_2 - qz_3},$$

(39)
times the function $F(z_1, z_2, z_3)$ which (by the hypotheses of the proposition) does not have poles between $\gamma_j$ and $\gamma_k$ (for $j = 1, 2, 3$). Thinking of $z_3$ as fixed along the contour $\gamma_3$, we begin by deforming the $\gamma_2$ contour to $\gamma_3$. As we proceed, we necessarily encounter a single simple pole at $z_2 = qz_3$. The residue theorem implies that our initial integral equals the sum of (A) the integral
where $z_2$ is along $\gamma_3$, and (B) the integral with only $z_1$ and $z_3$ remaining and integrand given by taking the residue of the initial integrand at $z_2 = qz_3$.

Let us consider separately these two pieces. For (A) we now think of $z_2$ and $z_3$ as fixed along $\gamma_3$ and deform the $\gamma_1$ contour to $\gamma_3$, encountering two simple poles at $z_1 = qz_2$ and $z_1 = qz_3$. Thus (A) is expanded into a sum of three terms: the integral with $z_1, z_2$ and $z_3$ along $\gamma_3$; and the integral with only $z_2$ and $z_3$ remaining (along $\gamma_3$) and the residue taken at either $z_1 = qz_2$ or $z_1 = qz_3$.

For (B) we now think of $z_3$ as fixed along $\gamma_3$ and deform the $\gamma_1$ contour to $\gamma_3$, encountering a simple pole at $z_1 = q^2z_3$. This is because the residue of (39) at $z_2 = qz_3$ equals

$$\frac{z_1 - z_3}{z_1 - q^2z_3} (qz_3 - z_3).$$

Thus (B) is expanded into a sum of two terms: the integral with $z_1$ and $z_3$ (along $\gamma_3$ and with the above expression in the integrand); and the integral with only $z_3$ remaining (along $\gamma_3$) and the residue of the above term taken at $z_1 = q^2z_3$.

Gathering the various terms in this expansion, we see that the residue subspaces we sum over are indexed by partitions of $k$ (here $k = 3$) and take the form of geometric strings with the parameter $q$. For example, $\lambda = (1,1,1)$ corresponds to the term in the residue expansion in which all three variables $z_1, z_2$ and $z_3$ are still integrated, but along $\gamma_3$. On the other hand, $\lambda = (3)$ corresponds to the term in which the residue is taken at $z_1 = q^2z_2 = q^2z_3$ and the only variable which remains to be integrated along $\gamma_3$ is $z_3$. The partition $\lambda = (2,1)$ corresponds to the three remaining terms in the above expansion in which two integration variables remain. In general, $\ell(\lambda)$ corresponds to the number of variables which remain to be integrated in each term of the expansion.

Let us now turn to the general $k$ case. By the hypotheses of the theorem, the function $F$ has no poles which are encountered during contour deformations – hence it plays no role in the residue analysis. As we deform sequentially the contours in the left-hand side of (38) to $\gamma_k$ we find that the resulting terms in the residue expansion can be indexed by partitions $\lambda \vdash k$ along with a list (ordered set) of disjoint ordered subsets of $\{1, \ldots, k\}$ (whose union is all of $\{1, \ldots, k\}$)

$$i_1 < i_2 < \cdots < i_{\lambda_1}$$
$$j_1 < j_2 < \cdots < j_{\lambda_2}$$
$$\vdots$$

Let us call such a list $I$. For a given partition $\lambda$ call $S(\lambda)$ the collection of all such lists $I$ corresponding to $\lambda$. For $k = 3$ and $\lambda = (2,1)$, in Example 7.3 we saw there are three such lists which correspond with

$$S(\lambda) = \big\{ \{1,2,3\}, \{1,3,2\}, \{2,3,1\} \big\}.$$  

For such a lists $I$, we write $\text{Res}_I f(z_1, \ldots, z_k)$ as the residue of the function $f$ at

$$z_{i_1} = qz_{i_2}, z_{i_2} = qz_{i_3}, \quad \ldots, \quad z_{i_{\lambda_1-1}} = qz_{i_{\lambda_1}}$$
$$z_{j_1} = qz_{j_2}, z_{j_2} = qz_{j_3}, \quad \ldots, \quad z_{j_{\lambda_2-1}} = qz_{j_{\lambda_2}}$$
$$\vdots$$

and regard the output as a function of the terminal variables $(z_{i_{\lambda_1}}, z_{j_{\lambda_2}}, \ldots)$. There are $\ell(\lambda)$ such strings and consequently that many remaining variables (though we have only written the first two strings above).
With the above notation in place, we may write the expansion of the integral on the left-hand side of (38) as

\[
\text{LHS(38)} = (-1)^k q^k \frac{k(k-1)}{2} \sum_{\lambda \vdash \sigma \vdash \lambda} \frac{1}{m_1!m_2!} \cdots \sum_{\lambda \vdash \gamma \vdash \lambda} \oint_{\gamma_k} \frac{dz_{\lambda_1}}{2\pi i} \oint_{\gamma_k} \frac{dz_{\lambda_2}}{2\pi i} \cdots
\]

\[
\times \text{Res}_I \left( \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - qz_B} F(z) \right).
\]

The factor of \( \frac{1}{m_1!m_2!} \) arose from multiple counting of terms in the residue expansion due to symmetries of \( \lambda \). For example, for the partition \( \lambda = (2, 2, 1) \), each \( I \in S(\lambda) \), corresponds uniquely with a different \( I' \in S(\lambda) \) in which the \( i \) and \( j \) variables in (10) are switched. Since these correspond with the same term in the residue expansion, this constitutes double counting and hence the sum should be divided by 2!. The reason why our residual subspace expansion only corresponds with strings is because if we take a residue which was not of the form of a string, then for some \( A \neq A' \) we would be evaluating the residue at \( z_A = qz_B \) and \( z_{A'} = qz_B \). However, the Vandermonde determinant in the numerator of our integrand would then necessarily evaluate to zero. Therefore, such possible non-string residues (coming from the denominator) in fact have zero contribution.

**Step 2:** For each \( I \in S(\lambda) \), relabel the \( z \) variables as

\[
(z_i, z_{i'}, \ldots, z_{i\lambda_1}) \mapsto (y_{\lambda_1}, y_{\lambda_1-1}, \ldots, y_1)
\]

\[
(z_{j}, z_{j'}, \ldots, z_{j\lambda_2}) \mapsto (y_{\lambda_1+\lambda_2}, \ldots, y_{\lambda_1+1})
\]

\[
\vdots
\]

and observe that there exists a unique permutation \( \sigma \in S_k \) for which \((z_1, \ldots, z_k) = (y_{\sigma(1)}, \ldots, y_{\sigma(k)})\).

Let us also call \( w_j = y_{\lambda_1+\ldots+\lambda_{j-1}+1} \), for \( 1 \leq j \leq \ell(\lambda) \).

We rewrite the term corresponding to a partition \( \lambda \) in the right-hand side of (41) as

\[
\frac{1}{m_1!m_2!} \sum_{\sigma \in S_k} \oint_{\gamma_k} \frac{d\sigma_1}{2\pi i} \cdots \oint_{\gamma_k} \frac{d\sigma_{\ell(\lambda)}}{2\pi i} \text{Res}_I^\lambda \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - qy_{\sigma(B)}} F(\sigma(\tilde{y})) \right),
\]

where \( \text{Res}_I^\lambda \) is defined in equation (35). Note that the output of the residue operation is a function of the variables \((y_1, y_{\lambda_1+1}, \ldots) = (w_1, w_2, \ldots)\).

One should observe that the above expression includes the summation over all \( \sigma \in S_k \), and not just those which arise from an \( I \in S(\lambda) \) as above. This, however, is explained by the fact that if \( \sigma \) does not arise from some \( I \in S(\lambda) \), then the residue necessarily evaluates to zero (hence adding these terms is allowed). To see this, observe that in the renumbering of variables discussed above, only permutations with

\[
\sigma^{-1}(1) > \sigma^{-1}(2) \cdots > \sigma^{-1}(\lambda_1), \quad \sigma^{-1}(\lambda_1 + 1) > \sigma^{-1}(\lambda_1 + 2) \cdots > \sigma^{-1}(\lambda_1 + \lambda_2), \quad \ldots
\]

participated. Any other \( \sigma \) must violate one of these strings of conditions. Consider, for example, some \( \sigma \) with \( \sigma(\lambda_1 - 1) < \sigma(\lambda_1) \). This implies that the term \( y_{\lambda_1-1} - qy_{\lambda_1} \) shows up in the denominator of (12), as opposed to the term \( y_{\lambda_1} - qy_{\lambda_1-1} \). Residues can be taken in any order, and if we first take the residue at \( y_{\lambda_1} = qy_{\lambda_1-1} \), we find that the above denominator does not have a pole (nor do any other parts of (12)) and hence the residue is zero. Similar reasoning works in general.

**Step 3:** All that remains is to compute the residues in (12) and identify the result (after summing over all \( \lambda \vdash k \)) with the right-hand side of (38) as necessary to prove the theorem.
It is convenient to rewrite the following expression as an $S_k$ invariant function, times a function which is analytic at the points in which the residue is being taken:

$$\prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - qy_{\sigma(B)}} = \prod_{1 \leq A \neq B \leq k} \frac{y_A - y_B}{y_A - qy_B} \prod_{1 \leq B < A \leq k} \frac{y_{\sigma(A)} - qy_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)}}.$$ 

Since it is only the $S_k$ invariant function which contains the poles with which we are concerned, it allows us to rewrite (42) as

$$\frac{1}{m_1!m_2!\ldots} \oint \frac{w_1}{2\pi i} \ldots \oint \frac{w_{\ell}(\lambda)}{2\pi i} \Res_{\lambda} \left( \prod_{1 \leq A \neq B \leq k} \frac{y_A - y_B}{y_A - qy_B} \right) \times \Sub_{\lambda}^q \left( \sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{y_{\sigma(A)} - qy_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)}} F(\sigma(\vec{y})) \right),$$

where $\Sub_{\lambda}^q$ is the substitution operator defined in Section 7.1. We use Lemma 7.7 to evaluate the above residue, and we easily identify the substitution on the second line with $E^q(w_1, qw_1, \ldots)$ as in the statement of the proposition. Combining these two expressions and summing the resulting expression over $\lambda \vdash k$ we arrive at the desired residue expansion claimed in the statement of the proposition. □

7.3. Proof of Conjecture 5.2 (type BC expansion) modulo Claim 7.5. We turn now to Conjecture 5.2. Note that when $k = 1$ the proof follows immediately, hence we assume $k \geq 2$.

The argument follows a similar line to that of Proposition 7.2. The type $BC$ symmetry makes the problem more difficult and we must assume at some point a non-trivial residue cancelation in the form of Claim 7.5. We do not prove this claim presently, though give a proof of a special case of this in Section 8. It would, therefore, be advised that the reader first reviews the proof of Proposition 7.2 before studying the below argument.

We proceed sequentially and shift the $\alpha_{k-1} + i\mathbb{R}$ contour to $\alpha_k + i\mathbb{R}$ which, since $\alpha_k = 0$, is just $i\mathbb{R}$. Then we repeat this procedure for $\alpha_{k-2}$ through $\alpha_1$. Despite these contours being of infinite length, the deformations are easily justified by virtue of the decay to zero of the function $F$ ensured by the hypotheses. We do, however, need to take care in keeping track of the residue contributions, which result from the simple poles when $z_A \pm z_B - c = 0$. The residue theorem (see Section 7.1) implies that the integral on the left-hand side of (14) can be expanded into a summation over integrals of possibly few variables (all along $i\mathbb{R}$) whose integrands correspond to the various possible residue subspaces coming from these poles.

Our proof splits into the same three steps as the proof of Proposition 7.2 but with the role of $S_k$ replaced by $BC_k$ and with a more complicated collection of residual subspaces. In the first step, equation (11) from the proof of Proposition 7.2 is replaced by equation (15); in the second step equation (12) is replaced by equation (16) – showing this we appeal to Claim 7.5, and in the third step, Lemma 7.1 is replaced by Lemma 7.10 and the $E^q$ function is replaced by $E^c$ as defined in the statement of Conjecture 5.2.

**Step 1:** We start with the example of $k = 3$ so as to introduce the basic idea and notation for counting these subspaces. Figure 2 accompanies the example and illustrates the deformations and locations of poles.

**Example 7.4.** For $k = 3$, the right-hand side of (14) contains the fractions

$$\frac{z_1 - z_2}{z_1 - z_2 - c}, \frac{z_1 + z_2}{z_1 + z_2 - c}, \frac{z_1 - z_3}{z_1 - z_3 - c}, \frac{z_1 + z_3}{z_1 + z_3 - c}, \frac{z_2 - z_3}{z_2 - z_3 - c}, \frac{z_2 + z_3}{z_2 + z_3 - c},$$

(43)
Recall that \( \alpha_3 = 0 \). On the left-hand side, the contour \( \alpha_2 + i\mathbb{R} \) is deformed to \( i\mathbb{R} \) and two poles are crossed at \( z_2 = \pm z_3 + c \) (here the point \( z_3 \) is drawn as a small filled disk and its location is on the solid line; the points \( \pm z_3 + c \) are drawn as small unfilled disks and their locations are on the dotted line). On the upper right-hand side the effect of picking the integral is shown (this is case (A) in the example). The \( i\mathbb{R} \) contour on which \( z_2 \) and \( z_3 \) are integrated is represented as a doubled solid line and \( z_2 \) and \( z_3 \) are represented by the two filled disks. The four unfilled disks are along \( c + i\mathbb{R} \) and represent \( \pm z_3 + c \) and \( \pm z_2 + c \). As the \( z_1 \) contour is deformed from \( \alpha_1 + i\mathbb{R} \) to \( i\mathbb{R} \) these residues must be taken. On the lower right-hand side the effect of picking the initial residues at \( z_2 = z_3 + c \) and then at \( z_2 = -z_3 + c \) are shown (these are cases (B) and (C) from the example, respectively). In case (B) as the \( z_1 \) contour is deformed, poles are encountered at \( z_1 = z_3 + 2c \) and \( z_1 = -z_3 + c \), whereas in case (C) poles are encountered at \( z_1 = -z_3 + 2c \) and \( z_1 = z_3 + c \).

The function \( F(z_1, z_2, z_3) \) which (by the hypotheses of the proposition) does not have poles in the area in which we are deforming contours. Thinking of \( z_3 \) as fixed along \( i\mathbb{R} \), we begin by deforming the \( z_2 \) contour, \( \alpha_2 + i\mathbb{R} \), to \( i\mathbb{R} \). As we proceed, we necessarily encounter two simple poles at \( z_2 = \pm z_3 + c \). The residue theorem implies that our initial integral equals the sum of (A) the integral where \( z_2 \) is along \( i\mathbb{R} \), (B) the integral with only \( z_1 \) and \( z_3 \) remaining and integrand given by taking the residue of the initial integrand at \( z_2 = z_3 + c \), and (C) the integral with only \( z_1 \) and \( z_3 \) remaining and integrand given by taking the residue of the initial integrand at \( z_2 = -z_3 + c \).

Let us consider separately these three pieces. For (A) the fraction in the integrand remains the same as above in (13). Thus, as we deform the \( z_1 \) contour, \( \alpha_1 + i\mathbb{R} \), to \( i\mathbb{R} \), we encounter four simple poles at \( z_1 = \pm z_2 + c \) and \( z_1 = \pm z_3 + c \). Thus (A) is expanded into five terms (one when none of the residues are picked, and four for each of the residue contributions).
For (B) the fraction in the resulting integrand (after taking the residue at $z_1 = z_3 + c$ and canceling terms) is given by
\[
\frac{c}{z_1 - z_3 - 2c} \cdot \frac{z_1 + z_3 + c}{z_1 + z_3 - c} \cdot \frac{2z_3 + c}{2z_3}.
\]
Thus, as we deform the $z_1$ contour, $\alpha_1 + i\mathbb{R}$, to $i\mathbb{R}$, we encounter two simple poles at $z_1 = z_3 + 2c$ and $z_1 = -z_3 + c$. Since one should think of $z_2 = z_3 + c$, the first pole is really at $z_1 = z_2 + c$. Thus (B) is expanded into three terms.

For (C) the fraction in the resulting integrand (after taking the residue at $z_1 = -z_3 + c$ and canceling terms) is given by
\[
\frac{c}{z_1 + z_3 - 2c} \cdot \frac{z_1 + z_3 + c}{z_1 - z_3 - c} \cdot \frac{-2z_3 + c}{-2z_3}.
\]
Thus, as we deform the $z_1$ contour, $\alpha_1 + i\mathbb{R}$, to $i\mathbb{R}$, we encounter two simple poles at $z_1 = z_3 + c$ and $z_1 = -z_3 + 2c$. Since one should think of $z_2 = -z_3 + c$, the second pole is really at $z_1 = z_2 + c$. Thus (C) is expanded into three terms.

We will be well served by introducing good notation to keep track of the various terms in such a residue expansion. Let us give the example of the notation for the $k = 3$ case considered above, and then explain what it means in terms of residues and integrals.

The five terms in (A) correspond with the following diagrams
\[
\begin{align*}
1 & \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 2 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 3 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 3
\end{align*}
\]
while the three terms in (B) correspond with the following diagrams
\[
\begin{align*}
2 & \quad \quad \frac{+}{\quad \quad} \quad \quad 3 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 2 \quad \quad \frac{+}{\quad \quad} \quad \quad 3 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 3 \quad \quad \frac{+}{\quad \quad} \quad \quad 2
\end{align*}
\]
while the three terms in (C) correspond with the following diagrams
\[
\begin{align*}
2 & \quad \quad \frac{-}{\quad \quad} \quad \quad 3 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 2 \quad \quad \frac{-}{\quad \quad} \quad \quad 3 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 3 \quad \quad \frac{-}{\quad \quad} \quad \quad 2
\end{align*}
\]
In the above notation, each separate line of a diagram represents a single integral (over the $z_j$ variable where $j$ is the largest number in the line) and each directed arrow from $i$ to $j$ (with $i < j$) represents a residue taken at $z_i = \pm z_j + c$, where the choice of plus or minus is indicated by the label above the arrow. For instance, when $k = 4$, the term corresponding with the diagram
\[
\begin{align*}
2 & \quad \quad \frac{-}{\quad \quad} \quad \quad 3 \quad \quad \quad 1 \quad \quad \frac{+}{\quad \quad} \quad \quad 3 \quad \quad \frac{-}{\quad \quad} \quad \quad 1
\end{align*}
\]
in the residue expansion of the left-hand side of (14) is
\[
\int_{-i\infty}^{i\infty} \frac{dz_3}{2\pi i} \int_{-i\infty}^{i\infty} \frac{dz_4}{2\pi i} \text{Res}_{z_1 = z_3 + c} \left( \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \cdot \frac{z_A + z_B}{z_A + z_B - c} \cdot F(\vec{z}) \right).
\]
Let us now turn to the general $k$ case. Using the notation introduced in the above example, let us consider a general set of diagrams. Since it will be useful in proving the residue expansion formula which follows, consider $p \in \{0, \ldots, k\}$. (This number will correspond to the number of contours
that have not been deformed to $\mathbb{R}$ yet.) Then for each partition $\lambda \vdash k - p$ we consider diagrams of the form

\[
\begin{align*}
i_1 &\rightarrow i_2 \rightarrow \cdots \rightarrow i_{\mu_1 - 1} \rightarrow \pm i_{\mu_1} \leftarrow \pm i_{\mu_1+1} \leftarrow \cdots \leftarrow i_{\lambda_1} \\
j_1 &\rightarrow j_2 \rightarrow \cdots \rightarrow j_{\mu_2 - 1} \rightarrow \pm j_{\mu_2} \leftarrow \pm j_{\mu_2+1} \leftarrow \cdots \leftarrow j_{\lambda_2} \\
&\quad \vdots
\end{align*}
\]

where the following conditions hold: The numbers on each line are pairwise disjoint and the union of the numbers over all lines equals the set $\{p+1, \ldots, k\}$ (when $p = k$ this is the empty set); the arrows change from pointing right to pointing left only once (call the number at which this change occurs $i_{\mu_1}, j_{\mu_2}, \ldots$); the directed arrows are always from smaller numbers to larger numbers; within each line all arrows have $+$ above them except for the two (or possibly one if all arrows point in the same direction) surrounding $i_{\mu_1}, j_{\mu_2}, \ldots$ for which one sign is $+$ and the other is $-$ (this choice may change line to line). We write $S(\lambda)$ for the collection of all such diagrams for the partition $\lambda$, and we write $I$ for one such diagram.

For such a list $I$ as above, we write $\text{Res}_I f(z_1, \ldots, z_k)$ as the residue of the function $f$ at

\[
\begin{align*}
z_{i_1} &= z_{i_2} + c, z_{i_2} = z_{i_3} + c, \ldots, z_{i_{\mu_1} - 1} = \pm z_{i_{\mu_1}} + c, \quad z_{i_{\mu_1}} = \mp z_{i_{\mu_1} - 1} + c, \ldots, z_{i_{\mu_1} + 1} = z_{i_{\mu_1}} + c \\
z_{j_1} &= z_{j_2} + c, z_{j_2} = z_{j_3} + c, \ldots, z_{j_{\mu_2} - 1} = \pm z_{j_{\mu_2}} + c, \quad z_{j_{\mu_2}} = \mp z_{j_{\mu_2} - 1} + c, \ldots, z_{j_{\mu_2} + 1} = z_{j_{\mu_2}} + c \\
&\quad \vdots
\end{align*}
\]

and regard the output as a function of the variables $z_1, \ldots, z_p, z_{i_{\mu_1}}, z_{j_{\mu_2}}, \ldots$. Note that the $\pm$ choices for each line above correspond with the choices in the diagram $I$, as do the strings of equalities. We will thus identify a diagram $I$ with the string of equalities given above.

We claim that for any $p \in \{0, \ldots, k\}$

\[
\text{LHS}^{(14)} = \sum_{\lambda \vdash k-p} \frac{1}{m_1!m_2! \cdots} \frac{1}{2^m_1+2^m_2+\ldots} \sum_{I \in S(\lambda)} \int_{-\infty}^{\infty} \frac{dz_{\mu_1}}{2\pi i} \int_{-\infty}^{\infty} \frac{dz_{\mu_2}}{2\pi i} \cdots \left( \prod_{1 \leq A < B \leq k} \text{Res}_I \left( \frac{z_A - z_B}{z_A - z_B - c} \frac{z_A + z_B}{z_A + z_B - c} F(z) \right) \right). \tag{45}
\]

Notice that when $p = k$ the partition $\lambda$ is empty and hence this reduces back to the exact expression on the left-hand side of $(14)$. To see that this holds for general $p$ we proceed inductively (decreasing $p$). As we deform the $z_m$ contour to $\mathbb{R}$ we should consider whether there are poles at any of the points of the form $z_m = \pm z_B + c$ for $B > p$. We claim that the only points for which there are actually poles are those which correspond to augmenting the diagram $I$ into another diagram $I'$ (with $p$ replaced by $p - 1$) by inserting $p$ on the left or right of any line of $I$, or into a new line. Any arrow direction and sign which leads to $I'$ satisfying the conditions listed earlier may arise. This fact follows from the Vandermonde determinant factor in the numerator, which necessarily evaluates to zero for any other augmentation of $I$ to $I'$. Another way to see this is to observe that diagrams which contain the following two snippets have zero residue:

\[
\begin{align*}
A &\rightarrow B \quad \pm C \quad C \leftarrow \pm B \leftarrow A \\
A &\rightarrow B \quad \pm C
\end{align*}
\]

Any other augmentation than described above would necessary include one of the subdiagrams.

There are two symmetries which lead to the combinatorial factors above. The first (which also was present in the proof of Proposition 1.2) has to do with the symmetry of the parts of $\lambda$. In particular, there are $m_1!m_2! \cdots$ permutations which interchange lines in $I$ with the same length. The other symmetry is new to the type $BC$ diagrams $I$. For any line of $I$ which has at least one
Claim 7.5. This deformation equals 0 consisting of one string gives zero contribution (that is \( \lambda \) back to \( i \)).

The number of singletons in \( I \) is given the change of variables \( z \) the participating \( z \) is for singleton lines. For example, if the first line of \( I \) is \( w \) where \( \lambda \) arrow (i.e. correspond with \( i \)).

Step 2: Now focus on the above formula with \( p = 0 \). We claim that for any \( \lambda = 1^{m_1}2^{m_2} \cdots \cdots 1 \)

\[
\sum_{I \in S(\lambda)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \text{Res}_I \left( \prod_{1 \leq A < B \leq k} \frac{z_A - z_B}{z_A - z_B - c} \frac{z_A + z_B}{z_A + z_B - c} F(\tilde{z}) \right)
\]

where \( w_1 = y_{\lambda_1+1} + \cdots + \lambda_{i+1} \cdots \lambda \). This can be seen in two pieces (in the first piece we appeal to the as of yet unproved Claim 7.5). First, we consider \( I \in S(\lambda) \) and replace the \( z \) variables as follows. Start with the first line of \( I \) (the other lines work similarly). There are two possible forms that this first line may take. The first form is

\[ i_1 \rightarrow i_2 \rightarrow \cdots \rightarrow i_{\mu_1-1} \rightarrow i_{\mu_1} \leftarrow i_{\mu_1+1} \leftarrow \cdots \leftarrow i_{\lambda_1}, \]

where the arrows neighboring \( i_{\mu_1} \) have (respectively) plus and then minus signs. The second form is

\[ i_1 \rightarrow i_2 \rightarrow \cdots \rightarrow i_{\mu_1-1} \leftarrow i_{\mu_1} \rightarrow i_{\mu_1+1} \rightarrow \cdots \rightarrow i_{\lambda_1}, \]

where the arrows neighboring \( i_{\mu_1} \) have (respectively) minus and then plus signs.

If the first line of \( I \) is in the first form, then make the following change of variables

\[ (z_{i_1}, \ldots, z_{i_{\mu_1-1}}, z_{i_{\mu_1}}, z_{i_{\mu_1+1}}, \ldots, z_{i_{\lambda_1}}) \mapsto (y_{\lambda_1}, \ldots, y_{\lambda_1-\mu_1+2}, y_{\lambda_1-\mu_1+1}, -y_{\lambda_1-\mu_1}, \ldots, -y_1); \]

whereas if the first line of \( I \) is in the second form, then make the following change of variables

\[ (z_{i_1}, \ldots, z_{i_{\mu_1-1}}, z_{i_{\mu_1}}, z_{i_{\mu_1+1}}, \ldots, z_{i_{\lambda_1}}) \mapsto (y_{\lambda_1}, \ldots, y_{\lambda_1-\mu_1+2}, -y_{\lambda_1-\mu_1+1}, -y_{\lambda_1-\mu_1}, \ldots, -y_1). \]

Similarly for the other lines of \( I \), make the analogous change of variables, where for the \( i^{th} \) line, the participating \( z \)-variables are replaced by the variables \( y_{\lambda_1+1} + \cdots + \lambda_{i-1} + 1, \ldots, y_{\lambda_1+1}. \)

The above procedure almost uniquely specifies how to change from \( z \) to \( y \) variables. The exception is for singleton lines. For example, if the first line of \( I \) is a singleton \( z_{i_1} \), then we may either make the change of variables \( z_{i_1} \mapsto y_1 \) or \( z_{i_1} \mapsto -y_1 \).

One quickly sees that this change of variables procedure turns \( \text{Res}_I^c \) into \( \text{Res}_I^c \), and that for a given \( I \), there are exactly \( 2^{m_1} \) different changes of variables which accomplishes this (here \( m_1 \) is the number of singletons in \( I \)).

Note that since the variables \( z_{i_{\mu_1}}, z_{i_{\mu_2}}, \ldots \) were being integrated along \( iR \), the variables \( w_i = y_{\lambda_1+1} + \cdots + \lambda_{i-1} + 1 \) may end up being integrated along a shift of \( iR \). We need to deform these contours back to \( iR \). However, during this deformation we meet poles of the integrand.

Claim 7.5. For any \( \lambda \) the total sum over \( S(\lambda) \) of all residues which we need to encounter during this deformation equals 0.

We do not give a complete proof of Claim 7.5 in this paper. In Section 8 we give a proof of a partial result towards this claim: We prove that all residues which come from elements of \( S(\lambda) \) consisting of one string give zero contribution (that is \( \lambda = (k) \)).
Remark 7.6. When \( a \neq 0 \) (recall \( a \) is the parameter controlling the behavior of the half-space polymer at the origin), there exist poles coming from the term \( \frac{1}{z+a} \) which may block this deformation. We do not attempt to keep track of this possibly more complicated residue expansion presently.

For a given change of variables from \( z \)'s to \( y \)'s we can associate an element \( \sigma \in BC_k \) so that \( (z_1, \ldots, z_k) \mapsto (y_{\sigma(1)}, \ldots, y_{\sigma(k)}) \). Here an element \( \sigma \in BC_k \) acts on a vector \( \vec{y} \) in the manner described in Section 7.5. Thus, we have almost shown (46), except that on the right-hand side of that equation, the summation is presently only over those \( \sigma \) which arise in the manner described above.

The second piece to showing the claimed equality in (46) is to recognize those \( \sigma \) which do not arise from the above replacement scheme, correspond to terms in the right-hand side of (46) which have zero residue. Hence the partial summation over \( BC_k \) can be completed to the full sum, as claimed. This second piece follows in the same manner as in step 2 of the proof of Proposition 7.2 by observing that any \( \sigma \) which does not arise as above, leads to the evaluation of a residue at a point with no pole.

Summarizing what we have learned so far:

\[
\text{LHS(14)} = \sum_{\lambda=1^{m_1}2^{m_2} \ldots k} \prod_{\lambda} \frac{1}{m_1!m_2! \ldots 2^{|\ell(\lambda)|}} \sum_{\sigma \in BC_k} \int_{-\infty}^{\pi} d\lambda \frac{dw_1}{2\pi i} \cdots \int_{-\infty}^{\pi} d\lambda \frac{dw_{|\ell(\lambda)|}}{2\pi i} \times \text{Res}^\lambda \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)} - c} \right) F(\sigma(\vec{y})) \]

Step 3: It remains to compute the residues and identify the result with the right-hand side of (14). It is convenient to rewrite the following expression as:

\[
\prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)} - c} = \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)} - c} \times \prod_{1 \leq B < A \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)} - c}{y_{\sigma(A)} + y_{\sigma(B)}}.
\]

On the right hand side above there are two products. The first is easily seen to be invariant under the action of \( BC_k \), while the second product has no residue at the poles we are considering. These considerations allow us to rewrite (14) as

\[
\text{LHS(14)} = \sum_{\lambda=1^{m_1}2^{m_2} \ldots k} \prod_{\lambda} \frac{1}{m_1!m_2! \ldots 2^{|\ell(\lambda)|}} \int_{-\infty}^{\pi} d\lambda \frac{dw_1}{2\pi i} \cdots \int_{-\infty}^{\pi} d\lambda \frac{dw_{|\ell(\lambda)|}}{2\pi i} \times \text{Res}^\lambda \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)} - c} \right) \times \text{Sub}^\lambda \left( \text{Res} \sum_{\sigma \in BC_k, 1 \leq B < A \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)} - c}{y_{\sigma(A)} + y_{\sigma(B)}} \right) F(\sigma(\vec{y})) \right).
\]
We use Lemma 7.10 to evaluate the above residue, and we easily identify the substitution with $E^c(w_1, w_1 + c, \ldots)$ as in the statement of the proposition. Combining these two expressions yields the desired residue expansion of the proposition.

7.4. Evaluation of certain residues and substitutions. The purpose of this section is to evaluate certain residues and substitutions which arise in the proofs of Propositions 5.1, 7.2, and Conjecture 5.2. We first state our lemmas in the $q$-deformed setting and then take $q \to 1$. These calculations are straightforward but require some care as they involve large products.

For a partition $\lambda \vdash k$ and $q \in (0, 1)$, recall the definitions of $\text{Res}^q_\lambda$ and $\text{Sub}^q_\lambda$ from Section 7.1 and recall that the outcome of these residue or substitution operators on functions $f(y_1, \ldots, y_k)$ are functions of the terminal variables $(y_1, y_{\lambda_1+1}, \ldots, y_{\lambda_1+\cdots+\lambda_{\lambda(\lambda)-1}})$. We rename these remaining variables as $w_j = y_{\lambda_1+\cdots+\lambda_j-1+1}$, for $1 \leq j \leq \ell(\lambda)$.

**Lemma 7.7.** For all $k \geq 1$, $\lambda \vdash k$ and $q \in (0, 1)$, we have that

$$\text{Res}^q_\lambda \left( \prod_{1 \leq i \neq j \leq k} \frac{y_i - y_j}{y_i - q y_j} \right)$$

\[= (-1)^k (1 - q)^k q^{-\frac{k^2}{2}} \prod_{j=1}^{\ell(\lambda)} w_j^{\lambda_j} q^{\frac{\lambda_j^2}{2}} \prod_{1 \leq i < j \leq \ell(\lambda)} (w_j - w_i)(w_i q^{\lambda_i} - w_j q^{\lambda_j}) \prod_{i,j=1}^{\ell(\lambda)} (w_i q^{\lambda_i} - w_j) \]

\[= (-1)^k (1 - q)^k q^{-\frac{k^2}{2}} \prod_{j=1}^{\ell(\lambda)} w_j^{\lambda_j} q^{\frac{\lambda_j^2}{2}} \det \left[ \frac{1}{w_i q^{\lambda_i} - w_j} \right]_{i,j=1}^{\ell(\lambda)}. \]

**Proof.** The second equality of the lemma follows immediately from the Cauchy determinant. Though straightforward, proving the first equality of lemma does require some care in keeping track of large products. The product on the left-hand side of (49) involves terms in which $i$ and $j$ are in the same string of variables in $[\ell]$, as well as terms in which they are in different strings. We need to compute the residue of the same string terms and multiply it by the substitution of variables into the different string terms.

Let us first evaluate same string residues. Consider variables $y_1, \ldots, y_\ell$, $\ell \geq 2$, and observe that

$$\text{Res}_{y_2=qy_1, y_3=qy_2, \ldots, y_\ell=qy_{\ell-1}} \left( \prod_{1 \leq i \neq j \leq \ell} \frac{y_i - y_j}{y_i - q y_j} \right)$$

\[= \prod_{1 \leq i \neq j \leq \ell} (q^{i-1} - y_i - q^{j-1}y_i) \prod_{1 \leq i \neq j \leq \ell, i \neq \ell+1} (q^{i-1}y_1 - q^{\ell}y_1) \prod_{2 \leq j \leq \ell+1, i \neq j-1, i \neq j'} (q^{i-1}y_1 - q^{j'-1}y_1) \]

\[= (-1)^{\ell-1} y_1^{\ell-1} (q - 1) \cdots (q^{\ell-1} - 1)(q - 1)^{\ell-1} q^{\frac{(\ell-1)(\ell-2)}{2}} = (-1)^{\ell-1} y_1^{\ell-1} \frac{(1 - q)^\ell}{1 - q^\ell}. \]
Now turn to the cross term between two strings of variables. Consider one set of variables \( y_1, \ldots, y_\ell \) with \( \ell \geq 2 \) and a second set of variables \( y'_1, \ldots, y'_{\ell'} \) with \( \ell' \geq 2 \). Then

\[
\text{Sub}_{y_1=qq_1, y'_1=qq'_1, y_2=qq_2, y'_2=qq'_2, \ldots, y_{\ell}=qq_{\ell-1}, y'_{\ell'}=qq'_{\ell'-1}} \left( \prod_{i=1}^{\ell} \prod_{j=1}^{\ell'} \frac{y_i - y_j}{y_i - q y_j} \right)
\]

\[
= \prod_{i=1}^{\ell} \prod_{j=1}^{\ell'} \frac{y_1 q_i - 1 - y'_1 q'^{j-1}}{(y_1 q_i - 1 - y'_1 q^j)} = \prod_{i=1}^{\ell} \prod_{j=1}^{\ell'} (y_1 q_i - 1 - y'_1 q'^{j-1}) = \prod_{i=1}^{\ell} \frac{y_1 q_i - 1 - y'_1 q'^{j-1}}{q y_i - 1 - y'_1 q^j}.
\]

Since the strings of variables also come interchanged, we should multiply the above expression by the same term with \( (y_1, \ell) \) and \( (y'_1, \ell') \) interchanged. This gives

\[
= \prod_{i=1}^{\ell} \prod_{j=1}^{\ell'} \frac{(y_1 q_i - 1 - y'_1 q'^{j-1})(y_1 q^i - 1 - y'_1 q'^{j-1})}{(y_1 q_i - 1 - y'_1 q^j)(y_1 q^i - 1 - y'_1 q'^{j-1})} = q^{-\ell'} (y_1 - y'_1)(y_1 q^\ell - y'_1 q'^{\ell'}).
\]

Returning to the statement of the lemma, we see that we can evaluate the desired residue by multiplying the same string terms over all strings in \((35)\) as well as multiplying all terms corresponding to pairs of different string. Using the above calculations we obtain

\[
\text{Res}^q_{\lambda} \left( \prod_{1 \leq i \neq j \leq k} \frac{y_i - y_j}{y_i - q y_j} \right) = \prod_{j=1}^{\ell(\lambda)} \frac{(1 - q^\lambda)_{\lambda_j}}{(1 - q^\lambda_{\lambda_j})} (-1)^{\lambda_j - 1} w_j^{\lambda_j - 1} \prod_{1 \leq i < j \leq \ell(\lambda)} q^{-\lambda_j \lambda_j} \frac{(w_i - w_j)(w_i q^{\lambda_j} - w_j q^{\lambda_j})}{(w_i q^{\lambda_j} - w_j)(w_i - w_j q^{\lambda_j})}.
\]

It is easy now to rewrite the above expression so as to produce the first equality of the lemma, as desired.

\[\square\]

**Lemma 7.8.** For all \( k \geq 1, \lambda \vdash k \) and \( q \in (0,1) \), we have

\[
\text{Sub}^q_{\lambda} \left( \prod_{1 \leq i < j \leq k} \frac{1 - y_i y_j}{q - y_i y_j} \right)
\]

\[
= q^{-\frac{\ell^2}{2} k} \prod_{j=1}^{\ell(\lambda)} \frac{1 - q^\lambda_{\lambda_j}}{1 - w_j^2} \prod_{1 \leq i < j \leq \ell(\lambda)} \frac{1 - q^{\lambda_j}}{1 - \frac{w_j q^\lambda}{w_i q^\lambda}}.
\]

**Proof.** The same considerations as in the proof of Lemma 7.7 apply here. Let us first evaluate same string residues. Consider variables \( y_1, \ldots, y_\ell, \ell \geq 2 \), and observe that
Sub \( y_2 = qy_1 \), \( y_3 = qy_2 \), \( \ldots \), \( y_\ell = qy_{\ell-1} \)

\[
\left( \prod_{1 \leq i < j \leq \ell} \frac{1 - y_i y_j}{q - y_i y_j} \frac{1 - y_i y_j}{1 - q y_i y_j} \right) = \frac{\prod_{1 \leq i < j \leq \ell} (1 - q^{-1+j-j+1} y_j^2)}{\prod_{1 \leq i < j \leq \ell} q(1 - q^{-1+j-j-1} y_j^2)(1 - q^{-1+j-1+1} y_j^2)}
\]

\[
= q^{-\ell(\ell-1)/2} \prod_{i=1}^{\ell-1} (1 - q^{-1+j-j-1} y_j y_j^2) \prod_{1 < j \leq \ell} (1 - q^{-1+j-2} y_j^2)
\]

\[
= q^{-\ell(\ell-1)/2} \prod_{2 \leq j \leq \ell} (1 - q^{-1+j-j-1} y_j^2) \prod_{2 \leq j \leq \ell} (1 - q^{-2j-3} y_j^2)
\]

\[
= q^{-\ell(\ell-1)/2} \frac{1 - q^{-1+\ell} y_1^2}{1 - y_1^2} \frac{1 - q^{-2\ell-3} y_1^2}{1 - q^2 y_1^2}(1 - q^3 y_1^2) \cdots (1 - q^{2\ell-3} y_1^2)
\]

Now turn to the cross term between two strings of variables. Consider one set of variables \( y_1, \ldots, y_\ell \) with \( \ell \geq 2 \) and a second set of variables \( y'_1, \ldots, y'_{\ell'} \) with \( \ell' \geq 2 \). We also multiply by the same term with the string interchanged. Thus,

\[
\text{Sub } y_2 = qy_1 \text{, } y_3 = qy_2 \text{, } \ldots \text{, } y_\ell = qy_{\ell-1} \text{, } y'_2 = qy'_1 \text{, } y'_3 = qy'_2 \text{, } \ldots \text{, } y'_{\ell'} = qy'_{\ell'-1}
\]

\[
\left( \prod_{1 \leq i < j \leq k} \frac{1 - y_i y_j}{q - y_i y_j} \frac{1 - y_i y_j}{1 - q y_i y_j} \frac{1 - y_j y_i}{1 - y_j y_i} \right) = q^{-\ell\ell'} \prod_{j=1}^{\ell'} (1 - q^{2j-1} y_1 y_j)(1 - q^{\ell'-1+j-1} y_j y_j^2) \prod_{2 \leq j \leq \ell} (1 - q^{2j-3} y_j y_j^2)
\]

Returning to the statement of the lemma, we see that we can evaluate the desired residue by multiplying the same string terms over all strings in (35) as well as multiplying all terms corresponding to pairs of different string. Using the above calculations and the replacement \( w_j = y_{\lambda_1 + \cdots + \lambda_{j-1} + 1} \) we obtain

\[
\text{Sub }^q \lambda \left( \prod_{1 \leq i < j \leq k} \frac{1 - y_i y_j}{q - y_i y_j} \frac{1 - y_i y_j}{1 - q y_i y_j} \right) = q^{-\ell(\ell-1)/2} \prod_{i=1}^{\ell(\ell-1)/2} (1 - q^{-2i} \frac{w_i^2}{q})(1 - q^{2i-2}) \prod_{1 \leq i < j \leq \ell(\ell-1)/2} (1 - q^{-\lambda_{i,j}^2} \frac{w_i w_j}{q})(1 - q^{\lambda_{i,j}^2} \frac{w_i w_j}{q})
\]

The powers of \( q \) can be simplified further using \( (\lambda_1 + \lambda_2 + \cdots + \lambda_{\ell(\ell-1)/2}) = k \)

\[
q^{-\ell(\ell-1)/2} \prod_{1 \leq i < j \leq \ell(\ell-1)/2} q^{-\lambda_{i,j}^2} = q^{-\frac{k^2}{2}} q^k.
\]
Using this simplification, the above formula reduces to the right-hand side of (50), thus proving the lemma.

Combining these two lemmas along with (84) immediately yields

**Lemma 7.9.** For all \( k \geq 1, \lambda \vdash k \) and \( q \in (0, 1) \), we have that

\[
\Res^q_{\lambda} \left( \prod_{1 \leq i < j \leq k} \frac{y_i - y_j}{y_i - qy_j} y_j - y_i - y_i y_j 1 - y_i y_j} \frac{1 - y_i y_j}{1 - qy_i y_j} \right)
= (-1)^k (1 - q)^{k - 2} \prod_{j=1}^{\ell(\lambda)} w_j^{\lambda_j} q^{\lambda_j(\lambda_j + 1)/2} \frac{1 - q^{w_j^2/q}}{1 - \frac{w_j^2}{q}} (w_j^2/q^2)^{\lambda_j}
\times \prod_{1 \leq i < j \leq \ell(\lambda)} (w_j - w_i)(w_i q^{\lambda_i} - w_j q^{\lambda_j}) (1 - q^{w_i q/w_j})(1 - q^{w_j q/w_i}) \prod_{i,j=1}^{\ell(\lambda)} \frac{1}{w_i q^{\lambda_i} - w_j}.
\]

Recall the definitions of \( \Res^c_{\lambda} \) and \( \Sub^c_{\lambda} \) from Section 7.1. By taking a limit as \( \epsilon \to 0 \) of the above results under the change of variables \( q \mapsto e^{-\epsilon c}, y \mapsto e^{-\epsilon y} \) and \( w \mapsto e^{-\epsilon w} \) we find the following:

**Lemma 7.10.** For all \( k \geq 1, \lambda \vdash k \) and \( c \in (0, \infty) \), we have the following

\[
\Res^c_{\lambda} \left( \prod_{1 \leq A < B \leq k} \frac{y_A - y_B}{y_A - y_B - c} \frac{y_A - y_B}{y_A - y_B + c} \frac{y_A + y_B}{y_A + y_B + c} \frac{y_A + y_B}{y_A + y_B - c} \right)
= e^c k \prod_{j=1}^{\ell(\lambda)} \frac{1}{2c} \left( \frac{w_j + c}{2c} \right)_{\lambda_j - 1} \Pf \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2\ell(\lambda)},
\]

where

\[(u_1, \ldots, u_{2\ell(\lambda)}) = (-w_1 + \frac{c}{2}, w_1 - \frac{c}{2} + c\lambda_1, -w_2 + \frac{c}{2}, w_2 - \frac{c}{2} + c\lambda_2, \ldots, -w_{\ell(\lambda)} + \frac{c}{2}, w_{\ell(\lambda)} - \frac{c}{2} + c\lambda_{\ell(\lambda)}).
\]

**Proof.** The immediate consequence of taking the \( \epsilon \to 0 \) limit of Lemma 7.9 (with the change of variables \( q \mapsto e^{-\epsilon c}, y \mapsto e^{-\epsilon y} \) and \( w \mapsto e^{-\epsilon w} \)) is that

\[
\Res^c_{\lambda} \left( \prod_{1 \leq A < B \leq k} \frac{y_A - y_B}{y_A - y_B - c} \frac{y_A - y_B}{y_A - y_B + c} \frac{y_A + y_B}{y_A + y_B + c} \frac{y_A + y_B}{y_A + y_B - c} \right)
= (-1)^{k - \ell(\lambda)}(-c)^k \prod_{j=1}^{\ell(\lambda)} \frac{-2w_i + c - c\lambda_i}{-2w_i + c} (2w_i - c)(2w_i - c + 2c) \cdots (2w_i - c + 2c(\lambda_i - 1))
\times \prod_{1 \leq i < j \leq \ell(\lambda)} \frac{(w_j - w_i)(-w_i - c\lambda_i + w_j + c\lambda_j)(-w_i - w_j + c - c\lambda_i)(-w_i - w_j + c - c\lambda_j)}{(-w_i - w_j + c)(-w_i - w_j + c - c(\lambda_i + \lambda_j))(w_i - w_j + c - c\lambda_j)w_i - w_j + c\lambda_j}
\times \prod_{j=1}^{\ell(\lambda)} \frac{1}{-c\lambda_j}.
\]

Note that the \((-1)^{k - \ell(\lambda)}\) factor arose from the limit of \( \Res^q_{\lambda} \) to \( \Res^c_{\lambda} \).
We can recognize a Pfaffian in this expression. Take \( u \) as in the statement of the lemma and use the Pfaffian identity (cf. [71, III.8])

\[
\text{Pf} \left[ \frac{u_i - u_j}{u_i + u_j} \right]_{i,j=1}^{2\ell(\lambda)} = \prod_{1 \leq i < j \leq \ell(\lambda)} \frac{u_i - u_j}{u_i + u_j}.
\]

Then right-hand side of the above expression evaluates to

\[
\prod_{1 \leq i < j \leq \ell(\lambda)} \frac{(-w_i + w_j)(-w_i - w_j + c - c\lambda_j)(w_i + w_j - c + c\lambda_i)(w_i - w_j + c\lambda_i - c\lambda_j)}{(-w_i - w_j + c)(-w_i + w_j + c\lambda_j)(w_i - w_j + c\lambda_i)(w_i + w_j - c + (\lambda_i + \lambda_j))} \prod_{i=1}^{\ell(\lambda)} -2w_i + c - c\lambda_i
\]

which, compared with [51], yields the desired result. \( \square \)

7.5. **Type A and BC symmetry.** The symmetry group of type \( A_k \) is identified with the permutation group on \( k \) elements, written \( S_k \). We write \( \sigma \in S_k \) to identify a group element as a permutation. A permutation \( \sigma \in S_k \) acts on a vector \( \vec{z} = (z_1, \ldots, z_k) \) by permuting indices, yielding \( \sigma(\vec{z}) = (z_{\sigma(1)}, \ldots, z_{\sigma(k)}) \).

A fundamental domain for the action of \( S_k \) is a type \( A_k \) Weyl chamber, defined here as

\[
W(A_k) = \{ \vec{x} = (x_1 \leq x_2 \leq \cdots \leq x_k) \}.
\]

An example of an \( S_k \) invariant function (which is utilized in this work) is

\[
\prod_{1 \leq i < j \leq k} \frac{z_A - z_B}{z_A - qz_B}.
\]

The following symmetrization identity is proved in [71, III.1] as a special case of computing the Hall-Littlewood polynomial normalization:

\[
\sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - tz_{\sigma(B)}}{z_{\sigma(A)} - z_{\sigma(B)}} = \prod_{j=1}^{k} \frac{1 - tj}{1 - t}.
\]

Changing variables as \( t \mapsto e^{-\epsilon c} \) and \( z \mapsto e^{-\epsilon c} \) and taking the limit \( \epsilon \to 0 \), we find that this becomes

\[
\sum_{\sigma \in S_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - c}{z_{\sigma(A)} - z_{\sigma(B)}} = k!.
\]

(53)

The symmetry group of type \( BC_k \) is called the **hyperoctahedral group** and is identified with the signed permutation group on \( k \) elements (we also denote this group by \( BC_k \)). The group is sometimes written as \( S_k \rtimes \mathbb{Z}_2^k \) as it is a wreath product of \( S_k \) and \( \mathbb{Z}_2^k \). An element \( \sigma \in BC_k \) maps \( \{ \pm 1, \ldots, \pm k \} \) unto itself with the condition that \( \sigma(-i) = -\sigma(i) \). As such, it suffices to specify the images of \( \{1, \ldots, k\} \) under \( \sigma \). For example for \( k = 3 \), \( \sigma \in BC_3 \) could map \( 1 \mapsto \sigma(1) = -2 \), \( 2 \mapsto \sigma(2) = 3 \) and \( 3 \mapsto \sigma(3) = -1 \) (and hence \( -1 \mapsto 2 \), \( -2 \mapsto -3 \) and \( -3 \mapsto 1 \)). A signed permutation \( \sigma \in BC_k \) can act on a vector \( \vec{z} = (z_1, \ldots, z_k) \) either multiplicatively or additively. If \( \sigma \) acts multiplicatively, then

\[
\sigma(\vec{z}) = (z_{\sigma(1)}^{\text{sgn}(\sigma(1))}, \ldots, z_{\sigma(k)}^{\text{sgn}(\sigma(k))})
\]

and if \( \sigma \) acts additively, then

\[
\sigma(\vec{z}) = (\text{sgn}(\sigma(1))z_{\sigma(1)}, \ldots, \text{sgn}(\sigma(k))z_{\sigma(k)}).
\]

A fundamental domain for the additive action of \( BC_k \) is a type \( BC_k \) Weyl chamber, defined here as

\[
W(BC_k) = \{ \vec{x} = (x_1 \leq x_2 \leq \cdots \leq x_k \leq 0) \}.
\]
The following identity is proved in [95] as a special case of computing the $q = 0$ Koornwinder polynomial normalization (type $BC$ analogs of Hall-Littlewood polynomials). In particular by combining equations (1), (5) and Theorem 2.6 of [95] and choosing $\lambda = \emptyset$ we have that for arbitrary $a$, $b$, $t$,

$$
\sum_{\sigma \in BC_k} \prod_{1 \leq A < B \leq k} \frac{1 - t \frac{z_{\sigma(B)}}{z_{\sigma(A)}}}{1 - \frac{t}{z_{\sigma(A)} z_{\sigma(B)}}} \prod_{j=1}^{k} \frac{1 - a \frac{1}{z_{\sigma(j)}}}{1 - \frac{1}{z_{\sigma(j)}}} = \prod_{j=1}^{k} \frac{1 - t^j}{1 - t} (1 - abt^{j-1}).
$$

In the above, the action of $BC_k$ is taken to be multiplicative. Note also that the product over $1 \leq A < B \leq k$ above can also be taken over $1 \leq B < A \leq k$, which simply amounts to renaming the variables $z_j \mapsto z_{k+1-j}$, $1 \leq j \leq k$.

Changing variables as $a \mapsto e^{-c a}$, $t \mapsto e^{-c t}$, $z_j \mapsto e^{-c z_j}$, and setting $b \equiv 0$, we find that the $\epsilon \to 0$ limit of the above identity yields (now with additive action of $BC_k$)

$$
\sum_{\sigma \in BC_k} \prod_{1 \leq B < A \leq k} \frac{z_{\sigma(A)} - z_{\sigma(B)} - c z_{\sigma(A)} + z_{\sigma(B)} - c}{z_{\sigma(A)} - z_{\sigma(B)} - c} \prod_{j=1}^{k} \frac{z_{\sigma(j)} - a}{z_{\sigma(j)}} = 2^k k!.
$$

(54)

8. The case of one string in Claim 7.5

The goal of this section is to present a proof of a partial result towards Claim 7.5. It is given by equation (56) below. We deal with the case when the element of $I$ consists of one string only.

Let us denote by $BC_k^{I(\lambda)}$ the set of elements of $BC_k$ which come from the diagrams with the partition type $\lambda$. Equation (46) can be written as

$$
\sum_{I \in S(\lambda)} \int_{-\infty}^{\infty} \frac{dz_{\mu_1}}{2\pi i} \int_{-\infty}^{\infty} \frac{dz_{\mu_2}}{2\pi i} \cdots \text{Res}_I \left( \prod_{1 \leq A < B \leq k} \frac{z_A - z_B - c z_A + z_B}{z_A - z_B - c} F(z) \right) = \frac{1}{2^{m_1}} \quad (55)
$$

$$
\times \sum_{\sigma \in BC_k^{I(\lambda)}} \int_{e^1_i c - \infty}^{e^1_i c + \infty} \frac{dw_1}{2\pi i} \int_{e^2_i c - \infty}^{e^2_i c + \infty} \frac{dw_2}{2\pi i} \cdots \text{Res}^c_{\lambda} \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c} F(\sigma(\vec{y})) \right),
$$

where $w_i = y_{\lambda_1 + \cdots + \lambda_i - 1 + 1}$, and $e_1(\sigma), e_2(\sigma), \ldots$ determine the contours of integration after the change of variables; they are certain parameters of $\sigma$.

Claim 7.5 asserts that

$$
\sum_{\sigma \in BC_k^{I(\lambda)}} \int_{e^1_i c - \infty}^{e^1_i c + \infty} \frac{dw_1}{2\pi i} \int_{e^2_i c - \infty}^{e^2_i c + \infty} \frac{dw_2}{2\pi i} \cdots \text{Res}^c_{\lambda} \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c} F(\sigma(\vec{y})) \right)
$$

$$
= \sum_{\sigma \in BC_k^{I(\lambda)}} \int_{-\infty}^{\infty} \frac{dw_1}{2\pi i} \int_{-\infty}^{\infty} \frac{dw_2}{2\pi i} \cdots \text{Res}^c_{\lambda} \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)} - c y_{\sigma(A)} + y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c} F(\sigma(\vec{y})) \right),
$$

that is, that the contours can be deformed back to the imaginary axis, and the total contribution of arising residues is 0.
Let $BC_{k}^{(k)}$ be the set of elements of $BC_{k}$ which correspond to one-string diagrams. Our aim is to prove the following equality

$$
\sum_{\sigma \in BC_{k}^{(k)}} \int_{\gamma} dy_{1} \frac{1}{2\pi i} \text{Res}^{c} \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c(y_{\sigma(A)} + y_{\sigma(B)} - c)} F(\sigma(\bar{y})) \right)
$$

$$
= \sum_{\sigma \in BC_{k}^{(k)}} \int_{-\infty}^{\infty} dy_{1} \frac{1}{2\pi i} \text{Res}^{c} \left( \prod_{1 \leq A < B \leq k} \frac{y_{\sigma(A)} - y_{\sigma(B)}}{y_{\sigma(A)} - y_{\sigma(B)} - c(y_{\sigma(A)} + y_{\sigma(B)} - c)} F(\sigma(\bar{y})) \right).
$$

8.1. **Initial considerations.** We start with an analysis which residues we need to sum up.

Recall that we have a sum over diagrams. We will consider the case when only one string of arrows is present in a diagram. Thus, we will assume that the variables in our string have indices from 1 through $k$. We will denote the set of all diagrams with one string of arrows and with a structure explained in Step 1 of Section 7.3 by $S_{1}$. After Step 1, for each such diagram we have an integral over the contour $\text{Re}(z_{k}) = \epsilon > 0$, for $\epsilon \ll 1$ (not precisely 0 due to a possible pole at 0). In Step 2, we need to make a change of variables of the form $y_{1} := z_{k} - ac$ or $y_{1} := -z_{k} - bc$, where $a, b \in \mathbb{N}$ are certain parameters of our diagram. After this change of variables the contour of integration will be close to $\text{Re}(y_{1}) = -ac$ (or $-bc$), and we need to deform it back to the contour $\mathfrak{F}(y_{1}) = \epsilon > 0$. During this deformation we will pick up some residues which we are interested in.

The residues depend on the function

$$
R(z_{1}, \ldots, z_{k}) = \prod_{i < j} \frac{(z_{i} - z_{j})(z_{i} + z_{j})}{(z_{i} - z_{j} - c)(z_{i} + z_{j} - c)}.
$$

the analytic function $F(z_{1}, \ldots, z_{k})$, and a diagram $s \in S_{1}$ under consideration.

Each diagram $s \in S_{1}$ is of the form

$$
i_{1} \rightarrow i_{2} \rightarrow \ldots i_{\mu-1} \rightarrow k \leftarrow i_{\mu+1} \leftarrow \ldots \leftarrow i_{k},
$$

and encodes the substitution of variables $z_{i_{1}} = z_{i_{2}} + c$, ..., $z_{i_{\mu-1}} = z_{k} + c$, $z_{i_{\mu+1}} = c - z_{k}$, ..., $z_{i_{k}} = z_{i_{k-1}} + c$, or, if the arrow of minus-type comes to $k$ from the another direction then the substitution has a similar form, see equation [44]. We refer to such a substitution as the substitution prescribed by $s$.

Let us introduce notations

$$
R_{s}(z_{k}) := \text{Res}_{s} R(z_{1}, z_{2}, \ldots, z_{k}), \quad F_{s}(z_{k}) := \text{Sub}_{s} F(z_{1}, \ldots, z_{k}).
$$

We obtain the function $R_{s}(z_{k})$ by taking residues of the function $R$ as specified by $s$. This amounts to removing the factors in the denominator of $R(z_{1}, \ldots, z_{k})$ which correspond to the poles at which we took residues, and and making the substitution prescribed by $s$ for what remains. The function $F_{s}(z_{k})$ is merely a substitution, because it does not have poles. Our main concern will be the function $R_{s}(z_{k})$, while $F_{s}(z_{k})$ will not produce any difficulties for our analysis.

**Example 8.1.** Assume that $k = 6$ and $s$ is given by the string

$$
1 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 2.
$$

During the deformation of contours we use factors $(z_{5} + z_{6} - c)$, $(z_{4} - z_{5} - c)$, $(z_{3} - z_{4} - c)$, $(z_{2} - z_{6} - c)$, and $(z_{1} - z_{3} - c)$; we omit these factors from the denumerator of $R(z_{1}, \ldots, z_{k})$. After this we make
a substitution of variables $z_5 = -z_6 + c$, $z_4 = -z_6 + 2c$, $z_3 = -z_6 + 3c$, $z_2 = z_6 + c$, $z_1 = -z_6 + 4c$ (which is prescribed by $s$) into all other factors and obtain the function
\[ R_s(z_6) = \frac{15c^5(-2z_6 + 5c)(-2z_6 + 7c)(2z_6 + c)}{z_6(-z_6 + c)^2}. \]

For this diagram above we make a change of variables $y_1 := -z_6 - c$. This comes from the change of variables from $z$’s to $y$’s in step 2 along with the fact that the $z_6$ contour has real part $\epsilon$ and the relation between $y_1$ and $z_6$.

If instead we were working with a diagram
\[ 2 \uparrow 6 \rightarrow 5 \downarrow 4 \uparrow 3 \downarrow 1, \]
we need to set $y_1 := z_6 - 4c$, while the substitution and the function $R_s(z_6)$ are exactly the same.

As we already noticed, for a diagram $s$ we need to make a change of variables of the form $y_1 := z_k - ac$ or $y_1 := -z_k - bc$, where $a = a(s)$ and $b = b(s)$ are certain parameters of the diagram $s$. In more detail, if a diagram $s$ has a form (recall that $k$ is the largest index)
\[ q_a \uparrow \rightarrow q_{a-1} \uparrow \rightarrow \ldots q_1 \rightarrow k \leftarrow p_1 \leftarrow \ldots \leftarrow p_b, \]
then we need to make a change of variables $y_1 := -z_k - \frac{b}{c}$. Let $\tilde{R}_s(y_1)$ be the resulting function. Let $W(s)$ be the sum of residues which we obtain in the process of moving the contour of integration of $\tilde{R}_s(y_1)$ in the left-hand side of (56) from $\text{Re}(y_1) = -bc - \epsilon$ to $\text{Re}(y_1) = \epsilon$.

If the diagram $s$ has instead the form
\[ p_b \uparrow \rightarrow p_{b-1} \uparrow \rightarrow \ldots p_1 \rightarrow k \leftarrow q_1 \leftarrow \ldots \leftarrow q_a, \]
then we need to make a change of variables $y_1 := z_k - \frac{a}{c}$. Let $W(s)$ be the contribution of poles which we obtain in the process of moving the integral of $\tilde{R}_s(y_1)$ in the left-hand side of (56) from the contour $\text{Re}(y_1) = -ac + \epsilon$ to the contour $\text{Re}(y_1) = \epsilon$.

Let
\[ W := \sum_{s \in S_1} W(s) \]
be the total contribution coming from all our diagrams from $S$. Our goal is to prove the following proposition.

**Proposition 8.2.** We have $W = 0$.

By definition, this proposition is equivalent to equation (50).

We will consider a pairing on the set $S_1$. For a diagram $s$ we can read the whole line in the opposite direction; let us denote such a diagram by $s'$ (an example of such a diagram is given in the example above). It is clear that $R_s(z_k) = R_{s'}(z_k)$, because the operations with multivariate integrals are the same for these diagrams. However, we need to make different changes of variables for them: In one case, we should move the variable of $z_k$ to the right, and in the other case — to the left.

Let us denote the set of all diagrams in which $k - 1$ is lying to the left of $k$ by the symbol $S$. This set includes a half of all diagrams $s$ — another half can be obtained by taking $s'$.

For an analytic function $G(z)$ we shall denote by $P_{G}(x_1, x_2)$ the set of poles of this function lying in the real interval $(x_1, x_2)$. 
Proposition 8.3. We have

\[ W = \sum_{s \in S} \left( - \sum_{z^* \in \mathcal{P}_{R_k}(s \cdot a(s)c+\epsilon)} F_s(z^*) \text{Res} R_k(z_k) + \sum_{z^* \in \mathcal{P}_{R_k}(-b(s)c-\epsilon\epsilon)} F_s(z^*) \text{Res} R_k(z_k) \right) \]

Proof. The two sums correspond with the two types of change of variables relating \( y_1 \) to \( z_k \). Each \( s \in S \) corresponds to one type of change of variable, and \( s' \) corresponds to the other type.

In the case when \( y_1 := z_k - a(s)c \) we pick up all poles of \( \tilde{R}_k(y_1) = R_k(z_k - a(s)c) \) between \(-a(s)c + \epsilon \) and \( \epsilon \). This is the same as picking up all poles of \( R_k(z_k) \) between \( \epsilon \) and \( a(s)c + \epsilon \). In the case \( y_1 := -z_k - b(s)c \) we obtain a sign from the Jacobian; but we also get a sign from the direction of integration over contours. These signs cancel out. Thus, we need to pick poles in the movement of the contour in \( \int \tilde{R}_1(y_1) = \int R_k(-z_k - b(s)c) \) from \( \text{Re}(y_1) = -b(s)c - \epsilon \) to \( \text{Re}(y_1) = \epsilon \). Equivalently, we need to pick poles in the movement of the contour in \( \int R_k(z_k) \) from \( \text{Re}(z_k) = \epsilon \) to \( \text{Re}(z_k) = -b(s)c - \epsilon \). The statement of the proposition readily follows. The difference of signs is because we move through these poles in different directions. \( \square \)

8.2. Pole at 0. We know that for each diagram there exists no more than one arrow of minus-type; this arrow must end in \( k \). It can connect \( k - 1 \) and \( k \) (the first line below), or a number \( x \) and \( k \); in the latter case \( k - 1 \) and \( k \) are connected by an arrow of plus-type (the second line below).

\[ \ldots k - 1 \rightarrow k \leftarrow x \ldots \]  
\[ \ldots k - 1 \rightarrow k \leftarrow x \ldots \]  

Let us introduce a new pairing of \( S \); diagrams in each pair are the same except for the change of plus-type and minus-type arrows leading to \( k \) (as shown in [57]). Note that when \( k \) is at the end of the string, the pairing is between the diagrams

\[ 1 \rightarrow \ldots (k - 1) \rightarrow k \]  
\[ 1 \rightarrow \ldots (k - 1) \rightarrow k \]  

Thus, we partition \( S \) into disjoint pairs. For \( s \in S \) we shall denote \( \bar{s} \in S \) the paired element through this plus/minus arrow switching.

Example 8.4. Diagrams

\[ s = 1 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 2 \]  

and\n
\[ \bar{s} = 1 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 2 \]  

form a pair of the described pairing of \( S \). We have

\[ R_s(z_6) = \frac{15c^5(-2z_6 + 5c)(-2z_6 + 7c)(2z_6 + c)}{z_6(-z_6 + c)^2}, \quad R_\bar{s}(z_6) = \frac{15c^5(2z_6 + 5c)(2z_6 + 7c)(-2z_6 + c)}{-z_6(z_6 + c)^2}. \]

Lemma 8.5. For any \( s \in S \) we have

\[ R_s(z_k) = R_\bar{s}(-z_k), \quad F_s(0) = F_\bar{s}(0). \]

Proof. For two diagrams

\[ i_1 \rightarrow \ldots \rightarrow k - 1 \rightarrow k \leftarrow x \leftarrow \ldots \leftarrow i_2 \]  
\[ i_1 \rightarrow \ldots \rightarrow k - 1 \rightarrow k \leftarrow x \leftarrow \ldots \leftarrow i_2, \]
the substitutions have the form
\[
\begin{align*}
z_1 &= ac - z_k; \
\ldots & \
z_k-1 &= c - z_k; \
z_k &= z_k; \
z_x &= z_k + c; \
\ldots & \
z_{i_2} &= z_k + bc; \
z_{i_1} &= z_k + ac; \
\ldots & \
z_k-1 &= z_k + c; \
z_k &= z_k; \
z_x &= c - z_k; \
\ldots & 
\end{align*}
\]
Note that our initial function \(R(z_1, \ldots, z_k)\) are stable under the transform \(z_k \to (-z_k)\) (due to the fact that the index \(k\) is the largest one). The statements of the lemma are thus clearly visible. □

**Proposition 8.6.** We have
\[
\mathcal{W} = \sum_{s \in \mathcal{S}} \left( - \sum_{z^* \in \mathcal{P}_a(c) \cap \mathcal{S} \cap c} F_s(z^*) \text{Res} \ F_s(z_k) + \sum_{z^* \in \mathcal{P}_a(-b(s)c - e)} F_s(z^*) \text{Res} \ F_s(z_k) \right)
\]

**Remark 8.7.** Note that the only change from Proposition 8.3 is that the residues at 0 do not enter this summation since the interval \([-b(s)c, e]\) is now replaced by \([-b(s)c, -e]\).

**Proof.** Let us consider two diagrams from the same pairing of \(\mathcal{S}\). Lemma 8.5 shows that the poles of \(R_s(z_k)\) and \(R_s(z_k)\) are closely related: If \(\{e_1, \ldots, e_M\}\) are the poles of \(R_s(z_k)\), then \(\{-e_1, \ldots, -e_M\}\) are the poles of \(R_s(z_k)\). It is clear that \(\text{Res} \ R_s(z_k) = - \text{Res} \ R_s(z_k)\). In particular, \(\text{Res} \ R_s(0) = - \text{Res} \ R_s(0)\). Therefore, Lemma 8.5 implies the statement of the proposition. □

We need to prove that \(\mathcal{W}\) is equal to 0. We shall prove a stronger theorem — in fact, cancellations already happen when we fix a complex number as a pole.

**Theorem 8.8.** For any complex number \(z^* \neq 0\) we have
\[
\sum_{s \in \mathcal{S}} F_s(z^*) \text{Res} \ F_s(z_k) = 0.
\]

This theorem is nontrivial for points of the form \(nc/2, n \in \mathbb{N} \setminus \{0\}\), only. We shall prove Theorem 8.8 in next sections. Due to Proposition 8.6 this will imply Theorem 8.2.

8.3. **Structure of poles.** For a fixed diagram \(s \in \mathcal{S}\) we need to understand the structure of the function \(R_s(z_k)\). We shall need some notation.

A diagram \(s \in \mathcal{S}\) gives rise to two disjoint sets \(A(s), B(s) \in \{1, 2, \ldots, k\}, A(s) \cup B(s) = \{1, \ldots, k\}\); the elements of \(A(s)\) are the indices of variables such that the substitution prescribed by \(s\) has a form \(qc - z_k\) for these variables, and the elements of \(B(s)\) are \(k\) and the indices of variables such that the prescribed substitution has a form \(qc + z_k\) for some \(q \in \mathbb{N}\).

For two numbers \(x_1, x_2\) in \(\{1, \ldots, k\}\) we shall write \(\text{set}(x_1, x_2) = 1\) if they both belong to \(A(s)\) or both belong to \(B(s)\), and we shall write \(\text{set}(x_1, x_2) = -1\) otherwise. For any number \(x\) we shall denote by \(\text{prev}(x)\) the number such that the plus-type arrow goes from \(\text{prev}(x)\) to \(x\). In the following, if for some \(x\) the number \(\text{prev}(x)\) does not exist, we assume that all statements about \(\text{prev}(x)\) are true.

**Example 8.9.** For a diagram \(s = 1 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \leftarrow 2\) we have \(A(s) = \{1, 3, 4, 5\}\) and \(B(s) = \{2, 6\}\). We have \(\text{set}(1, 5) = 1, \text{set}(2, 6) = 1, \text{set}(2, 3) = -1, \text{prev}(3) = 1, \text{prev}(6) = 2\).

Let us fix a number \(n \in \mathbb{Z} \setminus \{0\}\). We shall consider some combinatorial quantities which are determined by fixed parameters \(n, A(s), B(s)\). We seek to figure out what order of pole the function \(R_s(z_k)\) has at the point \(z_k = \frac{nc}{2}\). We omit the dependence on \(s\) in notation in the rest of this section because \(s\) will be fixed.
Definition 8.10. Let $\tilde{a}$ be the index such that there is an arrow of minus-type from $z_{\tilde{a}}$ to $z_k$. Let us define a function $v : \{1, \ldots, k\} \to \mathbb{Z}/2$ as follows: Let $v(k) := n/2$, and $v(\tilde{a}) := 1 - n/2$. All other values are defined inductively: If we have $v(x) = l$, then $v(\text{prev}(x)) := l + 1$. We call a pair of numbers $x_1, x_2$ such that $v(x_1) + v(x_2) = 0$ a plus-zero. We call a pair of numbers $x_1, x_2$ such that set$(x_1, x_2) = 1$ and $v(x_1) + v(x_2) = 1$ a plus-pole.

Example 8.11. For the diagram $s$ as in Example 8.9 and $n/2 = 1$ we have $v(6) = 1$, $v(5) = 0$, $v(4) = 1$, $v(3) = 2$, $v(2) = 2$, $v(1) = 3$. We have no plus-zeros, (4, 5) is a plus-pole (but (5, 6) is not a plus-pole).

Lemma 8.12. If $n/2$ is a noninteger then the number of plus-poles is equal to the number of plus-zeros. If $n/2$ is an integer then the number of plus-poles is equal to the number of plus-zeros plus one.

Proof. By definition, we have $v(\tilde{a}) + v(k) = 1$. Therefore, plus-poles and plus-zeros can appear only in one of the sets $A$ and $B$ (if $v(\tilde{a}) < v(k)$ then in $A$, if $v(\tilde{a}) > v(k)$, then in $B$). For $l \in \mathbb{N} \cup \{0\}$ note that in the set $\{-l, -(l - 1), \ldots, 0, \ldots, l, l + 1\}$ the number of pairs with sum 1 is greater than the number of pairs with sum 0 by 1; also note that in the set $\{-l + 1/2, \ldots, 1/2, \ldots, l + 1/2\}$ the number of pairs with sum 1 is equal to the number of pairs with sum 0. The statement of the lemma follows from these observations. □

Definition 8.13. We call a pair of numbers $x_1 < x_2$ such that $v(x_1) - v(x_2) = 0$ a minus-zero. We call a pair of numbers $x_1 < x_2$ such that set$(x_1, x_2) = -1$ and $v(x_1) - v(x_2) = 1$ a minus-pole. Let $N^-_0$ and $N^-_p$ denote the number of minus-zeros and minus-poles, respectively.

Consider a pair of elements $x_1, x_2$ such that set$(x_1, x_2) = -1$, $v(x_1) = v(x_2)$ and prev$(x_2) < x_1$ (recall that if some of elements prev do not exist, corresponding inequalities are assumed to be true); we call such a pair a pivot pair. We shall denote by the symbol $L$ the number of pivot pairs.

Example 8.14. For $s$ and $n$ as above (2, 4), (3, 6), (2, 1) are minus-poles (but (5, 6) is not a minus-pole); (4, 6) and (2, 3) are minus-zeros; also both of these minus-zeros are pivot pairs. Therefore, $L = 2$.

Lemma 8.15. Assume that $N^-_p \geq 1$. For any such diagram and $n$ we have

$$N^-_0 + L - 1 \geq N^-_p.$$ 

Proof. We shall consider the set $Q_r := \{x \in \{1, \ldots, k\} : v(x) \leq r\}$. Let us prove the statement of the lemma by induction in $r \geq \min(v(k), v(\tilde{a}))$; on each step we consider only numbers which belong to $Q_r$.

While increasing $r$ we have the following situations (note that $v^{-1}(r)$ is the preimage under the map $v$ of $r$):

1. $v^{-1}(r)$ and $v^{-1}(r - 1)$ (i.e. their union) consists of one or zero elements. At this point in the induction no minus-poles and minus-zeros exist in $Q_r$, and inequality clearly holds.

2. $v^{-1}(r)$ consists of two elements while $v^{-1}(r - 1)$ consists of one element. The second element in $v^{-1}(r)$ must be $k$ or $\tilde{a}$. We know that $v(k) + v(\tilde{a}) = 1$; therefore, the second element can give a minus-pole only if it is $\tilde{a}$ and $v(\tilde{a}) = 1$, $v(k) = 0$. But we exclude the case $v(k) = n/2 = 0$ from the consideration. Therefore, on this step minus-poles cannot appear. However, one minus-zero appears for sure because we have two elements in the set $v^{-1}(r)$. Thus, our inequality holds.

3. $v^{-1}(r)$ and $v^{-1}(r - 1)$ each consist of two elements. On this step one minus-zero is added. Also it is easy to see that one new minus-pole appears always, and two minus-poles appear
if and only if the pair of numbers forming \( v^{-1}(r - 1) \) is a pivot. Thus, our inequality still holds.

(4) \( v^{-1}(r) \) consists of one element and \( v^{-1}(r - 1) \) consists of two elements. No minus-zero appears on this step, and one minus-pole appears if and only if the pair of numbers forming \( v^{-1}(r - 1) \) is a pivot. Also note that if \( v^{-1}(r) \) consists of zero elements, and \( v^{-1}(r - 1) \) consists of two elements, then no new minus-zeros and minus-poles added on this step, while \( v^{-1}(r - 1) \) is a pivot pair. Therefore, in this case we obtain a stronger inequality \( N_0^0 + L - 2 \geq N_0^0 \).

(5) \( v^{-1}(r) \) and \( v^{-1}(r - 1) \) consist of one element. On these steps new minus-poles and minus-zeros do not appear.

In light of having checked all of these case, we verify the statement of the lemma holds. \( \square \)

**Proposition 8.16.** Assume that a diagram \( s \in S \) has \( L = L(s) \) pivot pairs.

- If \( n/2 \) is a noninteger, then \( R_s(z_k) \) has a pole of order not greater than \( L - 1 \) at the point \( z_k = z^* = n^2 \).
- If \( n/2 \) is an integer, then \( R_s(z_k) \) has a pole of order not greater than \( L \) at the point \( z_k = z^* = n^2 \).

**Proof.** During the transformation of

\[
R(z_1, \ldots, z_k) = \prod_{i<j} \frac{(z_i - z_j) (z_i + z_j)}{(z_i - z_j - c) (z_i + z_j - c)}
\]

into one-dimensional integral over \( z_k \) encoded by a diagram \( s \in S \) some poles disappear. In more detail, in this transformation we use the poles \( z_i - z_j - c \), where \( i < j \) and \( \text{set}(i, j) = 1 \); also we use the pole in \( z_{k-1} + z_k - c \). Therefore, the poles and zeros of the function \( R_s(z_k) \) at \( z^* \) should come from expressions of the other form. It is easy to see that the factor \( (z_i - z_j - c) \) gives rise to a pole of \( R_s(z_k) \) at \( z^* = nc/2 \) if and only if \( (i, j) \) is a minus-pole in our terminology; in the similar vein, the same is true for factors of the form \( (z_i + z_j - c) \) and plus-poles, factors \( (z_i - z_j) \) and minus-zeros, factors \( (z_i + z_j) \) and plus-zeros. Combining Lemmas 8.12 and 8.15 we obtain the statement of the proposition. \( \square \)

**Remark 8.17.** If \( s \) and \( n \) are such that there are no new indices involved in steps 4) and 5) in the proof of Lemma 8.15 then the order of the pole also does not exceed \( L - 1 \), see step 4) of the proof of Lemma 8.15.

### 8.4. Proof of Theorem 8.8

Let us fix \( z^* = nc/2, \ n \in \mathbb{Z}\setminus\{0\} \). Our goal is to prove that the function

\[
\sum_{s \in S} R_s(z) F_s(z)
\]

has no pole at \( z^* \). We shall give a partition of \( S \) into several disjoint sets such that the sum of functions over each set has no pole at \( z^* \). Note that these sets depend on a fixed \( z^* \). Moreover, the value \( F_s(z^*) \) will be the same for diagrams \( s \) from the same set, so our difficulties will come from the sum of the functions \( R_s(z) \).

Let us choose \( s \in S \) and let us describe which diagrams are in the same set with \( s \). Recall that \( L(s) \) is the number of pivot pairs in \( s \), and that the order of the pole at \( z^* \) of the function \( R_s(z_k) \) does not exceed \( L(s) \).

**Definition 8.18.** For the set \( A(s) \) let us consider all elements of pivot pairs in this set: \( w_1 < w_2 < \cdots < w_{L(s)} \). For \( 1 \leq i \leq L(s) - 1 \) we consider the set \( A_i = \{ \text{prev}(w_i), \text{prev}(\text{prev}(w_i)), \ldots, w_{i+1} \} \); we call \( A_i \) a block. We also give the same definition for blocks \( B_i \) in \( B(s) \). Note that for each \( i, A_i \) and
$B_i$ start and end with the elements of the same pivot pairs and have the same values of the function $v_s$ on its elements (see the definition of the function $v = v_s$ in Definition 8.10).

We obtain the function $R_s(z_k)$ after certain substitution of variables prescribed by the diagram $s$. After this all variables $z_i$ are expressed through the variable $z_k$; let us denote by $z_i^s$ the value of variable $z_i$ after the substitution prescribed by $s$.

Let us also make a change of variables $\epsilon_k := z_k - nc/2$. It is easy to see that other variables can be written in the following way: if $i \in A(s)$, then $z_i^s = v(i)c - \epsilon_k$; if $i \in B(s)$, then $z_i^s = v(i)c + \epsilon_k$.

Our key transformation is a “swap” of blocks $A_i$ and $B_i$. For a diagram $s \in S$ we can consider the sets $A_i := (A \backslash A_i) \cup B_i$ and $B_i := (B \backslash B_i) \cup A_i$. Note that for any $x \in \{A_i, B_i\}$ and $y \in \{1, \ldots, k\}\\{A_i, B_i\}$ inequalities $x < y$ and $v(x) > v(y)$ are true or false simultaneously; this follows from the definition of pivot pairs and the fact that our blocks start and end with elements of the same pivot pairs. We obtain that the sets $A_i$ and $B_i$ give rise to the new diagram $s^i$.

**Example 8.19.** For a diagram

$$1 \leftrightarrow 2 \leftrightarrow 3 \leftrightarrow 6 \Rightarrow 7 \Leftarrow 8 \Leftrightarrow 5 \Leftrightarrow 4$$

and the pole at $z_k = c$ we have $n = 2$, $z_8 = c + \epsilon_k$, $z_7 = 0 - \epsilon_k$, $z_5 = 2c + \epsilon_k$, $z_4 = 3c + \epsilon_k$, $z_3 = 2c - \epsilon_k$, $z_2 = 3c - \epsilon_k$, $z_1 = 4c - \epsilon_k$. It is convenient to depict this diagram and $n$ as a diagram

$$\begin{array}{cccc}
7 & 6 & 3 & 2 \\
\uparrow & \uparrow & \uparrow & \uparrow \\
8 & 5 & 4
\end{array}$$

In such a diagram the numbers with the same value of $v$-function are on the same vertical.

The pairs $(6, 8)$ and $(2, 4)$ are pivot pairs, and $(3, 5)$ is not a pivot pair because 4 is to the right of 3 on the diagram above. $A_1$ is $\{3, 2\}$, and $B_1$ is $\{5, 4\}$.

The diagram $s^1$ is

$$1 \leftrightarrow 4 \leftrightarrow 5 \leftrightarrow 6 \Rightarrow 7 \Leftarrow 8 \Leftrightarrow 3 \Leftrightarrow 2.$$ 

It turns out that we can control how the functions $R_s(z_k)$ and $R_{s^i}(z_k)$ are related. Let us describe this relation.

Recall that the function $R(z_1, \ldots, z_k)$ is obtained as a product of factors $\frac{(z_i-z_j)(z_i+z_j)}{(z_i-z_j-c)(z_i+z_j-c)}$ over all pairs of integers; when we consider a one-dimensional integral some factors disappear, and we should substitute $z_i^s = v_s(r) + \epsilon_k$ into all other factors.

Note that the values of variables from the blocks $A_i$ and $B_i$ change as $v_s(z_j) + \epsilon_k \rightarrow v_s(z_j) - \epsilon_k$ and vice versa in $s$ and $s^i$. All other variables remain the same.

Let $I_i$ be the subset of all pairs of numbers from 1 to $k$ such that both elements of the pair belong to $A_i \cup B_i$. Let

$$R_{I_i}(z_1, \ldots, z_k) := \prod_{(a,b) \in I_i} \frac{z_a - z_b}{z_a - z_b - c},$$

and let $R_{s,i}(\epsilon_k)$ be the function obtained from $R_{I_i}$ after all substitutions prescribed by $s$. Note that we can write

$$R_s\left(\frac{nc}{2} + \epsilon_k\right) = R_{s,0}\left(\frac{nc}{2} + \epsilon_k\right) R_{s,i}\left(\frac{nc}{2} + \epsilon_k\right),$$

where the function $R_{s,0}$ comes from the product of all other factors.

**Lemma 8.20.** We have

$$R_{s,i}\left(\frac{nc}{2} + \epsilon_k\right) = R_{s,0}\left(\frac{nc}{2} + \epsilon_k\right) R_{s,i}\left(\frac{nc}{2} - \epsilon_k\right).$$

Therefore, in order to obtain the function $R_{s,i}(\epsilon_k)$ from $R_s(\epsilon_k)$ we need to change the sign of the variable $\epsilon_k$ in some part of the expression.
Proof. Note that the whole set of variables takes exactly the same values in the cases of \( s \) and \( s^i \). Therefore, the product of factors of the form \((z_i + z_j)\) and \((z_i + z_j - c)\) over all pairs gives exactly the same in both cases.

If both indices are inside \( \mathcal{A}_i \cup \mathcal{B}_i \), then the value of \((z_i - z_j)\) can be obtained by the change \( \epsilon_i \rightarrow (-\epsilon_i) \), because in both variables this change happens.

Let us consider the case when one variable \( j \) is outside of blocks, while the other variable is inside blocks. Assume that \( j \) is less than all numbers inside the blocks (the opposite case, when \( j \) is greater than all numbers inside the blocks, can be considered in the same way). We can group all these factors into pairs

\[
\frac{(z_j - z_a)(z_j - z_{\bar{a}})}{(z_j - z_a - c)(z_j - z_{\bar{a}} - c)},
\]

where \((a, \bar{a})\) are such that \( a \in \mathcal{A}_i, \bar{a} \in \mathcal{B}_i \), and \( v_s(a) = v_s(\bar{a}) \). Note that in both cases \((s \text{ and } s^i)\) the expression above is equal to

\[
\frac{(z_j^s - v_s(a) - \epsilon_k)(z_j^s - v_s(a) + \epsilon_k)}{(z_j^s - v_s(a) - c - \epsilon_k)(z_j^s - v_s(a) + \epsilon_k - c)}
\]

therefore, the product over the pairs with fixed index \( j \) outside the blocks and another index from the blocks gives the same expression for the diagrams \( s \) and \( s^i \).

Now we are able to prove Theorem \ref{thm.main} in the case of non-integer \( n/2 \). We know that in this case the order of the pole does not exceed \( L(s) - 1 \). We also know that the diagram \( s \) contains \( L(s) - 1 \) pairs of blocks \((\mathcal{A}_1, \mathcal{B}_1), \ldots, (\mathcal{A}_{L-1}, \mathcal{B}_{L-1})\). Let us “swap” these blocks in all possible ways. We obtain \( 2^{L(s) - 1} \) different diagrams; denote this set by \( T_s \).

It is enough to prove that the sum of \( R_s(z_k) \) over \( T_s \) does not have a pole at \( z^* \). Indeed, the value of \( F_s(z_k) \) is the same for any diagram \( s \) from \( T_s \), because all variables take the same values for diagrams from \( T_s \).

Note that the sets of pairs of indices in which the transformation \( \epsilon_k \rightarrow (-\epsilon_k) \) happens do not intersect for different parameters \( i \) of blocks \((\mathcal{A}_i, \mathcal{B}_i)\). Therefore, one can write

\[
R_s(nc/2 + \epsilon_k) = \hat{R}_{s,0}(nc/2 + \epsilon_k)R_{s,1}(nc/2 + \epsilon_k) \ldots R_{s,L(s)-1}(nc/2 + \epsilon_k),
\]

where \( \hat{R}_{s,0} \) does not change under our “swaps”, and \( R_{s,i} \) corresponds to the “swap” of \((\mathcal{A}_i, \mathcal{B}_i)\).

With the use of Lemma \ref{lem.main} we see that the sum of all functions corresponding to these \( 2^{L(s) - 1} \) diagrams can be written as

\[
\hat{R}_0\left(\frac{nc}{2} + \epsilon_k\right)\sum_{s \in T_s} R_1\left(\frac{nc}{2} \pm \epsilon_k\right) \ldots R_{L-1}\left(\frac{nc}{2} \pm \epsilon_k\right).
\]

Now we need to consider a pole of this sum at \( \epsilon_k = 0 \). Consider the pairs of indices such that one of them belongs to \( \mathcal{A}_i \) and the other one belongs to \( \mathcal{B}_i \). It is easy to see that there are exactly \(|\mathcal{A}_i|\) minus-zeroes among these pairs, and exactly \(|\mathcal{A}_i| - 1\) minus-poles. Therefore, there are exactly \(2|\mathcal{A}_i| - 1\) changes of signs in the factors which give \( \epsilon_k \) or \( \epsilon_k^{-1} \). Thus, the sum in the previous formula can be written as

\[
\hat{R}_0\left(\frac{nc}{\deg_z} + \epsilon_k\right)\sum_{s \in T_s} (-1)^{\text{number of minuses}} \hat{R}_1\left(\frac{nc}{2} \pm \epsilon_k\right) \ldots \hat{R}_{L-1}\left(\frac{nc}{2} \pm \epsilon_k\right),
\]
where $\tilde{R}_0$, $\tilde{R}_i$ has no singularities at $\epsilon_k = 0$ and the degree $\text{deg}$ does not exceed $L(s) - 1$. But one can write such a sum in the form

$$\frac{\tilde{R}_0(\frac{nc}{2} + \epsilon_k)}{\epsilon_k^{\text{deg}}} \left( \tilde{R}_1 \left( \frac{nc}{2} + \epsilon_k \right) - \tilde{R}_1 \left( \frac{nc}{2} - \epsilon_k \right) \right) \cdots \left( \tilde{R}_{L-1} \left( \frac{nc}{2} + \epsilon_k \right) - \tilde{R}_{L-1} \left( \frac{nc}{2} - \epsilon_k \right) \right).$$

It is clear that such an expression does not have a pole at $\epsilon_k = 0$.

One can readily see that all diagrams from $S$ can be split into such disjoint groups $T_s$. This completes the proof of Theorem 8.8 in the case of non-integer $n/2$.

Now we need to consider the case when $n/2$ is an integer. In this case the order of the pole at $\epsilon_k = 0$ can be equal to $L(s)$. The proof uses the same mechanism, but we need to consider one more allowed transform of the diagram $s$ (in addition to “swaps” of blocks $A_i$ and $B_i$ for $1 \leq i \leq L(s) - 1$). Let us define new blocks $A_L = \{x \in A(s) : x < w_L\}$ and $B_L = \{x \in B(s) : x < w'_L\}$ (see the definition of $w_L, w'_L$ in Definition 8.18).

First, let us consider the case when both new blocks are empty. Then the results of Section 8.3 (see Remark 8.17) show that the order of the pole at $\epsilon_k = 0$ does not exceed $L(s) - 1$; therefore, it is enough to consider “swaps” of previously defined blocks in order to obtain a cancelation of residues.

In the general case, the difference of this pair of blocks from the previous ones is that in this pair the blocks can have different number of elements. However, we still can “swap” these blocks as we did above and obtain a new diagram which we denote $s^L$ (again, we obtain a correctly defined diagram due to the definition of pivot pairs).

Let us describe how the functions $R_s(z_k)$ and $R_{s,L}(z_k)$ are related.

**Definition 8.21.** We call the elements of $A_L \cup B_L$ which belong to some minus-zero regular, and we call other numbers from $A_L \cup B_L$ irregular. Let us denote by $P$ the elements from $\{1, \ldots, k\}\backslash(A_L \cup B_L)$ which belong to some minus-zero; the other elements from $\{1, \ldots, k\}\backslash(A_L \cup B_L)$ we denote by $N/P$.

**Example 8.22.** Consider a diagram with $n/2 = -1$ represented by the diagram

```
  15 13 12 10 9 8 6 5 3 1
  14 11 7 4 2
```

For this diagram we have 1 plus-zero (12, 15), 2 plus-poles (10, 15) and (12, 13), 5 minus-zeros, 6 minus-poles, two pivot pairs (7, 8) and (9, 11) (other minus-zeros are not pivot pairs), $L(s) = 2$. We have $A_1 = \{7\}$ and $B_1 = \{8\}$, $A_2 = \{2, 4\}$ and $B_2 = \{1, 3, 5, 6\}$. The indices $\{1, 3\}$ are irregular, the indices $\{2, 5, 4, 6\}$ are regular. The set $N/P$ is $\{12, 13, 15\}$ and the set $P$ is $\{7, 8, 9, 11, 10, 14\}$.

Let $J_1$ be the set of pairs of indices such that one of the indices is irregular and another belongs to $N/P$. Let $J_2$ be the set of pairs of indices such that one of the indices is irregular and another belongs to $P$. Let $J_3$ be the set of pairs of indices such that both indices belong to $A_L \cup B_L$.

Let

$$R_{J_1,L}(z_1, \ldots, z_k) := \prod_{(i,j) \in J_1} \frac{z_i + z_j}{z_i + z_j - c} \frac{z_i - z_j}{z_i - z_j - c},$$

$$R_{J_2,L}(z_1, \ldots, z_k) := \prod_{(i,j) \in J_2} \frac{z_i + z_j}{z_i + z_j - c} \frac{z_i - z_j}{z_i - z_j - c},$$

$$R_{J_3,L}(z_1, \ldots, z_k) := \prod_{(i,j) \in J_3} \frac{z_i + z_j}{z_i + z_j - c} \frac{z_i - z_j}{z_i - z_j - c}.$$
let \( R^1_L(nc/2 + \epsilon_k) \), \( R^2_L(nc/2 + \epsilon_k) \), and \( R^3_L(nc/2 + \epsilon_k) \) be the functions which are obtained from the functions above after the substitution of variables prescribed by \( s \), and let

\[
R_{s,L}(\frac{nc}{2} + \epsilon_k) := R^1_s(\frac{nc}{2} + \epsilon_k) R^2_s(\frac{nc}{2} + \epsilon_k) R^3_s(\frac{nc}{2} + \epsilon_k).
\]

Note that we can write

\[
R_s(\frac{nc}{2} + \epsilon_k) = \hat{R}_{s,0}(\frac{nc}{2} + \epsilon_k) R_{s,L}(\frac{nc}{2} + \epsilon_k),
\]

where \( \hat{R}_0 \) comes as a product over other pairs of indices.

**Lemma 8.23.** We have for \( j = 1, 2, 3 \)

\[
R^j_{s,L}(\frac{nc}{2} + \epsilon_k) = \hat{R}^j_s(\frac{nc}{2} - \epsilon_k).
\]

We also have the equality

\[
R_{s,L}(\frac{nc}{2} + \epsilon_k) = \hat{R}_0(\frac{nc}{2} + \epsilon_k) R_L(\frac{nc}{2} - \epsilon_k),
\]

similar to the case of other blocks.

**Proof.** Let \( i \) be an irregular index; it is less than indices from \( \mathcal{P} \) and \( \mathcal{N}\mathcal{P} \) due to the definition of a pivot pair. Then \( z^s_i = v_s(i)c + \epsilon_k \).

Let \( N := \max(n/2, -n/2) \); after the substitution prescribed by \( s \) the variables from \( \mathcal{N}\mathcal{P} \) take values \( \{-Nc + \epsilon_k, \ldots, 0 + \epsilon_k, \ldots, Nc + \epsilon_k\} \) or the same expressions with \( (-\epsilon_k) \) instead of \( (+\epsilon_k) \). Assume that the \( + \) sign appears here; the opposite case can be considered in the same way. For an index \( j \in \mathcal{N}\mathcal{P} \) with \( z^s_j = v_s(j)c + \epsilon_k \) let \( j \) denote the index such that \( z^s_j = -v_s(j)c + \epsilon_k \).

For a fixed irregular index \( i \) and for any \( j \in \mathcal{N}\mathcal{P} \) one can directly verify that the sets \( \{z^s_i - z^s_j, z^s_i + z^s_j\} \) and \( \{z^s_{i'} - z^s_{j'}, z^s_{i'} + z^s_{j'}\} \) are obtained from each other by \( \epsilon_k \rightarrow (-\epsilon_k) \). Also the same is true for the sets \( \{z^s_{i'} - z^s_{j'}, z^s_{i'} + z^s_{j'}\} \) and \( \{z^s_i - z^s_j, z^s_i + z^s_j\} \). The statement of the lemma about the function \( R^1_s \) follows from this.

For any \( a \in \mathcal{P} \) denote by \( b \) the index such that \( (a, b) \) is a minus-zero. We have \( z^s_a = v_s(a) + \epsilon_k \) and \( z^s_b = v_s(a) - \epsilon_k \) (or vice versa). One can directly verify that the sets \( \{z^s_i - z^s_a, z^s_i + z^s_b\} \) and \( \{z^s_{i'} - z^s_{a'}, z^s_{i'} - z^s_{b'}\} \) are obtained from each other by \( \epsilon_k \rightarrow (-\epsilon_k) \). Also the same is true for the sets \( \{z^s_a + z^s_{a'}, z^s_{b'} + z^s_{b'}\} \) and \( \{z^s_{a'} + z^s_{a'}, z^s_{b'} + z^s_{b'}\} \). The statement of the lemma about the function \( R^2_s \) follows from this.

If both indices belong to \( A_{L(s)} \cup B_{L(s)} \), then in both indices the change \( \epsilon_k \rightarrow (-\epsilon_k) \) happens. The statement of the lemma about the function \( R^3_s \) follows from this.

If both indices do not belong to \( A_{L(s)} \cup B_{L(s)} \), then obviously corresponding factors do not change.

The only remaining case is that one index is regular, and the other is from \( \{1, \ldots, k\} \setminus (A_L \cup B_L) \); the product over corresponding factors does not change — this can be shown in the same way as in the proof of Lemma 8.20.

Note that the sets of pairs of indices which give rise to the change \( \epsilon_k \rightarrow (-\epsilon_k) \) in corresponding factors do not intersect for the pairs of blocks \( (A_1, B_1), \ldots, (A_L, B_L) \). Let us swap these blocks in all possible ways, obtaining \( 2^L \) different diagrams. Recall that the order of the pole at \( \epsilon_k = 0 \) does not exceed \( L \). In exactly the same way as before we can show that the sum over these diagrams does not have a pole at \( \epsilon_k = 0 \) which implies Theorem 8.3 in the general case.

\[\square\]
Example 8.24. Consider the diagram $s$

$$1 \xleftarrow{s} 2 \xrightarrow{s} 3 \xrightleftharpoons{s} 6 \xrightarrow{s} 7 \xrightarrow{s} 8 \xleftarrow{s} 5 \xleftarrow{s} 4.$$ 

One can compute that

$$R_s(z_8) = \frac{315(-2z_8 + 5c)(2z_8 + c)c^7(-2z_8 + 9c)(-2z_8 + 7c)(-4z_8^2 + 9c^2)}{(-2z_8 + c)^2(-z_8 + c)^2z_8^2}.$$ 

and the residue at point $z_8 = c$ is equal to $-4110750c^8$. In this case our blocks are $A_1 = \{2, 3\}$, $B_1 = \{4, 5\}$, $A_2 = \{1\}$, and the block $B_2$ is empty. Transposing these blocks in all possible ways we obtain three new diagrams:

1. $1 \xrightarrow{s} 4 \xrightarrow{s} 5 \xrightarrow{s} 6 \xrightarrow{s} 7 \xrightarrow{s} 8 \xleftarrow{s} 3 \xleftarrow{s} 2$,
2. $2 \xrightarrow{s} 3 \xrightarrow{s} 6 \xrightarrow{s} 7 \xrightarrow{s} 8 \xleftarrow{s} 5 \xleftarrow{s} 4 \xleftarrow{s} 1$,
3. $4 \xrightarrow{s} 5 \xrightarrow{s} 6 \xrightarrow{s} 7 \xrightarrow{s} 8 \xleftarrow{s} 3 \xleftarrow{s} 2 \xleftarrow{s} 1$.

Computations of residues of functions corresponding to these diagrams at the point $z_8 = c$ give numbers $-850500c^8$, $3827250c^8$, and $1134000c^8$; we have

$$-4110750 - 850500 + 3827250 + 1134000 = 0.$$
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