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ABSTRACT

This paper focuses on a simple, yet fundamental question: “Can a node infer the wireless channels on one frequency band by observing the channels on a different frequency band?” This question arises in cellular networks, where the uplink and the downlink operate on different frequencies. Addressing this question is critical for the deployment of key 5G solutions such as massive MIMO, multi-user MIMO, and distributed MIMO, which require channel state information.

We introduce R2-F2, a system that enables LTE base stations to infer the downlink channels to a client by observing the uplink channels from that client. By doing so, R2-F2 extends the concept of reciprocity to LTE cellular networks, where downlink and uplink transmissions occur on different frequency bands. It also removes a major hurdle for the deployment of 5G MIMO solutions. We have implemented R2-F2 in software radios and integrated it within the LTE OFDM physical layer. Our results show that the channels computed by R2-F2 deliver accurate MIMO beamforming (to within 0.7 dB of beamforming gains with ground truth channels) while eliminating channel feedback overhead.

1. INTRODUCTION

The high cost of cellular spectrum has motivated network providers to seek advanced MIMO techniques to improve spectral efficiency [22, 3, 54]. Yet, only point-to-point MIMO multiplexing can be performed efficiently in current networks [24]. More advanced MIMO solutions such as massive MIMO [31], coordinated multi-point [32], distributed MIMO [39], and multi-user MIMO [5], all require the base station to know the downlink channels prior to transmission. In the absence of this information, the base station cannot beamform its signal to its users. Today, the only way to learn the downlink channels is to have the user perform the measurements and send the channels back to the base station. Measuring the channels on the one thousand LTE subcarriers for every antenna on the base station, and feeding those measurements back to the base station generates much overhead [9, 54, 52, 44]. This feedback overhead is excessive even in today’s networks which have a limited number of antennas on the base station — about 4.6 Mb/s of signaling per user in a 20 MHz 4×2 network [22, 3]. The problem escalates in future 5G networks which rely on large MIMO systems with many antennas (massive MIMO, CoMP, etc.). In fact, the LTE standardization body that is investigating high-order MIMO systems with up to 64 antennas (Release 13), has declared this problem as a major challenge for future LTE networks [24].

The goal of this paper is to enable cellular base stations to estimate the downlink channels without any user feedback. A natural approach that can help us achieve this goal is channel reciprocity [26]. Reciprocity implies that uplink and downlink channels are the same, so long as both the base station and the clients transmit on the same frequency band. Indeed, reciprocity has been proposed to minimize channel feedback in WiFi networks [33, 15], where both the access point and its clients transmit on the same frequency. Unfortunately, the vast majority of today’s cellular connections (including every LTE network in the U.S. [41]) employ Frequency Division Duplexing (FDD) [21], i.e., they transmit data from the phone and base station at different dedicated frequency bands. Thus, extending reciprocity to LTE networks requires answering the following fundamental question: How do we infer the wireless channels on one frequency band by observing those channels on a different band?

1For example, with 64-antenna base stations, the need to learn the downlink channels consumes 48% of the traffic generated by the base station, simply to send per-antenna reference signals [24].

2Modulo a constant factor.
We introduce R2-F2, a system that does exactly that—i.e., it can infer the RF channels on one band by observing them on a different band. Before we dive into R2-F2, let’s explain why wireless channels vary across frequency bands in the first place. RF signals are waves whose phase changes with time and frequency. The wireless channels are the result of those waves traversing multiple paths, reflecting off walls and obstacles, then combining at the receiver. Due to their frequency-dependent phases, RF waves that combine to reinforce each other on one frequency may cancel each other on another frequency. As a result, wireless channels could look quite different at different frequencies.

R2-F2 infers wireless channels across frequencies by leveraging a simple observation: while the channels change with frequencies, the underlying physical paths traversed by the signal stay the same. Hence, R2-F2 operates by identifying a transform that allows it to map the observed channels to the underlying paths, then map them back to the channels at a different frequency, as shown in Fig. 1.

But how do we identify a frequency-invariant transform for mapping channels to paths? It is natural to look into past work on RF-based localization systems since, like us, they need to relate RF channels to the underlying paths. Localization systems [53, 27, 4, 29, 28] exploit the MIMO antennas on a base station to create a power profile that shows the spatial directions of the incoming signal, as illustrated in Fig. 2. Each peak in the profile is, then, associated with the direction of an underlying path. Unfortunately, these localization power profiles are unsuitable for our purpose. While they reveal information about the direction of the signal, they lack information about the exact distance travelled by the signal and whether the path is direct or reflected off a wall. Such missing parameters introduce frequency-dependent phase variations in RF waves travelling along different spatial paths, and hence, change the channel values. Furthermore, in §4, we show that, due to windowing and superposition effects, the power profiles change with frequency and deviate from the spatial directions of the underlying paths. Our empirical results in §8 demonstrate that using the localization power profiles for recovering the underlying channels eliminates 60% of MIMO SNR gains.

R2-F2 builds on the insights learned from RF-localization, but it is the first to enable LTE base stations to infer the downlink channels without any feedback, and at an accuracy suitable for MIMO techniques. In §5, we explain how we design a channel-to-path transform that incorporates the information needed to predict channels across frequencies. We further embed this transform in a full system that overcomes additional practical challenges, including accounting for: (1) frequency offset between the user and the base station; (2) hardware differences in transmit and receive chains; and (3) packet detection delay— all of which affect wireless channels differently at different frequency bands.

We built R2-F2 in USRP radios and integrated it with LTE OFDM. Our testbed emulates a small cell setting with a 5-antenna LTE base station. We deploy our base station within a few meters from one of the LTE base stations on our campus. Since we cannot transmit in the cellular spectrum, we operate our testbed on the 640-690 MHz white space frequency band, which is in the vicinity of the Verizon LTE band (only 30 MHz away). Our results reveal the following:

- For an uplink-downlink frequency separation equal to that in AT&T and Verizon networks, the channels computed by R2-F2 deliver accurate MIMO beamforming within 0.7 dB of the beamforming obtained with the ground-truth channels. The resulting SNR increase has improved the average data rates in our testbed by 1.7×. This result shows that R2-F2 can be used by MIMO solutions to deliver LTE throughput gain while eliminating channel feedback overhead.
- R2-F2 can also be used to eliminate interference at cell edges and improve spatial reuse. In our testbed, R2-F2 reduced the SNR of the interfering signal from 9 dB to only 0.9 dB.
- The quality of R2-F2’s inferred channels remains high across frequencies separated by up to 40 MHz, which is larger than the LTE uplink-downlink separation in most US LTE deployments. Further, the degradation of SNR with uplink-downlink separation is less than 0.2 dB per 10MHz.

To our knowledge, R2-F2 is the first system that demonstrates the practicality of inferring LTE downlink channels from uplink channels using reciprocity and without channel feedback. This result contributes a better understanding of reciprocity in FDD systems, and a solution to one of the important challenges facing future 5G MIMO networks.

2. RELATED WORK

Related work falls under two broad categories.

(a) Channel Estimation in Cellular Networks: Much prior work has reported the excessive overhead associated with channel estimation and feedback in cellular networks [9, 54, 22, 52, 44]. Even in today’s networks, which have a relatively small number of antennas, the feedback overhead can be prohibitive—as much as 4.6 Mb/s of signalling traffic per user in a 4×2 system [22, 3]. All recent LTE releases recognize this challenge [3, 2, 1]. To mitigate the problem, the standard allows for either sending full channel information, or compressing the information using a codebook of limited values. Unfortunately, neither option is satisfactory since the former causes excessive overhead,
whereas the latter leads to poor channel resolution that impedes the gains of MIMO techniques [34, 14, 25]. As a result, only point-to-point MIMO is common in today’s LTE networks (in the US), and more advanced techniques, such as MU-MIMO have yet to gain deployment traction [13]. This problem is increasingly critical with the advent of 5G networks which rely on large MIMO systems (e.g., massive MIMO) to increase spectral efficiency [30, 45].

Past work on addressing this problem has focused on various techniques for compressing channel feedback [9, 54, 40, 45]. R2-F2 is motivated by the same desire of learning downlink channels with minimal overhead, but it aims to eliminate channel feedback altogether, and replace it with passive inference of channel values.

A few papers study reciprocity in the context of FDD systems. In particular, Hugl et al [19] observe that the channels at two cellular FDD bands are correlated and hence postulate that one can infer downlink channels from uplink channels. Some papers [18, 20, 36, 37] propose theoretical models that use large antenna arrays to infer channels on the downlink from those on the uplink. Their models are either based on long-term channel statistics and do not account for fast variations, or are based on the angle of arrival power profile (used in RF localization), which we show in §8 to yield poor performance in practice. Further, they do not account for practical challenges in system design such as the limited LTE bandwidth (typically 10MHz), carrier frequency offset (CFO) and detection delay. In contrast, R2-F2 does not need long-term statistics and is empirically demonstrated in a testbed deployment. R2-F2 achieves this through a new design that relates the channels to frequency-invariant parameters (e.g., path lengths), compensates for frequency dependent parameters (e.g., path phases), and accounts for distortion factors (e.g., window effect).

(b) Related Work Outside Cellular Networks: R2-F2 is related to the problem of channel quality estimation. Some applications aim to infer channel quality on a particular frequency band, but do not need the exact channel values. For example, two WiFi nodes may want to select the best quality WiFi channel for their connection without actively running measurements on all WiFi channels [10, 42]. The same applies to cognitive radios in the White Spaces [38]. These systems observe the channel on one or more bands and use that information to infer the SNR of the channel on a different band –i.e., the channel quality. In contrast, R2-F2 needs to infer the full channel values–i.e., it needs both the phase and the magnitude of the channel for every OFDM sub-carrier and every antenna.

R2-F2 is also related to past work that focuses on estimating the channels across a large band of spectrum by subsampling the frequencies in that band. For example, the work in [6] subsamples the spectrum and uses compressive sensing to recover the channel values at the missed bands. This approach does not apply to LTE networks since the observed uplink channels do not satisfy the sampling requirements of compressive sensing (i.e. the uplink channel is only available on one contiguous band).

There is also a large body of work that aims to predict wireless channels in the future based on their values in the past [51, 8, 12]. This work does not predict channels across frequency bands. R2-F2 is complementary to this work in that it estimates wireless channels at different values of frequency as opposed to different points in time.

Finally, we note that R2-F2 is related to a wide range of systems for the TV whitespaces that aim to predict occupancy [7, 43] or interference [55] by hopping between a minimal number of frequency bands. R2-F2 complements these systems by estimating the wireless channel at any target frequency band based on sampling the channel at one other band.

3. BACKGROUND

In this section, we list a few known results in modeling wireless channels, which are important for the rest of the exposition. Note that the mathematical expressions refer to the transmission frequency by the corresponding wavelength λ.

Wireless channels describe how the signal changes as it propagates from transmitter to receiver. They are a direct function of the paths along which the signal propagates as well as the transmission frequency. In particular, the channel of a narrowband signal traversing a single path is given by [47]:

$$h = ae^{-j2\pi \frac{d}{\lambda} + j\phi}$$

(1)

where λ is the wavelength, a is the path attenuation, d is the distance the path traverses, and ϕ is a frequency-independent phase that captures whether the path is direct or reflected.

Since the signal travels along multiple paths, say N, the channel at a receive antenna can be written as:

$$h = \sum_{n} a_n e^{-j2\pi \frac{d_n}{\lambda} + j\phi_n}$$

(2)

which is the sum of the channel components over all paths that the signal takes between transmitter and receiver.

Finally, we note that base-stations have multiple antennas, so they obtain one channel per antenna. For a K antenna base station, the set of channels, h_l on antenna i is:

$$h_l = \sum_{n} \left( a_n e^{-j2\pi \frac{d_n}{\lambda} + j\phi_n} \right) e^{-j2\pi \frac{\theta_n}{\lambda} l}$$

(3)

where θ_n is the angle-of-arrival of the signal along path n, d_n is the distance travelled by the signal along path n to the first antenna and l is the pairwise separation between antennas on the base station. Note that the above equation depends both on frequency and all underlying signal propagation paths.

4. INTUITION UNDERLYING R2-F2

R2-F2’s primary objective is to infer wireless channels on a target frequency band, given the wireless channels on a different frequency band. In order to achieve this objective, R2-F2 relies on the observation that the channels are the direct result of the signal paths. While the channels change.
Figure 3: Transforming Signal Paths to Channels on Two Frequency Bands: (a) Consider two signal paths emerging from 80° and 105° as shown. Their corresponding attenuations are: $a_1, a_2$, distances traversed are $d_1, d_2$, and phase offsets due to reflectors (or lack there-of) $\phi_1, \phi_2$. (b)-(b') Depicts the signal components of individual paths across angle-of-arrival. We observe two spikes at 80° and 105° as expected scaled by the respective path amplitudes. The peaks differ only in phase. (c)-(c') Incorporates the windowing effect that causes the peaks to be convolved with sinc functions. The red and blue sinc correspond to the red and blue path. Further, the width of the sincs changes with frequency. (d)-(d') Depicts the superposition of the sinc functions in both frequency bands. The two plots look very different – both due to the difference in shape of the sincs as well as the difference in their phases. (e)-(e') Denotes the wireless channels obtained after applying the Fourier Transform on the two bands – two different sets of values.

across frequencies, the underlying paths stay the same. Thus, if one could obtain a frequency-invariant representation of signal paths from wireless channels on any given frequency, one can recreate an estimate of the channels at any other frequency of interest.

But what is a frequency-independent representation of signal paths that can be mapped to (and from) wireless channels? The answer to this question lies in Eqn. 3, which defines wireless channels based on underlying propagation paths. Specifically, wireless channels $h_n$ depend on four distinct attributes of signal paths: (1) Their attenuation $a_n$; (2) Their frequency-independent phase $\phi_n$, that distinguishes the direct path from reflected paths; (3) Their angle of arrival $\theta_n$; (4) The distance they traverse $d_n$. These four quantities, when listed for each path, fully define the wireless channels on any given frequency. More importantly, none of these parameters depend on the frequency at which the channel is obtained. In other words set of four-tuples of the form $(a_n, \phi_n, \theta_n, d_n)$ is a natural representation of signal paths that is frequency-invariant.

Now that we have a representation of signal paths, we need to understand how to extract it given wireless channels on any frequency. To do so, observe that wireless channels in Eqn. 3 take the form of the familiar discrete Fourier transform (parameterized by spatial angle-of-arrival $\cos \theta$). In particular, this Fourier transform takes as input quantities that depend directly on our signal path four-tuples. Since the discrete Fourier transform is invertible, one might wonder if we can simply apply the inverse Fourier transform to retrieve the signal paths given wireless channels. Unfortunately, our task is not this simple. This is because, upon inverting the Fourier transform, we get quantities that depend not just on our signal path four-tuples, but also the frequency. As a result, teasing apart signal four-tuples from wireless channels requires removing this dependency on frequency.

To understand how to achieve this, it is instructive to study how the same signal 4-tuples manifest as different wireless channels on two different frequencies, say 600MHz and 650MHz. We do so in the context of a specific example. Consider Fig. 3(a) which depicts signals from the phone to the base station traversing two paths. Let the corresponding signal path 4-tuples be: $(a_1, \phi_1, \theta_1 = 80^\circ, d_1 = 19.5m)$ and $(a_2, \phi_2, \theta_2 = 105^\circ, d_2 = 23m)$. These undergo four distinct transformations, inclusive of the Fourier transform, before they become the overall wireless channels on the two frequencies (from Fig. 3(a) to (e)-(e')) as described below:

- **Phase Variation (Fig. 3(a) to (b)-(b'))**: We first begin by mapping the signal path 4-tuples to inputs of the Fourier transform. Recall from Eqn. 3 that these inputs are simply the wireless channel components along individual paths at the two frequencies. Fig. 3(b)-(b') visualizes the amplitude and phase of the signal components from the two paths across angle-of-arrival. As expected, both these plots have two spikes that correspond to the two paths, scaled by their respective attenuations. In fact, the two
plots differ only in the phase of the spikes, which scales inversely with the wavelength of the two bands.

- **Windowing Effect (Fig. 3(b)-(b') to (c)-(c'))**: Before we can apply the Fourier transform, we need to account for an effect that occurs since the cellular base station has a limited number of antennas (5 in our example). Specifically, this means that the base station samples the signal from the two paths within a window of space (the space between the first and last antenna). Since the channels are observed only within a window of space, the signal’s angles of arrival are convolved with a sinc function. This is a standard property of the Fourier transform: multiplying by a window in one domain translates into a convolution with a sinc in the other domain. Thus each impulse from the corresponding angle as in Fig. 3(b) and (b’) is transformed as a sinc function as shown in Fig. 3(c) and (c’). The convolution with a sinc makes the signal look different across frequencies. Specifically, the precise shape of the sinc changes with the transmission frequency. This is because the distances between antennas are measured relevant to the wavelength of the transmission signal. Hence, at higher frequency the distance between antennas seem larger and the sinc narrower.

- **Superposition (Fig. 3(c)-(c’) to (d)-(d’))**: At this point, the signals components from different paths super-impose at the receiver. Thus, the base station gets a super-position of the blue and red sincs in Fig. 3(b) and (b’), scaled by their respective phases that (as described earlier) are different. This results in Fig. 3(d) and (d’) that now look significantly different.

- **Fourier Transform (Fig. 3(d)-(d’) to (e)-(e’))**: Finally, we apply the Fourier transform to take our super-imposed sincs in Fig. 3(d) and (d’) to the wireless channels sampled at the five antenna locations, and shown in Fig. 3(e) and (e’).

Thus, if we want to move from wireless channels to their underlying signal paths, we must invert this whole process. We need to: (1) Invert the Fourier transform; (2) Separate the super-imposed sincs; and (3) Undo the windowing effect; (4) Correct for the difference in phase between the two frequencies. In the next section, we describe this process mathematically and formulate it as an L-2 minimization problem.

5. **Algorithm**

In this section, we formalize the discussion in §4. We begin by formalizing mathematically the transform between wireless channels and signal paths. We then invert the effects of this transform by formulating the problem as an L-2 optimization whose solution results in the frequency-invariant signal path characteristics. These paths are then used to infer the channels on a desired band.

5.1 **Transforming Physical Paths to Wireless Channels**

Let us assume that the signal from the user to the K-antenna base station arrives along N distinct paths. The antennas are indexed by 0, 1, . . . , K − 1 and I is the inter-antenna separation. Further, let us denote the signal path 4-tuple of the nth path to be (ai, φi, δi, di). The setup (with just one path) is illustrated in Fig. 4.

We now present the mathematical formulations of the individual transforms described in §4, between our signal path representation and wireless channels (see Fig. 3).

- **Phase Variation**: Since the Fourier transform described in equation 3 operates on the cos θ domain, we discuss the algorithm in terms of cos θ. Let us denote ψ = cos θ. Then, the contribution of the nth path to the directional representation of the signal at wavelength, λ1, can be given by:

\[
P_n^d(\psi) = a_n e^{-j \frac{2 \pi}{\lambda_1} d_n \psi} + j \phi_n \delta(\psi - \psi_n),
\]

where \(P_n^d(\psi)\) represents the signal component along direction ψ and \(\delta(.)\) is the impulse function. \(\phi_n\) denotes the phase accumulated by the nth path by virtue of undergoing reflections, \(a_n\) is the amplitude of the path as received on antenna 0 and \(\psi_n = \cos \theta_n\). This representation corresponds to the representation in Figs. 3(b) and (b’).

- **Windowing Effect**: As described before, the signal sensed by the antenna array along different spatial directions is the inverse Fourier transform of the channel measurements on the different antennas of the antenna array. Since the antennas on the base station sample a finite space, it is equivalent to applying a window on the antenna domain of width \(\frac{L}{\lambda_1}\), where \(L (= KL)\) is the width of the antenna array. This creates a sinc in the spatial direction domain, i.e. the path directions get convolved with \(\frac{L}{\lambda_1} \text{sinc} \left( \frac{L \psi}{\lambda_1} \right)\). Thus, if we represent the spatial profile after

\[^3\text{In typical antenna arrays, the inter-antenna spacing is set to } \frac{\lambda}{2}, \text{ where } \lambda \text{ is the signal wavelength.}\]
specifically, the sinc function corresponding to the \( j \)th aperture.

\[
P^S_2(\psi) = \{a_n e^{-j\frac{2\pi dn}{\lambda_1} + j\phi_n} \delta(\psi - \psi_n)\} \ast \left( \frac{L\psi}{\lambda_1} \right)
\]

(5)

where * denotes convolution operation. Thus, \( P^S_2(\psi) \) refers to the graphs in Figs. 3(c) and (c').

- **Superposition:** In case of multiple paths, the perceived path profile is simply the sum of individual path profiles. Thus, the overall profile \( P_S(\psi) \), can be computed as:

\[
P_S(\psi) = \sum_{n=0}^{N-1} P^S_2(\psi).
\]

(6)

This equation mathematically represents Fig. 3(d)-(d').

- **Discrete Fourier Transform:** Finally, the channel measurements at the antennas are just the Fourier transform of the signal arriving along spatial directions. In order to represent this mathematically, observe that equation 6 can be simplified as follows:

\[
P_S(\psi) = \sum_{n=0}^{N-1} \{a_n e^{-j\frac{2\pi dn}{\lambda_1} + j\phi_n} \delta(\psi - \psi_n)\} \ast \left( \frac{L\psi}{\lambda_1} \right)
\]

(7)

\[
= \sum_{n=0}^{N-1} a_n e^{-j\frac{2\pi dn}{\lambda_1} + j\phi_n} \times \left( \frac{L(\psi - \psi_n)}{\lambda_1} \right)
\]

(8)

Equation 7 follows from equation 8 by using the convolution property of the delta function.

The above four transformations can be summarized succinctly as a sequence of matrix operations. Specifically, given that the antennas are positioned at \( K \) discrete locations in space, we can now represent the Fourier transform by a matrix multiplication. Let us denote \( \mathbf{F} \) to be the \( K \times K \) Fourier matrix, such that \( \mathbf{F}_{ij} = e^{-j2\pi i\psi_j} \psi_i \), where \( \psi_j \) defines the discretization on the variable \( \psi \) (\( \psi_j = \frac{2\pi}{\lambda_1} \)).\(^4\) Further, define \( \mathbf{S} \) to be the \( K \times N \) matrix where \( \mathbf{S}_{ij} \) denote the value of the sinc function corresponding to the \( j \)th path at \( \psi = i\psi_j \). Specifically, \( \mathbf{S}_{ij} = \frac{L}{\lambda_1} \sin\left(\frac{L(\psi_j - \psi_i)}{\lambda_1}\right) \). Finally, define \( \mathbf{a} \) to be the \( N \) dimensional vector such that the \( i \)th component is \( a_i e^{-j\frac{2\pi di\psi_j}{\lambda_1} + j\phi_i} \). Then, the channel measurements at the antennas, represented by \( \mathbf{h}_1 \) can be given by:

\[
\mathbf{h}_1 = \mathbf{F}\mathbf{S}\mathbf{a}
\]

(9)

Note that, \( \mathbf{h}_1 \) is the \( K \) dimensional vector such that the \( k \)th element represents the channel measurement at antenna \( k \). Observe that, in the vector notation, the \( i \)th component of \( \mathbf{a} \) is nothing but \( P_S(\psi_i) \). In summary, we now have a transform that maps signal paths to channels.

\(^4\)When the antenna separation, \( l \), is not equal to \( \frac{\lambda_1}{2} \), the Fourier matrix is replaced by the non-uniform Fourier matrix and \( \psi_j = \frac{2\pi}{L} \), where \( L = Kl \) is the total antenna array aperture.

### 5.2 From Wireless Channels to Paths

Now that we understand, how the channels are derived from the underlying physical paths, the goal is to find a way to invert this mechanism. In other words, given channel measurements, \( \mathbf{h}_1 \) on wavelength \( \lambda_1 \), we need to identify the underlying physical paths. We do so by inverting the individual components of the transform – the Fourier Transform, windowing and super-position and phase variations.

**Inverting the Fourier Transform:** The first step is to invert the effect of the Fourier transform, which is simply the inverse Fourier transform on the channel measurements, \( \mathbf{h}_1 \). This can be achieved by multiplying \( \mathbf{h}_1 \) by \( \mathbf{F}^{-1} \).

**Inverting Windowing and Superposition:** Next, we need to invert the superposition effect, stated in equation 6 and the windowing effect from equation 5. These two effects are jointly represented by the matrix multiplication, \( \mathbf{S}\mathbf{a} \), in equation 9. The goal is to infer \( \mathbf{S}\mathbf{a} \), given the perceived signal paths, \( \mathbf{F}^{-1}\mathbf{h}_1 \). Observe that, \( \mathbf{S} \) depends solely on the directions of the underlying paths \( \psi_n \). Thus, in order to compute \( \mathbf{S} \), we need to find \( \psi_n \) for each of the \( N \) sinc functions that sum up to yield this profile. We pose this problem as an L-2 norm minimization problem. We optimize for \( \{a'_n\}_{n=0}^{N-1} \) and \( \{\psi_n\}_{n=0}^{N-1} \) such that \( ||\mathbf{F}^{-1}\mathbf{h}_1 - \mathbf{S}\mathbf{a}'||^2 \) is minimized. Let us write this objective function as:

\[
O(\{a'_n, \psi_n\}_{n=0}^{N-1}) = ||\mathbf{F}^{-1}\mathbf{h}_1 - \mathbf{S}\mathbf{a}'||^2
\]

(10)

where \( a'_n \) denotes the \( n \)th element of \( \mathbf{a}' \).

In order to simplify the problem, observe that, if we know \( \mathbf{S} \), the optimization problem becomes a linear optimization problem and can be solved for \( \mathbf{a}' \) in the closed form. In particular, the minimum value can be attained by setting \( \mathbf{a}' = \mathbf{S}^\dagger \mathbf{F}^{-1}\mathbf{h}_1 \), where \( \mathbf{S}^\dagger \) denotes the pseudo-inverse of \( \mathbf{S} \).

Thus, the objective function in equation 10 can be re-framed as:

\[
O(\{\psi_n\}_{n=0}^{N-1}) = ||\mathbf{F}^{-1}\mathbf{h}_1 - \mathbf{S}\mathbf{a}'||^2
\]

(11)

We have, now, reduced the problem to identifying the directions of the signal paths that contribute to the directional signal profile. This objective function, however, is non-linear and non-convex. We discuss in §5.3 how we find a solution to this optimization problem.

**Accounting for Phase Variation:** Finally, in order to infer channels at a different wavelength, \( \lambda' \), we need to fit in another missing piece. Recall that the phase of \( a'_n \) inferred at wavelength, \( \lambda_1 \), for each of the paths, is dependent on the wavelength (since \( a'_n = a_n e^{-j\frac{2\pi di\psi_j}{\lambda_1} + j\phi_i} \)). In order to infer the frequency-dependent component of \( a'_n \), we leverage the fact that for cellular systems, the wireless signal is transmitted at multiple frequencies, called the OFDM subcarriers. This gives us access to channel measurements on multiple frequencies. Thus, we add the distance \( d_n \) for each of the paths as a parameter of the optimization problem given in equation 10. This allows us to solve the optimization problem jointly for multiple subcarriers and adds constraints to the solutions returned by the optimization at different frequencies.
In particular, let us denote the channel measurements at wavelength \( \lambda_i \), by \( \tilde{h}_i \), \( i = 0, 1, \ldots, I - 1 \). We define \( \tilde{P}_i = F^{-1} \tilde{h}_i \), and \( S_i \) to be the matrix \( S \) corresponding to wavelength \( \lambda_i \). Let, \( D_i \) be the \( N \times N \) diagonal matrix such that
\[
D_i(k, k) = e^{j \frac{2\pi}{\lambda_i} \cdot \tilde{d} \cdot k},
\]
and \( \tilde{d} \) be the \( N \) dimensional vector such that \( i^{th} \) element is \( d_i e^{j \theta_i} \). Let \( \tilde{P} \) denote the \( IK \) dimensional vector formed by the concatenation of the vectors \( \tilde{P}_i \) and \( S \) be the \( IK \times N \) matrix formed by the concatenation of the matrices \( S_i D_i \). Specifically:
\[
\tilde{P} = \begin{pmatrix}
\tilde{P}_1 \\
\tilde{P}_2 \\
\vdots \\
\tilde{P}_K 
\end{pmatrix}
\quad S = \begin{pmatrix}
S_1 D_1 \\
S_2 D_2 \\
\vdots \\
S_K D_K 
\end{pmatrix}
\tag{12}
\]

Thus, the modified objective function can be written as:
\[
O(\{\psi_n, d_n, a_n\}_{n=0}^{N-1}) = ||\tilde{P} - S\tilde{d}||^2
\tag{13}
\]

This objective function is similar to equation 10. Like before, we can replace \( \tilde{d} = S^\dagger \tilde{P} \). Thus, the objective function reduces to:
\[
O(\{\psi_n, d_n\}_{n=0}^{N-1}) = ||\tilde{P} - SS^\dagger \tilde{P}||^2
\tag{14}
\]

### 5.3 Solving the Optimization

In this section, we describe how we solve the optimization problem that transforms channels to paths. Our goal is to find the values of \( \{\psi_n, d_n\}_{n=0}^{N-1} \) such that:
\[
\{\psi_n, d_n\}_{n=0}^{N-1} = \arg \min_{\psi_n, d_n} O(\{\psi_n, d_n\}_{n=0}^{N-1})
\quad \text{s.t.} \quad -1 \leq \psi_n \leq 1 \quad \forall n \in \{0, 1, \ldots, N - 1\}
\tag{15}
\]

This optimization problem is non-convex and constrained. In order to solve this optimization problem, we use the well-known interior-point method. However, since the function is non-convex, the optimization is prone to convergence to local minimum, which is not the global minimum. Thus, a good initialization is important to ensure that the correct solution is determined.

- **Initialization**: R2-F2 computes an approximate solution in order to initialize the minimization of the objective function described in equation 14. We compute an approximate probability distribution, \( P \) such that \( P(d, \psi) \) indicates the probability of the existence of a path from direction \( \psi \) and distance \( d \). A natural candidate to do so is the power of the inverse Fourier transform of the channel itself (akin to Fig. 3(c)-(c')), which while prone to the windowing and superposition effects provides an approximate understanding of where signal paths emerge from. Generalizing the inverse Fourier transform to operate across both distance and angle-of-arrival, we define \( P \) to be:
\[
P(d, \psi) = \left| \sum_{i=1}^{I} \sum_{j=1}^{J} h_{ij} e^{j \frac{2\pi (d + i \lambda_j)}{\lambda_i}} \right|^2
\]

where \( h_{ij} \) denotes the channel measured at antenna \( k \) and wavelength \( \lambda_i \) and \( I \) is the inter-antenna separation on the antenna array. Once, \( P \) has been computed for different values of \( d \) and \( \psi \), we pick the \( N \) largest peaks to initialize the optimization problem with \( N \) paths.

- **Stopping Criterion**: So far, we have assumed that we know the number of paths, \( N \), a priori. However, that is not the case in practice. Notice that, as we increase the number of paths, \( N \), in our objective function, the minimum value attained on the objective function decreases. In other words, the algorithm keeps finding a better fit. However, after certain number of paths, we start to overfit, i.e., the additional paths being found do not correspond to physical paths, but to signal noise. This could lead to decrease in the accuracy of our channel estimation algorithm. In order to avoid overfitting and yet achieve a good fit, we incrementally add paths to the solution till one of the two conditions is met. Either, the value of the objective function drops below a threshold, \( \epsilon \) or decrease in the value of the objective function is small. When that happens, we select that value of \( N \) as the number of paths.

- **Conditioning**: When the number of paths, \( N \), is greater than 1, the optimization can find solutions, such that \( (\psi_i, d_i) \) is very close to \( (\psi_j, d_j) \) for \( i \neq j \), i.e. two paths come from nearly the same angle and distance. In that case, the matrix \( S \) becomes ill-conditioned and can lead to poor solutions. In such cases, R2-F2 rejects one of these paths and reduces the number of paths by 1. This improves the condition number of the matrix and avoids overfitting.

### 6. Integrating R2-F2 with the LTE Architecture

This section describes R2-F2’s end-to-end system design, and how it interacts with the LTE protocol. R2-F2 takes as inputs wireless channels measured on the uplink at the base station for a particular user. It outputs the estimated wireless channels at the downlink frequency band for that user. These channels can then be used to perform beam-steering for advanced MIMO techniques (coherent beamforming, interference nulling, etc.).

The following steps summarize R2-F2’s approach: (1) R2-F2 runs an iterative algorithm to find a representation of signal paths that fit the observed uplink channels. This is done by solving the optimization in Eqn. 14 as described in §5.3. (2) R2-F2 use the recovered 4-tuple signal paths to map the uplink channels to the frequency used on the downlink channel (Eqn. 9). (3) Now that it has the values of the uplink channels for the downlink frequency, R2-F2 applies standard reciprocity [16] to infer the downlink channels.\(^5\) Fig. 5 presents an overview of R2-F2’s architecture.

We next discuss a couple of issues that arise when integrating the above steps with LTE cellular systems.

#### 6.1 Measuring the Uplink Channels

\(^5\)We set \( \epsilon \) to 0.01 \times IK, where \( IK \) is the number of elements in \( h \).

\(^6\)Standard reciprocity infers the forward channels from the reverse channels by multiplying by calibrated reciprocity constants, which are computed once for the lifetime of the device as described in [16].
Hardware Offsets: We discuss these effects and how we compensate for Phase Offsets (Sec 6). Measurements taken at different times can be affected by the channels. Over-the-air measurements under different conditions, which naturally improves its inference of the downlink channels.

In R2-F2, the base station measures the uplink channels in order to infer the downlink channels. However, since LTE uses SC-FDMA on the uplink, the client transmits its data only on a subset of all OFDM subcarriers. Thus, while LTE uses one thousand subcarriers, only a subset of those subcarriers can be used to measure the uplink channels for a particular client at any point in time. However, in LTE, a client does not only send data. It also sends signaling information. In particular, the LTE standard uses Sounding Reference Signals (SRS) which the client sends periodically across OFDM subcarriers. The period of the SRS signal is configurable and takes values between 2ms and 320ms. Thus, R2-F2 measures the uplink channels using the SRS transmissions. It further refines these channels with measurements from uplink data and acknowledgments, which can provide new measurements every 1 ms, but span only a subset of the OFDM subcarriers. Combining all these measurements allows R2-F2 to obtain a better estimate of the uplink channels, which naturally improves its inference of the downlink channels.

One however has to be careful when combining channel measurements that did not occur at exactly the same time. Measurements taken at different times can be affected by the carrier frequency offset (CFO) between the transmitter and receiver, frame detection delay as well as inherent delays in hardware. We discuss these effects and how we compensate for them before combining the channel measurements.

- **Frequency Offset:** Between any client and the base station, there always exists an offset in frequency (CFO), $\delta f$. The CFO causes a phase rotation over time. Thus, two measurements of the same channel that are taken $\tau$ seconds apart, exhibit a phase difference of $2\pi\tau\delta f$. This phase difference is a measurement artifact; the channels over the air have not changed. To overcome this issue, we leverage the fact that for all MIMO techniques (beamforming, nulling, interference alignment, etc.) the parameter of importance is not the exact value of the wireless channels, but the relative change in the channels across the antennas. As a result, a constant multiplied to the channel measurements on all antennas does not affect our ability to perform all MIMO techniques. Thus, since all antennas on the base station experience the same CFO, we can eliminate the phase rotation caused by CFO by dividing the channel of each base station antenna by the channel of the first antenna, measured at the same point in time. This division scales all channels by the same value and hence does not affect MIMO techniques.

- **Frame Detection Delay:** There is a time delay between the moment the signal reaches the radio and the moment when it actually gets detected. This delay causes an additional phase rotation in the measured channels. If we denote this detection delay by $t_d$, the additional phase rotation is given by $2\pi f t_d$. The channel measurements on all the antennas get affected by this quantity. This detection delay varies per measurement and thus, makes it infeasible to combine information across different measurements without eliminating the phase rotation due to the detection delay. To overcome this challenge, observe that across OFDM subcarriers any delay in time manifests itself as rotation in phase across subcarrier frequency whose slope is exactly $2\pi f t_d$. As a result, R2-F2 can enforce consistency between measurements of the wireless channel at any given frequency by ensuring they have zero relative slope in phase.

- **Hardware Delay:** The hardware across different antennas introduces a fixed delay to the different receive chains. Thus, the wireless channel measured at each antenna suffers a phase rotation. In particular, the channel measured at an antenna with hardware delay $\tau$ experiences an additional offset $e^{-j2\pi\tau/c}$, where $\lambda$ is the wavelength of the signal and $c$ is the speed of light. Further, this offset is different for different receive chains. Fortunately, hardware-induced phase offset is fixed for the lifetime of the base station and can be calibrated once, apriori and applied to all future channel measurements.

### 6.2 Inter-cell Interference

R2-F2’s channel estimates can be used to improve overall throughput by reducing inter-cell interference at edge clients – devices that are close to cell boundaries and hence, receive signal from multiple base stations. R2-F2 adopts two strategies to limit the interference caused at edge clients by neighboring base stations: (1) It encourages sharing of information between adjacent base stations to predict uplink channels to users across base stations. This allows the base station to estimate the client channels and learn any potential interference from the channel estimates of its neighboring base stations. (2) Base stations can use the channel estimates they infer from R2-F2 to transmit to their clients while nulling interference to clients of other base stations that happen to be at cell edges. Indeed, the same wireless channels used for beamforming can be employed for interference nulling as well. Our results in §8 show that interference nulling at...
edge clients using R2-F2 leads to improved throughput in LTE networks.

7. IMPLEMENTATION

We implemented R2-F2 on a five-antenna Ettus USRP N210 software radio platform emulating a five-antenna LTE base station. The USRPs are synchronized using an external clock and act as a five-antenna MIMO node. They transmit using an OFDMA architecture that transmits 1024 subcarriers over 10 MHz, which are parameters identical to common LTE deployments of major US operators [3]. We implement LTE’s OFDMA by modifying the Ettus UHD driver for USRP software radios. Our software radios operate over the whitespace spectrum in frequency bands up to 10 MHz wide at center frequencies between 640-690 MHz. We note that these bands are just 20-30 MHz away from the frequency bands of commercial LTE deployments of the two major US cellular operators: AT&T and Verizon [11].

We use a single-antenna USRP software radio to emulate an LTE cellular phone. The USRP transmits using SC-FDMA on bandwidth up to 10 MHz on up to 1024 subcarriers, as per the LTE PHY standard [3]. Unless specified otherwise, the uplink and downlink bands are at center frequencies of 650 MHz and 680 MHz, separated by 30 MHz. We note that major US carriers separate uplink and downlink frequency bands by 30 MHz in commercial deployments.

We ensure that the characteristics of our software-radio based LTE testbed in the whitespaces closely mirror those of commercial LTE deployments. The clients transmit data only on 8% of the OFDM subcarriers, and transmit sounding reference signals once every two subframes (at most once every 2 ms, as in Verizon’s LTE network configuration). In all tests we co-locate our base station with one of the LTE base stations deployed on our campus. This ensures that the multipath effects experienced by R2F2 base station closely match the multipath observed by an actual LTE deployment.

Evaluation: We perform our experiments in both indoor and outdoor settings. We co-locate our base station next to an operational LTE base stations in both settings. The client is moved to various locations across multiple buildings indoors as well as in outdoor locations along the streets and between buildings. Fig. 6 plots our testbed with the location of the base station marked in red and client locations marked as blue dots. Our experiments are performed across multiple randomly chosen client locations and the average and standard deviation of results are presented. The experiments are evenly split between outdoor and indoor locations. The experiments were conducted over three days and the weather was mostly clear, with a snow cover present throughout. Our results report both the measured signal-to-noise ratio (SNR) measured at the client as well as throughput (in Mb/s). We note that we measure throughput from SNR across LTE subcarriers using the effective SNR (ESNR) metric [17] with bit-rates adjusted based on the LTE standard [3, 50].

Note that, the delay introduced by USRP software radios (about 10 seconds) in switching frequencies limits our evaluation to static clients. While we leave an evaluation of R2-F2 for mobile clients to future work, we note that FPGA implementations of interior-point methods (like the one discussed in section 5) are fairly standard and converge in hundreds of microseconds [23]. This time is much lower than the few milliseconds of channel coherence time for typical scenarios [48]. Finally, since R2-F2’s estimates rely on uplink channels from the client to the base station, rather than the last downlink channel from the base station to the client, R2-F2’s channel estimates are more recent than explicit channel feedback, thus aiding mobility.

8. RESULTS

In this section, we present the results of an experimental evaluation of R2-F2.

8.1 Micro Benchmarks

We aim to check whether the model in §4 matches the empirical measurements. We conduct our experiments in the testbed described in §7. In each run, the base station transmits to the client, and the client computes the ground truth channels on the downlink. The client then transmits to the base station, and the base station computes the uplink channels. We run R2-F2 on the uplink channels to infer the downlink channels.

Fig. 7 plots the results from a representative run. Fig. 7(a)
plots the Fourier transform of the channel measurements on uplink and downlink channels. The Fourier transform is plotted with a super resolution factor of 20, (i.e., the Fourier matrix has 5 columns that correspond to the 5 channels and 100 rows). The figure shows that the Fourier Transforms, and hence, the corresponding channels differ significantly from the downlink channels and their Fourier Transform, despite that the uplink and downlink are separated by only 30MHz. Note that, the figure shows the uplink and downlinks for the same OFDM subcarrier on each frequency band.

R2-F2 uses the measured channels on the uplink to infer the underlying physical paths. The inferred paths are shown in Fig. 7(b). The R2-F2 algorithm infers 6 different paths (two sets of two paths are clustered due to the plotting resolution and are marked by a ‘+’ sign in the figure). The downlink channels inferred from these paths strongly match the ground truth channels measured at the client. The ratio of the downlink channels estimated by R2-F2 and the channels measured by the client is shown in Fig. 7(c) and Fig. 7(d). Notice that the absolute value of the ratio (Fig. 7(c) is very close to 1. Moreover, the phase error in the channel ratio (Fig. 7(d) is close to zero. Thus, this example shows that the model in §4 captures the RF propagation in the testbed.

8.2 Effectiveness of Beamforming

Beamforming is the key function underlying all MIMO solutions such as MU-MIMO, massive MIMO, etc. Thus, we would like to examine whether R2-F2 can deliver the same beamforming gain as ground truth channels.

As before, we run our experiments in the testbed in Fig. 6. We repeat the experiment for different client locations, and for each client location, we collect 10 measurements. The clients were placed at distances of up to 75 meters from the base station. We measure the ground truth channels as before. We also measure the signal-to-noise ratio at the client for signals received from the base station across these experiments.

We compare the results for three different schemes: (1) Beamforming using the channels inferred by R2-F2; (2) Beamforming using the ground truth channels; and (3) Transmission in the absence of beamforming.

Fig. 8(a) depicts the CDF of the signal-to-noise ratio of these three schemes across experiments. This figure shows multiple interesting results. First, beamforming using R2-F2 provides almost the same SNR gains as beamforming using the ground truth channels. In fact, the average difference in the SNR of these two schemes is only 0.7dB. This demonstrates that R2-F2 can deliver accurate beamforming without any channel feedback, and using a completely passive channel estimation process.

Second, transmitting without beamforming reduces the SNR by an average of 6.5 dB. This result matches expectation since the theoretical gain of 5-antenna MIMO beamforming is $10 \log_{10} 5 = 6.98 \text{dB}$. The gains are lower at low SNR –i.e., SNR less than 3 dB. This is because channel estimation at such low SNR does not work well. This is true for both the ground truth measurement at the client and the uplink measurements at the base station.

In order to evaluate the throughput improvement, we plot the data rates associated with the SNRs for all three schemes in Fig. 8(b). The figure shows that R2-F2 can double or triple throughput in our testbed. The average throughput increase is 1.7x. The throughput gains are large at low to moderate SNRs but are less at higher SNR. This is expected since the rate is the log of the SNR. Also, at SNR more than 20dB, the highest data rate is achieved and beamforming doesn’t help in increasing the rate. Similar to Fig. 8(a), the beamforming gains are low at SNR less than 3 dB. This is because at such low SNR, channel measurements become noisy, giving R2-F2 a noisy input.

8.3 Performance as a Function of Channel Separation

We study R2-F2’s performance as a function of the separation between the uplink and downlink channels. We repeat our experiments by changing the separation between uplink and downlink frequency bands between 10 MHz and 40 MHz within the whitespace band of frequencies. Limitations of our white space license do not let us go beyond the 40 MHz separation. We measure R2-F2’s SNR gain due to beamforming, for users at different randomly chosen locations in the testbed. Fig. 8(c) plots the mean and standard deviation of gain in SNR using R2-F2’s beamforming, across different separations of uplink and downlink frequency bands. As expected, R2-F2’s gain improves
nulling interference at Edge Clients: R2-F2 can reduce inter-cell interference by enabling the base station to null it’s signal to the clients at the cell edge. R2-F2 reduces the interference at the edge from a median of 5.5 dB to 0.2 dB and the 90th percentile from 9 dB to 0.9 dB.

with a lower separation, with the highest gain achieved for a 10 MHz separation (6.55 dB). However, we observe that the SNR reduced very slowly with increase in downlink-uplink separation. Since the separation between the LTE downlink and uplink for most of the Verizon and AT&T deployments are 20MHz and 30MHz respectively, we believe that R2-F2 can be used to eliminate channel feedback in these networks. A potential cause of the degradation of the performance of R2-F2 with larger frequency separations is the variation in reflection properties of materials across frequencies, as observed in [35] in the context of GPS signals.

8.4 Interference Nulling at Edge Clients

Clients at cell edge can suffer a significant amount of interference from neighboring cells which could amount to 10 to 12dB [46]. R2-F2 can be used to reduce interference at edge-clients located at cell boundaries using interference nulling. To evaluate this function, we set up our base station as in Fig. 6, but we move the client to the edge of the cell to emulate a client from a neighboring cell. We repeat the experiment from the previous section. However instead of using the inferred downlink channels to beamform, the base station uses the channels to perform interference nulling.

Fig. 9 plots a CDF of the interference power before and after nulling. The figure shows that R2-F2 dramatically reduces the interference at edge clients. In particular, the average INR (interference to noise ratio) is reduced from 5.5 dB to 0.2 dB, and the 90th percentile from 9 dB to 0.9 dB. This shows that R2-F2 can be used beyond coherent beamforming, to counter inter-cell interference.

8.5 Comparison with Angle-of-Arrival Power Profile

At this stage, one might wonder if it is possible to achieve gains similar to R2-F2 by using the angle-of-arrival (AoA) power profiles similar to the ones shown in Fig. 2 and Fig. 3(d). In principle, one could use the measured wireless channels on one frequency to compute the AoA power profile using standard AoA equations. Then, this angle-of-arrival profile can be treated as a signature of the underlying physical propagation and can be used to compute the channels at the target frequency band. We conduct experiments on our testbed to evaluate this approach and compare the gains achieved by R2-F2 with the gains achieved by the AoA profile.

Beamforming: We compare the beamforming gain achieved by R2-F2 with the gains achieved with the AoA-based approach. The CDF of the signal to noise ratios achieved with the two approaches is compared in Fig. 10(a). While the AoA approach increases the median SNR of the testbed by 2.8 dB, the gain is much lower than R2-F2 which increases the SNR of the testbed by 6.3 dB. This is understandable, given the intuition developed in section 4 and 5. While the AoA power profiles of the signal have the same underlying paths, they are inherently dependent on frequency. Thus, using these profiles directly to estimate channels across frequencies leads to errors in the estimation.

Nulling at Edge Clients: Similar to §8.4, we aim to null the interference caused by the base station at the edge clients. We use the channels estimated using the AoA approach to null the interfering signal at the client. The CDF of the INR (in-
terference to noise ratio) after nulling is shown in Fig. 10(b).

The median interference SNR is reduced from 5.5 dB to 3.5 dB. However, as expected, the errors in channel estimates prevent it from going down to the median SNR achieved by R2-F2 (0.2 dB).

**Variation with Number of Antennas:** Finally, it is natural to ask if, with the increase in the number of antennas, the sinc functions plotted in Fig. 3 (c), start to become narrower and thus, two sincs for different paths do not impact each other. This would lead to the AoA power profiles in Fig. 3 (d) to look identical at different frequencies and hence, improve the performance of this approach.

Since we have a 5 antenna base station, we are unable to test this hypothesis empirically. However, we test this hypothesis using a simulation. We simulate a wireless testbed of size 200 m × 200 m. Channels are modeled using equation the standard wireless propagation model (Eqn. 2 [47]). The signals from the base station to the client and vice-versa travel through the direct line of sight path and also after reflecting off up to 10 different obstacles along the way. The positions of the reflectors are randomly selected and so is the attenuation faced by each path. The number of antennas on the base station is varied from 4 to 16 in steps of 4. The frequency of operation is 650 MHz (uplink) and 680 MHz (downlink), as used in the rest of the results. Random additive white Gaussian noise is added in order to vary the SNR.

We plot the variation of the SNR gains achieved by different systems in Fig. 10(c). As the number of antennas increases, the ideal beamforming gain with the true channels increases as $20\log(N)$ on average, where $N$ is the number of antennas. R2-F2 keeps up with this increase in gain, as the number of antennas increases and stays within 1 dB of the ideal gain. With more antennas, R2-F2 has more information to estimate the path parameters underlying the wireless channels and hence, improves its estimates. On the other hand, the AoA profile based approach can only achieve half of the gain achieved by the beamforming with the true channel information, even as the number of antennas is increased to 16. This is because of two main reasons: a) as the number of antennas increases, the directionality of the antenna array increases and hence, a better estimation of channels is required to maintain the ideal gain and b) even if the sincs become narrower, as is expected, with increasing number of antennas, the phase of each of the sincs is still frequency dependent. When these sincs combine to give the channels, these phase add errors in the channel estimates.

To conclude, this simulation provides two interesting insights. First, R2-F2 maintains its performance even as the number of antennas is increased. Second, it does not suffice to use AoA power profiles to infer wireless channels at the target frequency. One needs to go further and separate the individual paths and their phases to achieve accurate channel inference, as done by R2-F2.

9. **Concluding Remarks**

In this paper, we present, R2-F2—a system that uses wireless channel measurements on one frequency band to infer channels on a different frequency band. By doing so, R2-F2 enables multi-antenna techniques to be used in LTE systems with zero feedback from the client. R2-F2’s performance was demonstrated empirically with uplink and downlink channels separated by 20-30 MHz, as in the majority of LTE deployments in United States [49]. Beyond LTE, our work has implications on the general concept of reciprocity across frequency bands, for other wireless technologies such as wireless LANs and whitespace networks. However, we note that the relatively small separation of uplink and downlink frequencies in LTE ensures that reflection properties of objects in the environment and the divergence between physical propagation characteristics is limited. We believe extending the results presented by us to technologies that require significantly larger frequency separations is non-trivial and falls in the realm of future work.
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