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SHOCK FORMATION FOR 2D QUASILINEAR WAVE SYSTEMS FEATURING MULTIPLE SPEEDS: BLOWUP FOR THE FASTEST WAVE, WITH NON-TRIVIAL INTERACTIONS UP TO THE SINGULARITY

JARED SPECK*†

Abstract. We prove a stable shock formation result for a large class of systems of quasilinear wave equations in two spatial dimensions. We give a precise description of the dynamics all the way up to the singularity. Our main theorem applies to systems of two wave equations featuring two distinct wave speeds and various quasilinear and semilinear nonlinearities, while the solutions under study are (non-symmetric) perturbations of simple outgoing plane symmetric waves. The two waves are allowed to interact all the way up to the singularity. Our approach is robust and could be used to prove shock formation results for other related systems with many unknowns and multiple speeds, in various solution regimes, and in higher spatial dimensions. However, a fundamental aspect of our framework is that it applies only to solutions in which the “fastest wave” forms a shock while the remaining solution variables do not, even though they can be non-zero at the fastest wave’s singularity.

Our approach is based on an extended version of the geometric vectorfield method developed by D. Christodoulou in his study of shock formation for scalar wave equations, as well as the framework that we developed in our joint work with J. Luk, in which we proved a shock formation result for a quasilinear wave-transport system featuring a single wave operator. A key new difficulty that we encounter is that the geometric vectorfields that we use to commute the equations are, by necessity, adapted to the wave operator of the (shock-forming) fast wave and therefore exhibit very poor commutation properties with the slow wave operator, much worse than their commutation properties with a transport operator. In fact, commuting the vectorfields all the way through the slow wave operator would create uncontrollable error terms. To overcome this difficulty, we rely on a first-order reformulation of the slow wave equation, which, though somewhat limiting in the precision it affords, allows us to avoid uncontrollable commutator terms.
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1. Introduction

Our main goal in this paper is to develop flexible techniques that advance the theory of shock formation in initially regular solutions to quasilinear hyperbolic PDE systems featuring multiple speeds of propagation. Our techniques apply in more than one spatial dimension, a setting in which one is forced to complement the method of characteristics with an exceptionally technical ingredient: energy estimates that hold all the way up to the shock singularity. We recall that shock singularities are tied to the intersection of a family of characteristics and are such that the (initially smooth) solution remains bounded but some derivative of it blows up in finite time, a phenomenon also known as wave breaking. Our approach has robust features and could be used to prove shock formation for a large class of systems; see Subsect. 1.5 for discussion on various types of systems that could be treated with our approach. However, for convenience, we study in detail only systems of pure wave type in the present article.

Specifically, our main result is a sharp proof of finite-time shock formation for an open set of nearly plane symmetric solutions to equations (1.7.2a)-(1.7.2b), which form a system of two quasilinear wave equations in two spatial dimensions featuring two distinct (dynamic) wave speeds; see Theorem 1.3 on pg. 9 for a rough summary of our results, Subsect. 1.7 for our assumptions on the nonlinearities, and Theorem 10.1 in Sect. 10 for the precise statements. Here we provide a very rough summary.

**Theorem 1.1 (Main theorem (very rough statement)).** In two spatial dimensions, under suitable assumptions on the nonlinearities (described in Subsect. 1.7), there exists an open set of regular, approximately plane symmetric initial data for the quasilinear wave equation system (1.7.2a)-(1.7.2b) such that the solution variables exhibit the following behavior: some first-order Cartesian coordinate partial derivative of one of the solution variables blows up in finite time while the first-order Cartesian coordinate partial derivatives of the other solution variable remain uniformly bounded, all the way up to the singularity in the first solution variable’s derivatives.

Our proof of Theorem 10.1 is not by contradiction but is instead based on giving a complete description of the dynamics, all the way up to the first singularity, which is tied to the intersection of a family of outgoing approximately plane symmetric characteristics; see Figure 1 on pg. 24 for a picture of the setup, in which those characteristics are about to intersect to form a shock.

It is important to note that our approach here relies on our assumption that the shock-forming wave variable satisfies a scalar equation whose principal part depends only on the

---

1 For quasilinear wave equations, either the first- or second-order Cartesian coordinate partial derivatives of the solution blow up in finite time, depending on whether the quasilinear terms are of type \( \Phi \cdot \partial^2 \Phi \) or \( \partial \Phi \cdot \partial^2 \Phi \).

2 To ensure that shocks form, we make a genuine nonlinearity-type assumption, which results in the presence of Riccati-type terms that drive the blowup; see Remark 1.8.

3 By open, we mean open with respect to a suitable Sobolev topology.

4 By plane symmetric initial data, we mean data that are functions of the Cartesian coordinate \( x^1 \).

5 Throughout, “outgoing” roughly means right-moving, that is, along the positive \( x^1 \) axis, as is shown in Figure 1 on pg. 24.

6 The characteristics that intersect are co-dimension one and have the topology \( \mathbb{I} \times T \), where \( \mathbb{I} \) is an interval of time and \( T \) is the standard torus.
shock-forming variable itself; see equation (1.7.2a). Especially for this reason (and for others as well), one would need new ideas to prove shock formation results in more than one spatial dimension for more general second-order quasilinear hyperbolic systems, where the coupling of all of the unknowns can occur in the principal part of all of the equations. These more complicated kinds of systems arise, for example, in the study of elasticity and crystal optics, where the unknowns are the scalar components $\Phi^A$ of the “array-valued” solution $\Phi$ and the evolution equations can be written in the form $H^{\alpha\beta}_{AB}(\partial\Phi)\partial_\alpha\partial_\beta\Phi^B = 0$ (with implied summation over $\alpha$, $\beta$, and $B$).

Prior to this paper, the only constructive proof of shock formation for a quasilinear hyperbolic system in more than one spatial dimension featuring multiple speeds was our work [17, 18], joint with J. Luk, in which we studied a system of quasilinear wave equations featuring a single wave operator coupled to a quasilinear transport equation. As we explain below, the following basic features of the system studied in [17, 18] played a crucial role in the analysis: i) there was precisely one wave operator in the system and ii) transport operators are first-order. Thus, the main contribution of the present article is that we allow for additional (second-order) quasilinear wave operators in the system. This requires new geometric and analytic ideas since, as we explain two paragraphs below, a naive approach to analyzing the additional wave operators would lead to commutator error terms that are uncontrollable near the shock.

The phenomenon of shock formation is ubiquitous in the study of quasilinear hyperbolic PDEs in the sense that many systems without special structure are known, in the case of one spatial dimension, to admit shock-forming solutions, at least for some regular initial conditions. In fact, the theory of solutions to quasilinear hyperbolic PDE systems in one spatial dimension is rather advanced in that it incorporates the formation of shocks starting from regular initial conditions as well as their subsequent interactions, at least for solutions with small total variation. Indeed, a key reason behind the advanced status of the 1D theory is the availability of estimates within the class of functions of bounded variation; readers can consult the monograph [10] for a detailed account of the one-dimensional theory. In more than one spatial dimension, the theory of solutions to quasilinear hyperbolic PDEs (without symmetry assumptions) is much less developed, owing in part to the fact that bounded variation estimates for hyperbolic systems typically fail in this setting [24]. In fact, in more than one spatial dimension, there are very few works even on the formation of a shock starting from smooth initial conditions, let alone the subsequent behavior of the shock.

\footnote{In contrast, the principal part of the wave equation (1.7.2b) of the non-shock-forming solution variable is allowed to depend on both solution variables.}

\footnote{The principal coefficients $H^{\alpha\beta}_{AB}(\partial\Phi)$ must, of course, verify appropriate technical assumptions to ensure the hyperbolicity (and local well-posedness) of the system.}

\footnote{More precisely, the equations studied in [17, 18] were a formulation of the compressible Euler equations with vorticity.}

\footnote{Some systems in one spatial dimension with special structure, such as totally linearly degenerate quasilinear hyperbolic systems, are not expected to admit any shock-forming solutions that arise from smooth initial data.}

\footnote{One of course needs to make assumptions on the structure of the nonlinearities in order to ensure that shocks can form.
wave\textsuperscript{12} or the interaction of multiple shock waves; our work here concerns the first of these problems. Specifically our result builds on the body of work \cite{1, 3, 5, 8, 11, 17, 18, 22, 23, 28} on shock formation in more than one spatial dimension, the new feature being that in the present article, we have treated wave systems with multiple wave speeds such that all solution variables are allowed to be non-zero at the first singularity. All prior shock formation results in more than one spatial dimension, with the exception of the aforementioned works \cite{17, 18}, concern scalar quasilinear wave equations, which enjoy the following fundamental property: there is only one wave speed, which is tied to the characteristics of the principal part of the equation. As we mentioned earlier, the methods of \cite{17, 18} yield similar shock formation results for wave-transport systems in which there is precisely one wave operator.

As we mentioned above, many quasilinear hyperbolic systems of mathematical and physical interest have a principal part that is more complicated than that of the scalar wave equations treated in \cite{1, 3, 5, 8, 11, 22, 23, 28} and the wave-transport systems treated in \cite{17, 18}, which feature precisely one wave operator. It is of interest to understand whether or not shock formation also occurs in solutions to such more complicated systems in more than one spatial dimension. We now explain why our proof of shock formation for quasilinear wave systems with multiple wave speeds, though they are not the most general type of second-order hyperbolic systems of interest, requires new ideas compared to \cite{17, 18}. Like all prior works on shock formation in more than one spatial dimension, our approach in \cite{17, 18} was fundamentally based on the construction of geometric vectorfields adapted to the single wave operator. The following idea, originating in \cite{1, 3, 5}, lied at the heart of our analysis of \cite{17, 18}: because the vectorfields were adapted to the wave operator, we were able to commute them all the way through it while generating only controllable error terms. Moreover, commuting all the way through the wave operator seems like an essential aspect of the proof since the special cancellations that one relies on to control error terms seem to be visible only under a covariant second-order formulation of the wave equation; see also Remark \ref{r1.2}. To handle the presence of a transport operator in the system of \cite{17, 18}, we relied on the following key insight: upon introducing a geometric weight\textsuperscript{13} one can commute the same geometric vectorfields through an essentially arbitrary, solution-dependent, first-order (transport) operator; thanks to the weight, one encounters only error terms that can be controlled all the way up to the shock. However, as we explain at the end of Subsect. \ref{ss1.4}, it seems that commuting the geometric vectorfields through a typical second-order differential operator, such as a wave operator with a speed different from the one to which the vectorfields are adapted, leads to uncontrollable error terms; see the end of Subsect. \ref{ss1.4} for further discussion on this point. For this reason, our treatment of systems featuring two wave operators with strictly different

\textsuperscript{12}We note, however, that Majda has solved \cite{19–21}, in appropriate Sobolev spaces, the shock front problem. That is, he proved a local existence result starting from an initial discontinuity given across a smooth hypersurface contained in the Cauchy hypersurface. The data must verify suitable jump conditions, entropy conditions, and higher-order compatibility conditions. Moreover, as we describe in Subsect. \ref{ss1.4}, Christodoulou recently solved \cite{4} the restricted shock development problem.

\textsuperscript{13}Specifically, the weight is the inverse foliation density $\mu$, which we describe later on in detail (see Def. \ref{d1.10}).

\textsuperscript{14}More precisely, the transport operator must be transversal to the null hypersurfaces corresponding to the wave operator.
speeds\footnote{By strictly different speeds, we mean that the characteristics corresponding to the two wave operators are strictly separated; see Subsubsect. 1.7.3 for our precise assumptions.} is based on the following fundamental strategy, which we discuss in more detail in Subsect. 1.4:

We use a \textit{first-order reformulation} of one of the wave equations (corresponding to the solution variable that does \textit{not} form a shock), which, though somewhat limiting in the precision it affords, \textit{allows us to commute the equations with the geometric vectorfields while avoiding uncontrollable error terms.}

For the solutions under consideration, the “fast wave variable,” denoted by Ψ throughout, is the one that forms a shock. That is, Ψ remains bounded but some of its first-order partial derivatives with respect to the Cartesian coordinates blow up. In contrast, the “slow wave variable,” denoted by \(w\) throughout, is more regular in that its first-order partial derivatives with respect to the Cartesian coordinates remain \textit{uniformly bounded}, all the way up to the shock. We can draw an analogy to the little that is known about shock formation in elasticity, a second-order hyperbolic theory in which longitudinal waves propagate at a faster speed than transverse waves \cite{30}. In spherical symmetry, there are no transverse elastic waves, and the equations of elasticity reduce to a single scalar quasilinear wave equation that governs the propagation of longitudinal waves. In this setting, under an appropriate genuinely nonlinear assumption, John proved \cite{13} a small-data finite-time shock formation result. Thus, for elastic waves in the simplified setting of spherical symmetry, it is precisely the fastest wave that forms a shock (while the “transverse wave part” of the solution remains trivial). In our work here, the slow moving wave \(w\) is allowed to be non-zero at the singularity. For this reason, our proof of the more regular behavior of \(w\) is non-trivial and relies on our first-order formulation of the evolution equations for \(w\). As will become clear, one would likely need new ideas to treat data such that the slow wave variable forms a shock. This is what one expects to happen, for example, in various solution regimes for the Euler-Einstein equations of cosmology and for the Euler-Maxwell equations of plasma dynamics, where one expects the slow-moving sound waves to be able to drive finite-time shock formation in the “fluid part” of the system (for appropriate data). Roughly, the reason that one would need new ideas to prove shock formation for the slow wave is that in the present article, to close the energy estimates, we crucially rely on the fact that the characteristic hypersurfaces of the fast wave operator (which are also known as null hypersurfaces in view of their connection to the Lorentzian notion of a null vectorfield) are \textit{spacelike} relative to the slow wave operator; indeed, this essentially defines what it means for the slow wave operator to be “slow.” We denote these fast wave characteristic hypersurfaces by \(P^t_u\) when they are truncated at time \(t\); see Figure 1 on pg. 24 for a picture of the \(P^t_u\). Analytically, the fact that the \(P^t_u\) are spacelike relative to the slow wave operator is reflected in the coerciveness estimate (4.2.1b), which shows that energy for the slow wave variable \(w\) along \(P^t_u\) is positive definite in \(w\) and \textit{all} of its partial derivatives with respect to the Cartesian coordinates and \textit{does not feature a degenerate µ weight}. This non-degenerate coerciveness along \(P^t_u\) appears to be essential for closing the energy estimates. We remark that in one spatial dimension, one can rely exclusively on the method of characteristics (without energy estimates) and thus there are many results in which the slow wave can blow up, \cite{9,12,16,25} to name just a few.
Remark 1.2 (We do not use a first-order formulation for the shock-forming wave equation). As we describe in Subsect. 1.3, it does not seem possible to treat the wave equation for $\Psi$ using a first-order formulation in the spirit of the one that we use for $w$; such a formulation of the evolution equations for $\Psi$ would not exhibit the special geometric cancellations found in our second-order formulation of it (see equation (1.7.2a) and the discussion below it).

1.1. A more precise summary of the main results. In this paper, we consider data for the system of wave equations given on the union of a portion of a null hypersurface $P_0$ and a portion of the two-dimensional spacelike Cauchy hypersurface $\Sigma_0 := \{0\} \times \Sigma \simeq \Sigma$, where the “space manifold” $\Sigma$ is

$$\Sigma := \mathbb{R} \times \mathbb{T}. \quad (1.1.1)$$

Here and throughout, $\mathbb{T}$ is the standard one-dimensional torus (that is, the interval $[0, 1]$ with the endpoints identified and equipped with a standard smooth orientation) while “null” means null with respect to the Lorentzian metric $g$ corresponding to the wave equation for the shock-forming variable $\Psi$. In fact,

*We tailor all geometric constructions to the fast wave metric $g$.*

See Figure 1 on pg. 24 for a picture of the setup. We allow for non-trivial data on $P_0$ because this setup would be convenient, in principle, for proving that, at least for some of our solutions, $\Psi$ and $w$ are both non-zero at the singularity (roughly because one could place non-zero data on $P_0$ near the shock). However, we do not explicitly exhibit any data such that both solution variables are guaranteed to be non-zero at the singularity. Our assumption of two spatial dimensions is for technical convenience only; similar results could be proved in three or more spatial dimensions. This assumption allows us to avoid the technical issue of deriving elliptic estimates for the foliations that we use in our analysis, which are needed in three or more spatial dimensions. The elliptic estimates would be somewhat lengthy to derive but have been well-understood in the context of shock formation starting from [3]. Our proof of shock formation could also be extended to different spatial topologies, though changing the spatial topology might alter the kinds of data to which our methods apply.

We recall that the shock-forming variable $\Psi$ corresponds to the “fast speed” while the less singular variable $w$ corresponds to the “slow speed.” We will study solutions with initial data that are (non-symmetric) perturbations of the initial data corresponding to simple outgoing plane symmetric waves with $w \equiv 0$. We discuss the notion of a simple outgoing plane symmetric solution in more detail in Subsubsection 1.8.3, in which, for illustration, we provide a proof of our main results for plane symmetric solutions. By plane symmetric solutions, we mean solutions that depend only on the Cartesian coordinates $t$ and $x^1$. In the context of our main results, the factor of $\mathbb{T}$ in the space manifold $\Sigma = \mathbb{R} \times \mathbb{T}$ corresponds to perturbations away from plane symmetry. The advantage of studying (asymmetric) perturbations of simple outgoing plane symmetric waves is that it allows us to focus our attention on the singularity formation without having to confront additional evolutionary phenomena such as dispersion, which is exhibited, for example, in the *initial* evolutionary phase of small-data solutions with

---

16The formation of the shock is local in nature. Thus, given any spatial manifold, our approach could be used to exhibit an open set of data on it such that the solution forms a shock in finite time. Roughly, there is no obstacle to proving large-data shock formation on general manifolds.
initial data given on $\mathbb{R}^2$. We studied similar nearly plane symmetric solution regimes in our joint work \cite{29} on shock formation for scalar quasilinear wave equations as well as our joint work \cite{17} on the compressible Euler equations with vorticity, which we further describe below.

We now give a slightly more precise statement our main results; see Theorem 10.1 for the precise statements.

**Theorem 1.3 (Main theorem (slightly more precise statement)).** Under suitable assumptions on the nonlinearities (described in Subsect. 1.7), there exists an open set of regular data (belonging to an appropriate Sobolev space) for the system (1.7.2a)–(1.7.2b) such that $\max_{\alpha=0,1,2} |\partial_\alpha \Psi|$ blows up in finite time due to the intersection the “fast” characteristics $\mathcal{P}_u$, while $|\Psi|$, $|w|$, and $\max_{\alpha=0,1,2} |\partial_\alpha w|$ remain uniformly bounded, all the way up to the singularity. More precisely, we allow the data for $\Psi$ to be large or small, but they must be close to the data corresponding to a simple outgoing plane wave. We furthermore assume that the data for $w$ are relatively small compared to the data for $\Psi$.

**Remark 1.4 (The need for geometric coordinates).** Although Theorem 1.3 refers to the Cartesian coordinates, as in all of the prior proofs of shock formation in more than one spatial dimension, we need very sharp estimates, tied to a system of geometric coordinates, to close our proof; the Cartesian coordinates are not adequate for measuring the regularity and boundedness properties of the solutions nor for tracking the intersection of characteristics.

1.2. **Paper outline and remarks.**

- In the rest of Sect. 1 we place our main result in context, construct some of the basic geometric objects that we use in our analysis, and provide an overview of the proof.
- In the present paper, we often cite identities and estimates proved in the work \cite{29}, which yielded similar shock formation results for scalar wave equations (see, however, Remark 1.12).
- In Sect. 2 we construct the remaining geo-analytic objects that we use in our proof and exhibit their main properties.
- In Sect. 3 we define the norms that we use in our analysis, state our assumptions on the data, and formulate bootstrap assumptions.
- In Sect. 4 we define our energies and provide the energy identities that we use in our $L^2$ analysis.
- In Sects. 5–8 we derive a priori $L^\infty$ and pointwise estimates for the solution.
- In Sect. 9 we derive a priori energy estimates. This is the most important and technically demanding section of the paper and it relies on all of the geometric constructions and estimates from the prior sections.
- In Sect. 10 we provide our main theorem. This section is short because the estimates of the preceding sections essentially allow us to quote the proof of \cite[Theorem 15.1]{29}.

1.3. **Further context and prior results.** In his foundational work \cite{26} in which he invented the Riemann invariants, Riemann initiated the rigorous study of finite-time shock formation in initially regular solutions to quasilinear hyperbolic systems in one spatial dimension, specifically the compressible Euler equations of fluid mechanics. An abundance of shock formation results in one spatial dimension were proved in the aftermath of Riemann’s work, with important contributions by Lax \cite{16}, John \cite{12}, Klainerman–Majda \cite{14}, and...
many others, continuing up until the present day [9]. The first constructive results on finite-time shock formation in more than one spatial dimension (without symmetry assumptions) were proved by Alinhac [1–3], who treated scalar quasilinear wave equations in two and three spatial dimensions that fail to satisfy the null condition. In the case of the quasilinear wave equations of irrotational relativistic fluid mechanics (which are scalar equations), Alinhac’s results were remarkably sharpened by Christodoulou [5], whose fully geometric framework subsequently led to further shock formation results for scalar quasilinear wave equations [8, 23, 28, 29] as well as the compressible Euler equations with vorticity [17,18]. In Subsect. 1.4, we describe some of these works in more detail.

As we mentioned at the beginning, our main goal in this paper is to develop techniques for studying shock formation in solutions to quasilinear hyperbolic systems in more than one spatial dimension whose principal part exhibits multiple speeds of propagation. In any attempt to carry out such a program, one must grapple with following difficulty: the known approaches to proving shock formation in more than one spatial dimension for scalar wave equations are based on geo-analytic constructions that are fully adapted to the principal part of the scalar equation (which corresponds to a dynamic Lorentzian metric), or, more precisely, to a family of characteristic hypersurfaces corresponding to the Lorentzian metric. One might say that in prior works, all coordinate/gauge freedoms for the domain were exhausted in order to understand the intersection of the characteristics corresponding to the scalar equation and the relationship of the intersection to the blowup of the solution’s derivatives. Therefore, those works left open the question of how to prove shock formation for systems featuring multiple unknowns and a more complicated principal part with distinct speeds of propagation; roughly speaking, to treat such more complicated systems, one has to understand how geometric objects adapted to one part of the principal operator (that is, to one wave speed) interact with remaining part of the principal operator (corresponding to the other speeds). For systems with appropriate structure, one could skirt this difficulty by considering only a subset of initial conditions that lead to the following behavior: only one solution variable is non-zero at the first singularity. For such solutions, the analysis effectively reduces to the study of a scalar equation. A simple but important example of this approach is given by John’s aforementioned study [13] of shock formation in spherically symmetric solutions to the equations of elasticity, in which case the equations of motion, which generally have a complicated principal part with multiple speeds of propagation, reduce to a spherically symmetric scalar quasilinear wave equation. However, such a drastically simplified setup is mathematically and physically unsatisfying in that it is typically not stable against nontrivial perturbations with very large spatial support, no matter how small they might be.

In our joint works [17,18], we proved the first shock formation result for a system with more than one speed in which all solution variables can be active (non-zero) at the first singularity. Specifically, the system (which is actually a new formulation of the compressible Euler equations) featured one wave operator and one transport operator, and we showed that for suitable data, a family of outgoing wave characteristics intersect in finite time and cause a singularity in the first-order Cartesian partial derivatives of the wave variables but the not transport variable.\footnote{In [17,18], the transport variable was the specific vorticity, defined to be vorticity divided by density.} With the result [17] in mind, one might say the main new contribution of this article is to upgrade the framework established in [17] in order to accommodate an
additional second-order quasilinear hyperbolic scalar equation (see Subsect. 1.5 for remarks on how to extend our result to additional systems).

As we mentioned earlier, our main results apply to initial data such that the “fast wave” variable $\Psi$ (corresponding to the strictly faster of the two speeds of propagation) is the one that forms a shock. That is, $\Psi$ remains bounded but some first-order Cartesian coordinate partial derivative $\partial_{\alpha}\Psi$ blows up in finite time. Like all prior works on shock formation, in the equations that we study in this article, the blowup of $\partial\Psi$ is driven by the presence of Riccati-type self-interaction inhomogeneous terms $\partial\Psi \cdot \partial\Psi$ in the wave equation for $\Psi$. As we have already stressed, the “slow wave” variable $w$ exhibits much less singular behavior, even though its wave equation is also allowed to contain (when expressed relative to standard Cartesian coordinates) Riccati-type self-interaction terms $\partial w \cdot \partial w$. Our ability to track the different behaviors of $\Psi$ and $w$ requires new geometric and analytic insights, notably the advantages that arise from our first-order reformulation of the slow wave equation.

We now outline why, for the solutions under study, $\partial\Psi$ blows up while $\partial w$ does not, even though the wave equations for $\Psi$ and $w$ can have a similar structure. The main idea is that we consider initial data that lead to nearly simple outgoing plane wave solutions in which $\Psi$ has small initial dependence (in appropriate norms) on the Cartesian torus coordinate $x^2$ and in which $w$ and $\partial w$ are initially relatively small and remain so throughout the evolution. By an “outgoing simple wave,” we roughly mean a solution such that $w \equiv 0$ and such that the dynamics of $\Psi$ are dominated by a right-moving (along the $x^1$ axis) wave, as opposed to a combination of right- and left-moving waves. Our results show that for (non-symmetric) perturbations of such solutions, $\partial\Psi$ blows up before the small terms $\partial w \cdot \partial w$ are able to drive the blowup of $\partial w$. In particular, in the solution regime under consideration, $w$ and $\partial w$ remain small in $L^\infty$ all the way up to the first singularity in $\partial\Psi$. This is a subtle effect in that the wave equation for $w$ is allowed to contain source terms (see RHS (1.7.2b)) that are linear (but not quadratic or higher order!) in the tensorial component of $\partial\Psi$ that blows up. Therefore, our work entails the study of non-trivial interactions between a wave that forms a singularity with another wave that, as we must prove, exhibits less singular behavior, even though it is coupled to the “singular part” of the singular wave.

The set of initial data that we treat in our main results is motivated in part by John’s aforementioned work [12], in which he proved a blowup result for first-order quasilinear hyperbolic systems with multiple speeds in one spatial dimension whose small-data solutions behave like simple wave near the singularity. John’s result was recently sharpened [9] by Christodoulou–Perez using extensions of the framework developed by Christodoulou in [5]. In Subsubsect. 1.8.3, to illustrate some of the main ideas, we provide a proof of our main results in the special case that the initial data have exact plane symmetry, that is, for data that are independent of the Cartesian coordinate $x^2$. We caution, however, that the assumption of plane symmetry represents a drastic simplification of the full problem; in plane symmetry, we are able to avoid deriving energy estimates, which is the main technical difficulty that one encounters in the general case. As we will explain, our analytic approach, in particular our approach to energy estimates, is based on geometric decompositions adapted

\[18\]
\[19\]
Shock formation for quasilinear wave systems featuring multiple speeds

to the characteristics corresponding to principal part of $\Psi$’s wave equation together with a first-order reformulation of the wave equation for $w$ that is compatible with these geometric decompositions. This allows us to track the distinct behavior of the two waves all the way up to the shock. As we mentioned above, one would likely need new ideas to treat data such that slow wave $\partial w$ is expected to form the first singularity and, at the same time, to interact with the fast wave $\Psi$ and its derivatives.

1.4. Additional details concerning the most relevant prior works. Our work here builds upon the outstanding contributions of Alinhac [1–3], who was the first to prove small-data shock formation for solutions to quasilinear wave equations in more than one spatial dimension. Specifically, Alinhac studied scalar quasilinear wave equations of the form

$$(g^{-1})^{\alpha\beta}(\partial\Phi)\partial_{\alpha}\partial_{\beta}\Phi = 0,$$  

(1.4.1)

on $\mathbb{R}^{1+n}$ for $n = 2, 3$. For all such equations that fail to satisfy the null condition, he identified a set of small, regular, compactly supported initial data such that the corresponding solution forms a shock in finite time. The set of initial data to which his main results apply were such that the constant-time hypersurface of first blowup contains exactly one point at which $\partial^2\Phi$ blows up.\(^{20}\)

The most important ingredient in Alinhac’s approach was a dynamically constructed system of geometric coordinates tied to an eikonal function (see Subsubsect. 1.8.1 for a precise definition), whose level sets are $g$-null hypersurfaces (that is, characteristics). The main idea behind his approach was as follows: show that relative to the geometric coordinates, the solution remains regular up to the singularity, except possibly at the very high (geometric) derivative levels. This enables one to approach the problem of shock formation from a more traditional perspective in which one derives long-time-existence-type estimates. It turns out that this approach, while viable, is extremely technically demanding to implement. The reason is that the best estimates known allow for the possibility that the high-order geometric energies blow up, which makes it difficult (though possible) to prove that the solution remains regular relative to the geometric coordinates at the lower derivative levels. After one has obtained regular estimates (at the lower derivative levels) relative to the geometric coordinates, one can easily carry out the rest of the proof, namely deriving the singularity formation relative to the Cartesian coordinates, which one obtains by showing that the geometric coordinates degenerate relative to the Cartesian ones. Roughly, both the formation of the shock and the blowup of the solution’s Cartesian coordinate partial derivatives are caused by the intersection of the level sets of the eikonal function. The shock-generating initial conditions identified by Alinhac form a set of “non-degenerate” initial data, which can be thought of as generic inside the set of all smooth, small, compactly supported initial data. Although Alinhac’s use of an eikonal function allowed him to provide a sharp description of the first singularity, his approach to deriving energy estimates was based on a Nash–Moser iteration scheme featuring a free boundary. His iteration scheme fundamentally relied on his non-degeneracy assumptions on the data, which led to solutions whose first singularity is isolated in the constant-time hypersurface of first blowup. His reliance on a Nash–Moser

\(^{20}\)For equations of type (1.4.1), a shock singularity is such that $\Phi$ and $\partial\Phi$ remain bounded while $\partial^2\Phi$ blows up.
scheme is tied to the fact that the regularity theory for the eikonal function is very difficult at the top order.

Our work also builds upon Christodoulou’s groundbreaking sharpening\(^{5}\) of Alinhac’s results for the subclass of (scalar) Euler-Lagrange wave equations corresponding to the irrotational relativistic Euler equations in three spatial dimensions. For these wave equations, Christodoulou proved the following main results: i) He showed that for solutions generated by small\(^{21}\) regular, compactly supported data, shocks are the only possible singularities. The formation of a shock exactly corresponds to the intersection of the characteristics, or equivalently, the vanishing of the inverse foliation density of the characteristics, denoted by \(\mu\) (see Def. \(\text{I.10}\)). Put differently, Christodoulou proved that if the characteristics never intersect, then the solution exists globally\(^{22}\). ii) He exhibited an open set of data for which shocks do in fact form. Unlike Alinhac’s data, Christodoulou’s do not have to lead to a solution with an isolated first singularity. Most importantly, iii) Christodoulou gave a complete description of a portion of the maximal development\(^{23}\) of the data, all the way up to the boundary. Although for brevity we have not given a complete description of the maximal development in this article, it is likely that our sharp estimates could be used to obtain such a description, by invoking arguments along the lines of \(^{5}\) Chapter 15. Like Alinhac’s approach and the approach of the present article, Christodoulou’s framework was based on an eikonal function. However, unlike Alinhac, Christodoulou did not use Nash–Moser estimates when deriving energy estimates. Instead, he used a sharper, more geometric approach that required the full strength of his framework. In particular, to avoid derivative loss, Christodoulou derived sharp information regarding the tensorial regularity properties of eikonal functions in the context of shock formation, in which their level sets intersect. In this endeavor, he was undoubtedly aided by the experience he gained from his celebrated joint proof with Klainerman of the stability of Minkowski spacetime \(^{6}\). In that work, the authors also had to deeply understand the high-order regularity properties of eikonal functions, though in a less degenerate context in which they remain regular. Christodoulou’s sharp description of the maximal development, though of interest in itself, is also important for another reason: it is an essential ingredient for properly setting up the shock development problem, which is the problem of weakly continuing the solution to the relativistic Euler equations past the first singularity under appropriate selection criteria in the form of jump conditions; see \(^{5}\) for further discussion. We note that the shock development problem was recently solved in spherical symmetry \(^{7}\). Moreover, in a recent breakthrough work \(^{4}\), for the non-relativistic compressible Euler equations without symmetry assumptions, Christodoulou solved the shock development problem in a restricted case (known as the restricted shock development problem) such that the jump in entropy across the shock hypersurface was ignored.

Christodoulou’s sharp, geometric approach has led to further advancements on shock formation in solutions starting from smooth initial conditions, including extensions of his
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\(^{21}\)In particular, unlike Alinhac’s proof, Christodoulou’s yields global information about solutions corresponding to an open set of data that contains the trivial data in its interior.

\(^{22}\)More precisely, he studied the solution only in a region that is trapped in between an inner null cone and an outer null cone.

\(^{23}\)Roughly, the maximal development is the largest possible classical solution that is uniquely determined by the data. Readers can consult \(^{27}\)\(^{31}\) for further discussion.
results to larger classes of equations and new types of initial conditions; see the survey article for an in-depth discussion of some of these results. However, a crucial feature of both Alinhac’s and Christodoulou’s frameworks is that they are tailored precisely to a single family of characteristics – the family whose intersection corresponds to a shock singularity. Thus, all prior works left open the question of whether or not these approaches can be adapted to systems featuring multiple speeds of propagation. As we mentioned above, first affirmative result in this direction was provided by our joint works with J. Luk, in which we discovered some remarkable geo-analytic structures in the compressible Euler equations with vorticity. Inspired by these structures, we developed an extended version of Christodoulou’s framework, and we used it to prove shock formation for solutions to a quasilinear wave-transport system. More precisely, the wave-transport system that we studied in was a new formulation of the compressible Euler equations, where the velocity components and density satisfied a system of covariant wave equations, all with the same covariant wave operator $\Box_g$ (corresponding to a single Lorentzian metric $g$), and the vorticity satisfied a (first-order) transport equation. There were two speeds in the system: the speed of sound, corresponding to sound wave propagation, and the speed associated to the transporting of vorticity. A particularly remarkable aspect of the equations studied in , which is central to the proofs, is that the inhomogeneous terms had a good null structure that did not interfere with the shock formation processes. The null structures, which are fully nonlinear in nature, are a tensorial generalization of the good null structure enjoyed by the standard null form $Q^g(\partial\Psi, \partial\Psi)$, which is an admissible term in our systems (see just below those equations for further discussion on this point).

In our works , to control the wave-transport solution’s derivatives, we followed the approach of (itself inspired by the Christodoulou–Klainerman proof of the stability of Minkowski spacetime) and constructed a family of dynamic geometric objects, including geometric vectorfields, adapted to the characteristic of $g$. A seemingly unavoidable aspect of our approach in was that, due to the coupled nature of the system, we were forced to commute the transport equation with the same geometric vectorfields in order to obtain estimates for the solution’s derivatives. In general, one might expect to encounter crippling error terms from this procedure, since the geometric vectorfields are not adapted to the transport operator. What allowed our proof to go through are the following facts: i) transport operators are first-order and ii) the operators $\mu \partial_{\alpha}$ exhibit good commutation properties with the geometric vectorfields, where $\partial_{\alpha}$ is a Cartesian coordinate partial derivative vectorfield and $\mu > 0$, mentioned above, is the inverse foliation density of the wave characteristics (which we rigorously define in Subsubsect. since $\mu$ plays a critical role in the present work as well). Therefore, since the transport operator was just a (solution-dependent) linear combination of the $\partial_{\alpha}$, upon multiplying the transport equation by $\mu$ and commuting it with the geometric vectorfields, we were able to completely avoid the worst imaginable commutator error terms, which enabled us to close the proof.

We now stress that our approach in does not allow one to commute the geometric vectorfields through typical second-order operators $\mu \partial_{\alpha} \partial_{\beta}$; this would typically generate

---

More precisely, as we describe in Subsect. the vectorfields were adapted to an eikonal function corresponding to $g$, whose level sets are $g$-null hypersurfaces.
crippling commutator error terms featuring a factor of $1/\mu$, which blows up as $\mu \to 0$ and obstructs the goal of deriving regular estimates. In particular, in itself, the approach of \cite{17,18} does not manifestly allow one to couple an additional quasilinear wave equation with a “new” metric $h$ that is different from $g$. Here it makes sense to clarify the following point: the crippling error terms do not arise when commuting the geometric vectorfields through $\Box_g$ (since the vectorfields are adapted to the characteristics of $g$), but they do arise when commuting them through a typical second-order differential operator. Thus, the works \cite{17,18} left open the question of how to prove shock formation for solutions to second-order quasilinear systems featuring more than one wave operator. As we have mentioned, in the present article, we prove the first shock formation results for systems of this type. The following key idea, mentioned earlier, lies at the heart of our approach here.

It is possible to formulate the wave equation for the non-shock-forming slow variable as a first-order system that can be treated using an extension of the approach of \cite{17}; see equations (1.7.11a)-(1.7.11d).

1.5. Remarks on the nonlinear terms and extending the results to related systems. The formation of shocks exhibited by Theorem 1.3 is of course tied to our structural assumption on the nonlinearities, which we precisely describe in Subsect. 1.7. As we mentioned earlier, the blowup of $\Psi$ is driven by the presence of a Riccati-type interaction term in its wave equation, which is captured by our assumption (1.7.9) below. For this reason, the wave equation of $\Psi$ can be caricatured as $L_{(\text{Flat})} \partial_1 \Psi \sim (\partial_1 \Psi)^2 + \text{Error}$, where $L_{(\text{Flat})} := \partial_t + \partial_1$ and $\text{Error}$ depends on $\Psi$, $w$, and their derivatives (and in particular $\text{Error}$ contains the quasilinear interaction terms). Although this caricature wave equation suggests that $\partial_1 \Psi$ should blow up in finite time along the integral curves of $L_{(\text{Flat})}$, this is not how our proof works. It seems that in order to close the energy estimates and to show that error terms do not interfere with the blowup, one needs to derive very sharp estimates tailored to the family of characteristics corresponding to $\Psi$, which are in turn influenced by $\Psi$ in view of the quasilinear nature of the equation. We also stress that, as in prior shock formation results, our proof is more sensitive to perturbations of the equations than typical proofs of global existence. This is not surprising in view of the fact that adding terms of the form, say $\pm (\partial_1 \Psi)^3$, to the RHS of the above caricature equation can drastically alter the global behavior of its solutions. In contrast, since $w$ and $\partial_\alpha w$ remain bounded up to the shock, our approach is able to accommodate essentially arbitrary semilinear terms comprised of products of these variables; see Subsect. 1.7 for our precise assumptions on the nonlinearities.

For convenience, we have chosen not to treat the most general type of system to which our approach applies. Our approach is flexible in the sense that it could be used to treat systems featuring additional wave equations, transport equations, or symmetric hyperbolic equations. However, the following assumptions play a critical role in our analysis.

\footnote{Using a weight with a different power of $\mu$, such as $\mu^2 \partial_\alpha \partial_\beta$, also seems to lead to insurmountable difficulties.}

\footnote{Throughout, if $V$ is a vectorfield and $f$ is a scalar function, then $V f := V^\alpha \partial_\alpha f$ denotes the $V$-directional derivative of $f$.}

\footnote{The metric $g$ in the wave equation for $\Psi$ is such that $g = g(\Psi)$. In particular, $g$ does not depend on $w$ and thus the characteristics corresponding to $g$ are not directly influenced by $w$.}
• The Lorentzian metric $g$ corresponding to the principal part of the wave equation of $\Psi$ depends only on $\Psi$. That is, in the wave equation (1.7.2a) below, $g = g(\Psi)$. More generally, we could allow for $g = g(\Psi_1, \ldots, \Psi_m)$, as long as the same metric $g$ corresponds to the principal part of the wave equation of $\Psi_i$ for $1 \leq i \leq m$. This assumption is needed to control the top-order derivatives of the eikonal function corresponding to $g$ (see the discussion of modified quantities in Subsubsect. 1.8.6 for more details on this point).

• The shock-forming variable $\Psi$ corresponds to the fastest speed (in the strict sense) in the system. This assumption implies that the null hypersurfaces $P_u$ corresponding to the metric $g(\Psi)$ are spacelike from the perspective of the principal parts of the remaining equations in the system. This is important because our proof requires the availability of positive definite energies for the slow wave solution variables along $g$-null hypersurfaces. In the present article, the positive definiteness of the energies for the slow wave $w$ along these hypersurfaces is guaranteed by the estimates in equation (4.2.1b).

• See Remark 1.7 below for a discussion of other types of “fast” wave equations for which we could prove a stable shock formation result.

Remark 1.5. In Subsect. 1.7 we will make further assumptions on the nonlinearities and quantify the assumption that $\Psi$ is the fast wave.

1.6. Basic notational and index conventions. We now summarize some of our notation. Some of the concepts referred to here are defined later in the article. Throughout, $\{x^\alpha\}_{\alpha=0,1,2}$ denote the standard Cartesian coordinates on the spacetime $\mathbb{R} \times \Sigma$, where $x^0 \in \mathbb{R}$ is the time variable and $(x^1, x^2) \in \Sigma = \mathbb{R} \times \mathbb{T}$ are the space variables, chosen such that $\partial_2$ is positively oriented. We denote the corresponding partial derivative vectorfields by $\partial_\alpha := \frac{\partial}{\partial x^\alpha}$ (which are globally defined and smooth even though $x^2$ is only locally defined), and we often use the alternate notation $t := x^0$ and $\partial_t := \partial_0$.

• Lowercase Greek spacetime indices $\alpha$, $\beta$, etc. correspond to the Cartesian spacetime coordinates and vary over 0, 1, 2. Lowercase Latin spatial indices $a, b$, etc. correspond to the Cartesian spatial coordinates and vary over 1, 2. We use tilded indices such as $\tilde{\alpha}$ in the same way that we use their non-tilded counterparts. All lowercase Greek indices are lowered and raised with the fast wave spacetime metric $g$ and its inverse $g^{-1}$, and not with the Minkowski metric.

• We use Einstein’s summation convention in that repeated indices are summed over their respective ranges.

• We sometimes use $\cdot$ to denote the natural contraction between two tensors (and thus raising or lowering indices with a metric is not relevant for this contraction). For example, if $\xi$ is a spacetime one-form and $V$ is a spacetime vectorfield, then $\xi \cdot V := \xi_\alpha V^\alpha$.

• If $\xi$ is a one-form and $V$ is a vectorfield, then $\xi_V := \xi_\alpha V^\alpha$. Similarly, if $W$ is a vectorfield, then $W_V := W_\alpha V^\alpha = g(W, V)$.

• If $\xi$ is an $\ell_{t,u}$-tangent one-form (as defined in Subsect. 2.3), then $\xi^\#$ denotes its $\mathfrak{g}$-dual vectorfield, where $\mathfrak{g}$ is the Riemannian metric induced on $\ell_{t,u}$ by $g$. Similarly, if $\xi$ is a symmetric type $(0, 2)$ $\ell_{t,u}$-tangent tensor, then $\xi^\#$ denotes the type $(1, 1)$ $\ell_{t,u}$-tangent...
tensor formed by raising one index with $g^{-1}$ and $\xi^{##}$ denotes the type $\binom{2}{2}$ $\ell_{t,u}$-tangent tensor formed by raising both indices with $g^{-1}$.

- If $\xi$ is an $\ell_{t,u}$-tangent tensor, then the norm $|\xi|$ is defined relative to the Riemannian metric $g$, as we make precise in Def. 3.1.
- Unless otherwise indicated, all quantities in our estimates that are not explicitly under an integral are viewed as functions of the geometric coordinates $(t, u, \vartheta)$ of Def. 2.2.
- Unless otherwise indicated, integrands have the functional dependence established below in Def. 2.4.
- If $Q_1$ and $Q_2$ are two operators, then $[Q_1, Q_2] = Q_1Q_2 - Q_2Q_1$ denotes their commutator.
- $A \lesssim B$ means that there exists $C > 0$ such that $A \leq CB$.
- $A \approx B$ means that $A \lesssim B$ and $B \lesssim A$.
- $A = \mathcal{O}(B)$ means that $|A| \lesssim |B|$.
- Constants such as $C$ and $c$ are free to vary from line to line. These constants, as well as implicit constants, are allowed to depend in an increasing, continuous fashion on the data-size parameters $\hat{\delta}$ and $\hat{\delta}^{-1}$ from Subsect. 3.3. However, the constants can be chosen to be independent of the parameters $\hat{\alpha}$, $\hat{\epsilon}$, and $\varepsilon$ whenever the following conditions hold: i) $\hat{\epsilon}$ and $\varepsilon$ are sufficiently small relative to 1, sufficiently small relative to $\hat{\delta}^{-1}$, and sufficiently small relative to $\hat{\delta}_*$, and ii) $\hat{\alpha}$ is sufficiently small relative to 1, in the sense described in Subsect. 3.8.
- Constants $C_*$ are also allowed to vary from line to line, but unlike $C$ and $c$, the $C_*$ are universal in that, as long as $\hat{\alpha}$, $\hat{\epsilon}$, and $\varepsilon$ are sufficiently small relative to 1, they do not depend on $\varepsilon$, $\hat{\epsilon}$, $\hat{\delta}$, or $\hat{\delta}_*$.
- $A = \mathcal{O}_*(B)$ means that $|A| \leq C_*|B|$, with $C_*$ as above.
- For example, $\hat{\delta}^{-2} = \mathcal{O}(1)$, $2 + \hat{\alpha} + \hat{\alpha}^2 = \mathcal{O}_*(1)$, $\hat{\alpha}\varepsilon = \mathcal{O}(\varepsilon)$, $C_*\hat{\alpha}^2 = \mathcal{O}_*(\hat{\alpha})$, and $C\hat{\alpha} = \mathcal{O}(1)$; some of these examples are non-optimal.
- $\lfloor \cdot \rfloor$ and $\lceil \cdot \rceil$ respectively denote the standard floor and ceiling functions.

1.7. The systems under study.

1.7.1. Statement of the equations. For notational convenience, we introduce the following array associated to the slow wave:

$$\vec{W} := (w, w_0, w_1, w_2), \quad w_\alpha := \partial_\alpha w, \quad (\alpha = 0, 1, 2),$$

(1.7.1)

where we again stress that $\partial_\alpha$ denotes a Cartesian coordinate partial derivative vectorfield.

Remark 1.6 (Remark on the pointwise norm of the array $\vec{W}$). Throughout the article, we view $\vec{W}$ to be an array of scalar functions without tensorial structure. Thus, there should be no danger of confusing the definition $|\vec{W}|^2 := w^2 + \sum_{\alpha=0}^{2} w_\alpha^2$ with the definition (3.1.1) below for the pointwise norm $|\cdot|$ of an $\ell_{t,u}$-tangent tensor.

The system of wave equations under study
Our main results concern the following system of two wave equations:

\[ \Box_g(\Psi) = \mathcal{M}(\Psi, \vec{W}) Q^g(\partial \Psi, \partial \Psi) + \mathfrak{g}_1^\alpha(\Psi, \vec{W}) \partial_\alpha \Psi + \mathfrak{g}_2(\Psi, \vec{W}), \]  
\[ (h^{-1})^{\alpha\beta}(\Psi, \vec{W}) \partial_\alpha \partial_\beta w = \tilde{\mathcal{M}}(\Psi, \vec{W}) Q^g(\partial \Psi, \partial \Psi) + \tilde{\mathfrak{g}}_1^\alpha(\Psi, \vec{W}) \partial_\alpha \Psi + \tilde{\mathfrak{g}}_2(\Psi, \vec{W}). \]

Above and throughout, \( g \) and \( h \) are, by assumption, Lorentzian metrics for small values of their arguments (see below for our precise assumptions), \( \Box_g(\Psi) \) is the covariant wave operator\(^{28}\) of \( g(\Psi) \), \( \mathcal{M}, \mathfrak{g}_1, \ldots, \) and \( \tilde{\mathfrak{g}}_2 \) are smooth nonlinear terms described below, and

\[ Q^g(\partial \Psi, \partial \Psi) := (g^{-1})^{\alpha\beta}(\Psi) \partial_\alpha \Psi \partial_\beta \Psi \]

is the standard null form associated to \( g \). It is important for our proof that the wave operator of the shock-forming variable \( \Psi \) is covariant, the reason being that the geometric vectorfields that we construct exhibit good commutation properties with \( \Box_g \). We stress that \( Q^g(\partial \Psi, \partial \Psi) \) is, from the point of view of closing our estimates, the only allowable term on RHSs \( 1.7.2a-1.7.2b \) that is quadratic in \( \partial \Psi \). The reason is that \( Q^g(\partial \Psi, \partial \Psi) \) has the following special nonlinear structure: it is \textit{linear} in the tensorial component of \( \partial \Psi \) that blows up; see \( 2.12.4 \) for the geo-analytic statement of this fact. More precisely, upon decomposing \( Q^g(\partial \Psi, \partial \Psi) \) relative to an appropriate frame, we find find that it is linear in a derivative of \( \Psi \) in a direction that is transversal to the \( g \)-characteristics. The key point is that it is precisely the transversal derivative of \( \Psi \) that blows up, while the derivatives of \( \Psi \) in directions tangential to the \( g \)-characteristics remain uniformly bounded\(^{29}\) all the way up to the singularity. For this reason, such terms have only a negligible effect on the dynamics all the way up to the shock, at least compared to the Riccati-type term that is quadratic in the transversal derivatives of \( \Psi \) and that drives the singularity formation. Note that this Riccati-type term becomes visible only if we expand the expression \( \Box_g(\Psi) \) on LHS \( 1.7.2a \) relative to Cartesian coordinates. We refer readers to \( 18 \) for further discussion of these issues, noting only that the good structure of \( Q^g(\partial \Psi, \partial \Psi) \) is referred to as the \textit{strong null condition} (relative to \( g \)) in \( 18 \). Note that inhomogeneous terms that are quadratic or higher-order in \( \partial \Psi \) typically have the following property: they are at least quadratic in the derivatives of \( \Psi \) in directions transversal to the \( g \)-characteristics. Such terms are too singular to be included on RHSs \( 1.7.2a-1.7.2b \) within our framework and in fact, might introduce instabilities that prevent a shock from forming or, alternatively, that generate a completely different kind of blowup. In particular, like all prior works on shock formation for wave equations, our proof is unstable against the addition of cubic terms \( (\partial \Psi)^3 \) to the equations, and similarly for terms that are higher-order in \( \partial \Psi \).

\textbf{Remark 1.7} (**Extending the result to a different type of fast wave equation**). Instead of studying equation \( 1.7.2a \), we could alternatively prove a shock-formation result for “fast” non-covariant quasilinear wave equations of the form

\[ (g^{-1})^{\alpha\beta}(\partial \Phi) \partial_\alpha \partial_\beta \Phi = \mathfrak{g}(\Phi, \partial \Phi, w), \]

\(^{28}\)Relative to arbitrary coordinates, \( \Box_g f = \sqrt{\text{det} g} \partial_\alpha \left( \sqrt{\text{det} g} (g^{-1})^{\alpha\beta} \partial_\beta f \right). \)

\(^{29}\)More precisely, they exhibit good commutation properties with \( \mu \Box_g \), where we define \( \mu \) in Def. 1.10.

\(^{30}\)Except possibly at the high derivative levels, due to the degenerate high-order energy estimates that we derive; see Subsubsect. 1.8.6.
where $\mathcal{N}(\cdot)$ is a smooth function of its arguments such that $\mathcal{N}(\Phi, \partial \Phi, 0) = 0$ for $\nu = 0, 1, 2$. As is explained in [28], to treat equations of type (1.7.4), one could first differentiate equation (1.7.4) with the Cartesian coordinate partial derivatives $\partial_{\nu}$ to obtain a system of type (1.7.2a)-(1.7.2b) in the unknowns $\Phi, \vec{\Psi}$, and $\vec{W}$ that obey the semilinear inhomogeneous term assumptions stated in Subsubsection 1.7.2, where $\vec{\Psi} := (\Psi_0, \Psi_1, \Psi_2) := (\partial_0 \Phi, \partial_1 \Phi, \partial_2 \Phi)$ and $g = g(\vec{\Psi})$. More precisely, in [28], we showed that the scalar functions $\Psi_{\nu}$ satisfy a system of covariant wave equations of type (1.7.2a), where the terms that are quadratic in $\partial \vec{\Psi}$ exhibit the same kind of good null structure as the standard $g$-null form (1.7.3). The assumption $\mathcal{N}(\Phi, \partial \Phi, 0) = 0$ guarantees that the system admits simple outgoing plane wave solutions in which $w \equiv 0$ (see Subsubsection 1.7.2 for further discussion). This assumption is convenient for our analysis. It could be weakened to allow for a larger class of semilinear terms $\mathcal{N}$ such that the system no longer admits exact simple outgoing plane wave solutions. However, compared to our main theorem, we generally would have to make different assumptions on the initial data (adapted to $\mathcal{N}$) to guarantee that a shock forms in finite time; see the discussion below equation (1.7.5) for related remarks.

1.7.2. Assumptions on the remaining nonlinearities. We assume that relative to the Cartesian coordinates, the nonlinearities $g_{\alpha\beta}(\cdot), h_{\alpha\beta}(\cdot), \mathcal{M}(\cdot), \mathcal{N}_1^\alpha(\cdot), \cdots, \mathcal{N}_2(\cdot)$ in the system (1.7.2a)-(1.7.2b) are given smooth functions of their arguments (for $|\Psi|$ and $|\vec{W}|$ sufficiently small) and that

$$\mathcal{N}_1^\alpha(\Psi, 0) = \mathcal{N}_2(\Psi, 0) = \hat{\mathcal{N}}_1^\alpha(\Psi, 0) = \hat{\mathcal{N}}_2(\Psi, 0) = 0, \quad (\alpha = 0, 1, 2). \tag{1.7.5}$$

That is, we assume that the semilinear terms in (1.7.5) vanish when $\vec{W} = 0$. The assumptions (1.7.5) are such that the system (1.7.2a)-(1.7.2b) admits simple outgoing plane wave solutions in which $w \equiv 0$, $\Psi = \Psi(t, x^1)$, and $\Psi$ is a “right-moving” wave, as opposed to being a combination of left- and right-moving waves; see Subsect. 3.3 for further discussion on this point. Our main theorem concerns perturbations (without symmetry assumptions) of these simple outgoing plane waves. Our results could be extended to allow for additional kinds of semilinear terms on RHSs (1.7.2a)-(1.7.2b), such as a Klein-Gordon term (i.e., a constant multiple of $\Psi$ on RHS (1.7.2a)) or products with the schematic structure $\Psi \partial \Psi$. However, in the presence of these semilinear terms, the equations no longer admit simple outgoing plane wave solutions (aside from the trivial zero solution). Consequently, our assumptions on the initial data (see Subsects. 3.3 and 3.8) that lead to shock formation would generally have to be adjusted to accommodate such new types of semilinear terms. This would lengthen the article and obscure the new ideas that we aim to highlight here; for this reason, we limit our study to semilinear terms that verify (1.7.5).

\[More generally, our approach could be extended to allow for \((g^{-1})^{\alpha\beta} = (g^{-1})^{\alpha\beta}(\Phi, \partial \Phi)\) in equation (1.7.4).\]

\[A good model equation for understanding the subtleties in this analysis is the inhomogeneous Burgers’ equation $\partial_t \Psi + \Psi \partial_1 \Psi = \Psi^2$. Roughly, for data such that $\Psi$ is initially small while $\partial_1 \Psi$ is initially large in some region, the solution is such that $\partial_1 \Psi$ blows up along the characteristics while $\Psi$ remains bounded (at least up to the first singularity in $\partial_1 \Psi$), much like in the case of the homogeneous Burgers’ equation. However, unlike the homogeneous Burger’s equation, the inhomogeneous equation also admits the $T$-parameterized family of ODE-type blowup solutions $\Psi_T(t) := \frac{1}{T-t}$, whose singularity is at the level of $\Psi$ itself.\]
Regarding the fast wave metric $g$, we assume that
\[ g_{\alpha\beta} = g_{\alpha\beta}(\Psi) := m_{\alpha\beta} + g_{\alpha\beta}^{(Small)}(\Psi), \quad (\alpha, \beta = 0, 1, 2), \tag{1.7.6} \]
where $m_{\alpha\beta} = \text{diag}(-1, 1, 1)$ is the standard Minkowski metric on $\mathbb{R} \times \Sigma$ (where $\Sigma$ is defined in (1.1.1)) and the Cartesian components $g_{\alpha\beta}^{(Small)}(\Psi)$ are given smooth functions of $\Psi$ such that
\[ g_{\alpha\beta}^{(Small)}(\Psi = 0) = 0. \tag{1.7.7} \]

We also introduce the scalar functions
\[ G_{\alpha\beta} = G_{\alpha\beta}(\Psi) := \frac{d}{d\Psi} g_{\alpha\beta}(\Psi), \quad G'_{\alpha\beta} = G'_{\alpha\beta}(\Psi) := \frac{d^2}{d\Psi^2} g_{\alpha\beta}(\Psi), \tag{1.7.8} \]
which appear throughout our analysis. In order to ensure that shocks can form in solutions, including plane symmetric ones that depend only on $t$ and $x^1$, we assume that
\[ G_{\alpha\beta}(\Psi = 0) L(Flat)^\alpha L(Flat)^\beta \neq 0, \tag{1.7.9} \]
where
\[ L(Flat) := \partial_t + \partial_1. \tag{1.7.10} \]

As is explained in [29], these assumptions are essentially equivalent to the assumption that the null condition fails to hold for plane symmetric solutions to the wave equation for $\Psi$. Roughly, these assumptions ensure that for the solutions under study, the coefficient of the main terms driving the blowup is non-zero; as will become clear, the main term is the first product on RHS (2.10.1).

**Remark 1.8 (Genuinely nonlinear systems).** Our assumption that the vectorfield (1.7.10) verifies (1.7.9) is similar to the well-known genuine nonlinearity condition for first-order strictly hyperbolic systems. In particular, for plane symmetric solutions with $\Psi$ sufficiently small, the assumption (1.7.9) ensures that there are quadratic Riccati-type terms in the fast wave equation (1.7.2a), which become visible if one expands the LHS relative to the Cartesian coordinates. The Riccati-type terms provide essentially the same blowup-mechanism as the one that drives the blowup in solutions to $2 \times 2$ genuinely nonlinear strictly hyperbolic systems, which Lax studied in his well-known work [16].

As we mentioned above, a fundamental aspect of our proof is that we reformulate the slow wave equation (1.7.2b) as a first-order system, which allows us to avoid certain top-order commutator error terms that we would have no means to control. Specifically, we study the following first-order system which, under the assumption (1.7.14) below, is easily seen to be a consequence of (1.7.2b), $(i, j = 1, 2)$:

\[ \partial_t w_0 = (h^{-1})^{ab}(\Psi, \overrightarrow{W}) \partial_a w_b + 2(h^{-1})^{0a}(\Psi, \overrightarrow{W}) \partial_a w_0 \tag{1.7.11a} \]
\[ - \widetilde{M}(\Psi, \overrightarrow{W}) Q^g(\partial \Psi, \partial \Psi) - \widetilde{N}_1(\Psi, \overrightarrow{W}) \partial_\alpha \Psi - \widetilde{N}_2(\Psi, \overrightarrow{W}), \]
\[ \partial_t w_i = \partial_i w_0, \tag{1.7.11b} \]
\[ \partial_t w = w_0, \tag{1.7.11c} \]
\[ \partial_t w_j = \partial_j w_i. \tag{1.7.11d} \]
Note that (1.7.11d) can be viewed as a constraint representing the symmetry of the mixed partial derivatives of \( w \) with respect to the Cartesian coordinates. It is easy to check that the constraint (1.7.11d), if verified at time 0, is propagated by the flow of equation (1.7.11b).

1.7.3. Assumptions tied to the wave speeds. We now quantify our assumption that \( \Psi \) is the fast wave and \( w \) is the slow wave.

**Assumption on the wave speeds**

We assume that the following holds for non-zero vectors \( V \) whenever \( |\Psi| + |\vec{W}| \) is sufficiently small:

\[
 h_{\alpha\beta} V^\alpha V^\beta \leq 0 \implies g_{\alpha\beta} V^\alpha V^\beta < 0.
\]

(1.7.12)

Note that (1.7.12) is equivalent to the following implication, valid for non-zero co-vectors \( \omega \):

\[
 (g^{-1})^{\alpha\beta} \omega_\alpha \omega_\beta \leq 0 \implies (h^{-1})^{\alpha\beta} \omega_\alpha \omega_\beta < 0.
\]

(1.7.13)

From (1.7.13) and the fact that \( (g^{-1})^{\alpha\beta}(\Psi = 0) = (m^{-1})^{\alpha\beta} = \text{diag}(-1, 1, 1) \) (see (1.7.6)-(1.7.7)), it follows that \( (h^{-1})^{00}(\Psi, \vec{W}) \) is sufficiently small whenever \( |\Psi| \) and \( |\vec{W}| \) are sufficiently small. For convenience, we rescale the metrics and equations by a positive conformal factor so that the following holds relative to the Cartesian coordinates:

\[
 (g^{-1})^{00}(\Psi) = (h^{-1})^{00}(\Psi, \vec{W}) \equiv -1.
\]

(1.7.14)

The identities assumed in (1.7.14) simplify many calculations but are in no way essential. Note that in view of the definition of a covariant wave operator, rescaling the metric \( g \) introduces an additional semilinear inhomogeneous null form term of the form \( M(\Psi) Q g(\partial_\alpha \Psi, \partial_\beta \Psi) \) on RHS (1.7.2a). It turns out that due to its good null structure, this term does not have a substantial influence of the dynamics of the solutions that we study in our main theorem. Note also that this new term already falls under the scope of the allowable terms on RHS (1.7.2a).

1.8. Overview of the proof of the main result. In this subsection, we provide an overview of the proof of our main result, Theorem 10.1. Our basic geometric setup is similar to the one pioneered by Christodoulou in his study of shock formation in irrotational relativistic fluid mechanics [5].

1.8.1. Basic geometric ingredients. As in all prior works on shock formation in more than one spatial dimension, to follow the solution all the way to the singularity in \( \max_{\alpha=0,1,2} |\partial_\alpha \Psi| \), we construct an eikonal function adapted to the metric \( g(\Psi) \).

**Definition 1.9 (Eikonal function).** The eikonal function \( u \) solves the eikonal equation initial value problem

\[
 (g^{-1})^{\alpha\beta}(\Psi) \partial_\alpha u \partial_\beta u = 0, \quad \partial_t u > 0,
\]

\[
 u|_{\Sigma_0} = 1 - x^1,
\]

(1.8.1a)

(1.8.1b)

where \( \Sigma_0 \simeq \mathbb{R} \times T \) is the hypersurface of constant Cartesian time 0.
Our choice of initial conditions in (1.8.1b) is adapted to the approximate plane symmetry of the data that we will consider. The level sets of \( u \) are \( g \)-null hypersurfaces, which we denote by \( \mathcal{P}_u \) (see Def. 1.11) and which we often refer to as the characteristics. See Figure 1 on pg. 24 for a depiction of the characteristics, where the characteristics \( \mathcal{P}^t_u \) in the figure have been truncated at time \( t \). We clarify that even though the system (1.7.2a) + (1.7.11a)-(1.7.11d) features multiple speeds of propagation, we study only the characteristic family \( \{ \mathcal{P}_u \}_{u \in [0,1]} \) in detail since, for the data under consideration, the intersection of distinct members of this family corresponds to the formation of a shock.

Using \( u \), we will construct a collection of geometric objects that can be used to derive sharp information about the solution. The most important of these is the inverse foliation density \( \mu \). Its vanishing corresponds to the intersection of the characteristics and, as it turns out (see Subsubsect. 1.8.5), the formation of a singularity in \( \max_{\alpha=0,1,2} |\partial_\alpha \Psi| \).

**Definition 1.10 (Inverse foliation density).** We define \( \mu > 0 \) as follows:

\[
\mu := -\frac{1}{(g^{-1})^{\alpha\beta}(\Psi)|\partial_\alpha t \partial_\beta u|},
\]

where \( t \) is the Cartesian time coordinate.

Note that by (1.7.6)-(1.7.7) and the initial conditions (1.8.1b) for \( u \), we have \( \mu|_{\Sigma_0} = 1 + \mathcal{O}_* (\Psi) \) (see Subsect. 1.6 regarding our use of the notation \( \mathcal{O}_* (\cdot) \)). Thus, for the data that we consider in this article, in which \( |\Psi| \) is initially small, it follows that \( \mu \) is initially near unity. In short, our main goal in the article is to exhibit an open set of data such that \( \mu \) vanishes in finite time, to show that its vanishing is tied to the blowup of \( \max_{\alpha=0,1,2} |\partial_\alpha \Psi| \), and to show that \( |u| \) and \( \max_{\alpha=0,1,2} |\partial_\alpha w| \) remain bounded.

The following spacetime subsets are tied to \( u \) and play a fundamental role in our analysis.

**Definition 1.11 (Subsets of spacetime).** We define the following subsets of spacetime:

\[
\Sigma_t := \{(t, x_1, x_2) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} \mid t = t'\}, \quad (1.8.3a)
\]

\[
\Sigma_t^u := \{(t, x_1, x_2) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} \mid t = t', \ 0 \leq u(t, x_1, x_2) \leq u'\}, \quad (1.8.3b)
\]

\[
\mathcal{P}_t^u := \{(t, x_1, x_2) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} \mid u(t, x_1, x_2) = u'\}, \quad (1.8.3c)
\]

\[
\mathcal{P}^t_u := \{(t, x_1, x_2) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} \mid 0 \leq t \leq t', \ u(t, x_1, x_2) = u'\}, \quad (1.8.3d)
\]

\[
\ell_{t, u'} := \mathcal{P}^t_u \cap \Sigma_{t'}^u = \{(t, x_1, x_2) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} \mid t = t', \ u(t, x_1, x_2) = u'\}, \quad (1.8.3e)
\]

\[
\mathcal{M}_{t, u'} := \cup_{u \in [0, u']} \mathcal{P}^t_u \cap \{(t, x_1, x_2) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} \mid 0 \leq t < t'\}. \quad (1.8.3f)
\]

We refer to the \( \Sigma_t \) and \( \Sigma_t^u \) as “constant time slices,” the \( \mathcal{P}_t \) and \( \mathcal{P}^t_u \) as “characteristics” or “null hypersurfaces,” and the \( \ell_{t, u} \) as “tori.” Note that \( \mathcal{M}_{t, u} \) is “open-at-the-top” by construction.

To study the solution, we complement \( t \) and \( u \) with a geometric torus coordinate \( \vartheta \) to form a geometric coordinate system \((t, u, \vartheta)\) with corresponding partial derivative vectorfields \( \left\{ \frac{\partial}{\partial t}, \frac{\partial}{\partial u}, \Theta := \frac{\partial}{\partial \vartheta} \right\} \). To differentiate the equations and obtain estimates for the solution’s derivatives, we also construct a related vectorfield frame

\[
\{L, \tilde{X}, Y, \}, \quad (1.8.4)
\]
which spans the tangent space at each point where $\mu > 0$. The vectorfield $L$ verifies $L = \frac{\partial}{\partial t}$ and is null with respect to $g$, while $\tilde{X}$ and $Y$ are, respectively, replacements for $\frac{\partial}{\partial u}$ and $\Theta$ with better regularity properties that are needed to close the top-order energy estimates; see Subsect. 2.1 for the details behind the construction of $\vartheta$ and the vectorfields. We will prove that for the solutions under study, the vectorfields $L$ and $Y$ remain close to their background values, which are respectively $\partial_t + \partial_1$ and $\partial_2$. In contrast, $\tilde{X}$ behaves like $-\mu \partial_1$ and thus shrinks as the shock forms. Moreover, $X := \frac{1}{\mu} \tilde{X}$ remains close to $-\partial_1$ all the way up to the shock. See Figure 1 on pg. 24 for a schematic depiction of the vectorfields $\{L, \tilde{X}, Y\}$ and note in particular that $|\tilde{X}|$ is smaller in the region where $\mu$ is small. Note also that we have displayed the (outgoing) characteristics $P_u$ of $g(\Psi)$ in the figure but we have not displayed any characteristics of $h$ since they do not play a role in our analysis. Moreover, $L$ and $Y$ are tangential to the characteristics $P_u$ while $\tilde{X}$ is transversal to them. A key aspect of our proof is that we will be able to derive uniform bounds for the $L$, $Y$, and $\tilde{X}$ derivatives of the solution all the way up to the shock, except near the top derivative level; as we describe in the discussion surrounding (1.8.33a)-(1.8.33g), our high-order geometric energies are allowed to blow up as the shock forms. The fact that we can derive non-singular estimates for the low-level $\tilde{X}$ derivatives of the solution is fundamentally tied to the fact that $|\tilde{X}|$ shrinks like $\mu$ as $\mu \to 0$. Note that this is compatible with the formation of a singularity in $\max_{\alpha=0,1,2} |\partial_{\alpha} \Psi|$. More precisely, our main theorem yields that $|\tilde{X}\Psi| \gtrsim 1$ near points where $\mu$ is small and thus the derivative of $\Psi$ with respect to the order-unity vectorfield $X := \frac{1}{\mu} \tilde{X}$ blows up precisely when $\mu$ vanishes; see Subsubsect. 1.8.5 for a more detailed overview of this aspect of the proof.
1.8.2. The spacetime regions under study. For convenience, we study only the future portion of the solution that is completely determined by the data lying in the subset $\Sigma_0^{U_0} \subset \Sigma_0$ of thickness $U_0$ and on a portion of the characteristic $\mathcal{P}_0$, where

$$0 < U_0 \leq 1$$

(1.8.5)

is a parameter, fixed until Theorem 10.1; see Figure 2. We will study spacetime regions such that $0 \leq u \leq U_0$, where $u$ is the eikonal function from Def. 1.9. We have introduced the parameter $U_0$ because one would need to allow $U_0$ to vary in order to study the behavior of the solution up to the boundary of the maximal development, as Christodoulou did in [5, Chapter 15]. For brevity, we do not pursue this issue in the present article.

In our analysis, we will restrict our attention to times $t$ verifying $0 \leq t < 2\hat{\delta}^{-1}$, where $\hat{\delta} > 0$ is the data-dependent parameter defined by

$$\hat{\delta} := \frac{1}{2} \sup_{\Sigma_0^{U_0}} [G_{LL}\bar{X}\Psi]^-.$$  

(1.8.6)

The quantity (1.8.6) is essentially the main term in the transport equation for $\mu$ (see (2.10.1)) that drives $\mu$ to 0 in finite time. In (1.8.6), $G_{LL} := G_{\alpha\beta}L^\alpha L^\beta$, where $G_{\alpha\beta}$ is defined in (1.7.8) and $L$ is the $g$-null vectorfield mentioned in Subsubsect. 1.8.1 (see Def. 2.4 for the precise definition). In our analysis, we take into account only the portion of the data lying in the subset $\mathcal{P}_0^{2\hat{\delta}^{-1}}$ of the characteristic $\mathcal{P}_0$ since, by domain of dependence considerations, only this portion can influence the solution in the regions under study. The parameter $\hat{\delta}$ is important because under certain assumptions described below, the time of first shock formation is a
small perturbation\[33\] of $\delta_*^{-1}$. We will clarify the connection between $\delta_*$ and the time of first shock formation in Subsubsect.\[1.8.5\]. Moreover, in view of the above remarks, we see that to close our bootstrap argument (which we briefly overview in Subsubsect.\[1.8.4\]), it is sufficient to control the solution for times up to $2\delta_*^{-1}$, which is plenty of time for the shock to form.

1.8.3. A model problem: shock formation for nearly simple outgoing waves under the assumption of plane symmetry. In this subsubsection, we illustrate some of the main ideas behind our analysis by sketching a proof of our main results for plane symmetric solutions, that is, solutions that depend only on $t$ and $x^1$. For such solutions, we are able to rely exclusively on the method of characteristics when deriving estimates. In particular, we can avoid energy estimates, which drastically simplifies the proof. Our analysis in this subsubsection can be viewed as a sharpening of the approach of John [12], in the spirit of the recent work [9].

For convenience, we consider only the case in which the fast wave metric perturbation function from (1.7.6) takes the simple form

$$g^{(\text{Small})}_{\alpha\beta}(\Psi) = \left\{ (1 + \Psi)^2 - 1 \right\} \delta^1_\alpha \delta^1_\beta,$$

(1.8.7)

where $\delta^\beta_\alpha$ is the standard Kronecker delta. Moreover, in this subsubsection only, we use, in addition to the vectorfield $L$, the vectorfield $\bar{L}$ defined by

$$\bar{L} := \mu L + 2\bar{X}.$$  

(1.8.8)

It is easy to check that $g(\bar{L}, \bar{L}) = 0$ (that is, that $\bar{L}$ is $g$-null) and that the following relations hold (these relations follow easily from Lemma 2.7):

$$Lt = 1, \quad Lu = 0, \quad \bar{L}t = \mu, \quad \bar{L}u = 2.$$  

(1.8.9)

From the point of view of the estimates derived in this subsubsection, the vectorfield $\bar{L}$ plays a role similar to the one played by the $P_u$-transversal vectorfield $\bar{X}$ that we use in the rest of the paper. The advantage of $\bar{L}$ in this subsubsection is that it is $g$-null and thus the principal part of the fast wave equation takes a simple form in plane symmetry when expressed in terms of $L$ and $\bar{L}$ derivatives; see equations (1.8.13a)-(1.8.13b).

As in the bulk of the paper, we will focus our attention here on nearly simple outgoing waves. By a simple outgoing (that is, right-moving) plane wave, we mean a solution such that $L \Psi \equiv 0$ and $w \equiv 0$. Due to our assumptions (1.7.5) on the semilinear inhomogeneous terms on and RHSs (1.7.2a)-(1.7.2b), the systems that we study in this paper admit simple plane wave solutions.

In the present subsubsection, we will consider plane symmetric initial data verifying a set of size assumptions. Our assumptions involve the four parameters $\tilde{\alpha}$, $\tilde{\epsilon}$, $\tilde{\delta}$, and $\delta_*$, which in this subsubsection only have slightly different (but analogous) definitions than they do in the rest of the paper. Specifically, we assume that the initial data for $\Psi$ and $w$ are given along $\Sigma^1_0$, which corresponds to the portion of $\Sigma_0$ with $0 \leq u \leq 1$, as well as $\mathcal{P}_0^{2\delta_*^{-1}}$, which is the portion of the level set $\{u = 0\}$ with $0 \leq t \leq 2\delta_*^{-1}$, where we define $\delta_*$ just below. Note that in plane symmetry, $\Sigma^1_0$ can be identified with an orientation-reversed version of the unit interval $[0, 1]$ of $x^1$ values. We assume the following size conditions, where all functions

\[\text{For } \tilde{\alpha} \text{ and } \tilde{\epsilon} \text{ sufficiently small, the time of first shock formation is } \{1 + \mathcal{O}(\tilde{\alpha}) + \mathcal{O}(\tilde{\epsilon})\} \delta_*^{-1}, \text{ where } \tilde{\alpha} \text{ and } \tilde{\epsilon} \text{ are the data-size parameters described in Subsubsect.} \[1.8.4\].\]
on the LHSs of the inequalities are assumed to be continuous with respect to the geometric coordinates \((t, u)\):

\[
\tilde{L} \tilde{\Psi}_{|\Sigma_0^1} = f(u), \quad (1.8.10a)
\]
\[
\| \Psi \|_{L^\infty(\Sigma^1_0)} \leq \hat{\alpha}, \quad (1.8.10b)
\]
\[
\| \Psi \|_{L^\infty(\Sigma^1_0)} \leq \hat{\varepsilon}, \quad (1.8.10c)
\]
\[
\| w \|_{L^\infty(\Sigma^1_0)}; \| w_0 \|_{L^\infty(\Sigma^1_0)}; \| w_1 \|_{L^\infty(\Sigma^1_0)} \leq \hat{\varepsilon}, \quad (1.8.10d)
\]
\[
\| \Psi \|_{L^\infty(P^2_0 \hat{\delta}^{-1})}; \| L \tilde{\Psi} \|_{L^\infty(P^2_0 \hat{\delta}^{-1})} \leq \hat{\varepsilon}, \quad (1.8.10e)
\]
\[
\| w \|_{L^\infty(P^2_0 \hat{\delta}^{-1})}; \| w_0 \|_{L^\infty(P^2_0 \hat{\delta}^{-1})}; \| w_1 \|_{L^\infty(P^2_0 \hat{\delta}^{-1})} \leq \hat{\varepsilon}, \quad (1.8.10f)
\]

where \(f(u)\) is a continuous function and

\[
\hat{\delta}_* := \sup_{u \in [0,1]} |f(u)|. \quad (1.8.11)
\]

Above, \(\hat{\alpha} > 0\) is a parameter that, for our subsequent bootstrap argument to close, must be small in an absolute sense, while \(\hat{\varepsilon} \geq 0\) is a parameter that must be small in an absolute sense, small relative to \(\hat{\delta}_*\), and small relative to \(\hat{\delta}^{-1}\), where

\[
\hat{\delta} := \sup_{u \in [0,1]} |f(u)|. \quad (1.8.12)
\]

In the remainder of this subsubsection, we will assume that \(\hat{\delta}_* > 0\) and \(\hat{\delta} > 0\). When \(\hat{\varepsilon} = 0\), the corresponding solution is a simple outgoing plane wave; see the end of this subsubsection for further discussion of this point. It is straightforward to see that there exist data that verify the above size assumptions. See Subsect. 3.9 for further discussion on this point in the context of our main theorem.

For convenience, in this subsubsection, we study only the following specific example of a system of type \((1.7.2a) + (1.7.11a)-(1.7.11d)\) in one spatial dimension, where the metric perturbation function is given by \((1.8.7)\) and, to simplify the discussion, we have chosen relatively simple semilinear terms:

\[
\tilde{L} \tilde{\Psi} = L \tilde{\Psi} \cdot \tilde{L} \tilde{\Psi} + w_0 \cdot \tilde{L} \tilde{\Psi} + \mu w_0 \cdot \Psi, \quad (1.8.13a)
\]
\[
\tilde{L} \tilde{L} \tilde{\Psi} = L \tilde{\Psi} \cdot \tilde{L} \tilde{\Psi} + \mu (L \tilde{\Psi})^2 + w_0 \cdot \tilde{L} \tilde{\Psi} + \mu w_0 \cdot \Psi, \quad (1.8.13b)
\]
\[
\mu \partial_t w_0 = \frac{1}{4} \mu \partial_1 w_1 + L \tilde{\Psi} \cdot \tilde{L} \tilde{\Psi} + \mu w_0 \cdot \Psi, \quad (1.8.13c)
\]
\[
\mu \partial_t w_1 = \mu \partial_1 w_0. \quad (1.8.13d)
\]

We now make some remarks on the structure of equations \((1.8.13a)-(1.8.13d)\). We have multiplied the equations by the inverse foliation density \(\mu\), which will help clarify certain aspects of the analysis. The forms of LHSs \((1.8.13a)-(1.8.13b)\) are a consequence of Prop. 2.38. In \((1.8.13c)\), the factor of \(\frac{1}{4}\) accounts for our assumption that \(w\) is the slow wave. Note that

\[34\text{In } (1.8.11) \text{ and throughout, } [p]_- := |\min\{p, 0\}|.\]

\[35\text{Away from plane symmetry, it is critically important to multiply the wave equations by } \mu \text{ before commuting them with appropriate vectorfields; the factor of } \mu \text{ leads to important cancellations. In contrast, our arguments in this subsubsection do not involve commuting the equations.}\]
equations \((1.8.13c)-(1.8.13d)\) are semilinear while for the general class of equations that we consider, the analogous equations are typically quasilinear. These facts play very little role in the discussion in this subsubsection. In particular, in proving the main theorem of the paper, we use that \(w\) is the slow wave mainly when deriving energy estimates, which we can avoid in this subsubsection by integrating along characteristics. That is, in this subsubsection, it is not fundamentally important that \(w\) is the slow wave.

To facilitate our analysis via integrating along characteristics, we now replace \((1.8.13c)-(1.8.13d)\) with the following equations\(^{36}\) which are equivalent up to harmless constant factors on the right-hand sides:

\[
\mu (2\partial_t + \partial_1)(w_0 - \frac{1}{2} w_1) = L \Psi \cdot \bar{L} \Psi + \mu w_0 \cdot \Psi, \tag{1.8.14a}
\]

\[
\mu (2\partial_t - \partial_1)(w_0 + \frac{1}{2} w_1) = L \Psi \cdot \bar{L} \Psi + \mu w_0 \cdot \Psi. \tag{1.8.14b}
\]

In our subsequent analysis, we will rely on the following relations, which are simple consequences of Lemma \(2.39\) our assumption that the metric perturbation is given by \((1.8.7)\), the normalization condition \(g(X, X) = 1\) (see \((2.2.10a)\)), our assumption of plane symmetry, and the fact that (under these assumptions) the vectorfield \(Y\) verifies

\[
2\partial_t = L + \frac{1}{\mu} \bar{L}, \quad 2\partial_1 = (1 + \Psi) \left\{ L - \frac{1}{\mu} \bar{L} \right\}. \tag{1.8.15}
\]

Using \((1.8.15)\), we can replace \((1.8.14a)-(1.8.14b)\) with the following equations, which are again equivalent to \((1.8.13c)-(1.8.13d)\) up to harmless constant factors on the right-hand sides:

\[
\begin{align*}
\left\{ (1 - \Psi)\bar{L} + \mu(3 + \Psi)L \right\} (w_0 - \frac{1}{2} w_1) &= L \Psi \cdot \bar{L} \Psi + \mu w_0 \cdot \Psi, \tag{1.8.16a}
\left\{ (3 + \Psi)\bar{L} + \mu(1 - \Psi)L \right\} (w_0 + \frac{1}{2} w_1) &= L \Psi \cdot \bar{L} \Psi + \mu w_0 \cdot \Psi. \tag{1.8.16b}
\end{align*}
\]

In plane symmetry, the most important aspect of LHSs \((1.8.16a)-(1.8.16b)\) are that for \(|\Psi|\) small, the vectorfields \((1 - \Psi)\bar{L} + \mu(3 + \Psi)L\) and \((3 + \Psi)\bar{L} + \mu(1 - \Psi)L\) are transversal to the \(\mathcal{P}_u\), a simple fact that follows from the identities \(\bar{L}u = 2\) and \(Lu = 0\) (see \((1.8.9)\)).

We now note that \(\mu\) (which is defined in \((1.8.2)\) verifies an evolution equation that we can schematically express as follows (see \((2.10.1)\) for the precise formula):

\[
L\mu = \bar{L} \Psi + \mu L \Psi. \tag{1.8.17}
\]

In total, we will study the system \((1.8.13a)-(1.8.13b) + (1.8.16a)-(1.8.16b) + (1.8.17)\) and sketch a proof that whenever \(\hat{\epsilon}\) is sufficiently small (in a manner that is allowed to depend on \(\hat{\delta}\) and \(\hat{\delta}_*\)) and \(\hat{\alpha}\) is small relative to 1, a shock forms in \(\Psi\) in finite time.

In our analysis, we will rely on the geometric coordinates \((t, u)\). To facilitate our analysis, we find it convenient to make the following bootstrap assumptions for \((t, u) \in [0, T_{(\text{Boot})}) \times \)

---

\(^{36}\)Equations \((1.8.14a)-(1.8.14b)\) are evolution equations for the Riemann invariants of the subsystem \((1.8.13c)-(1.8.13d)\).
[0, 1], where 0 < \( T_{\text{Boot}} \leq 2\delta_*^{-1} \) is a bootstrap time:

\[
|\Psi| \leq \hat{\alpha}^{1/2}, \quad (1.8.18a)
\]

\[
|L\Psi|, |w_0|, |w_1| \leq \hat{\epsilon}^{1/2}, \quad (1.8.18b)
\]

\[
|\bar{L}\Psi(t, u) - f(u)| \leq \hat{\epsilon}^{1/2}, \quad (1.8.18c)
\]

\[
\mu(t, u) \leq 1 + 2|f(u)|\delta_*^{-1} + \hat{\alpha}^{1/2} + \hat{\epsilon}^{1/2}. \quad (1.8.18d)
\]

We also assume that for \((t, u) \in [0, T_{\text{Boot}}) \times [0, 1]\), we have

\[
\mu(t, u) > 0, \quad (1.8.19)
\]

which is tantamount to the assumption that a shock has not yet formed on \([0, T_{\text{Boot}}) \times [0, 1]\), though it allows for the possibility that a shock forms exactly at time \( T_{\text{Boot}} \). By standard local well-posedness, if the data verify the size assumptions \((1.8.10a)-(1.8.10f)\), if \( \hat{\alpha} \) and \( \hat{\epsilon} \) are sufficiently small in the manner described above, and if \( T_{\text{Boot}} > 0 \) is sufficiently small, then there exists a classical solution for \((t, u) \in [0, T_{\text{Boot}}) \times [0, 1]\) such that the bootstrap assumptions are verified in this region. Using the identities \((1.8.15)\), we see that if the bootstrap assumptions are not saturated and if \( u \) remains uniformly positive on \([0, T_{\text{Boot}}) \times [0, 1]\), then the solution and its \( \partial_t \) and \( \partial_t \) derivatives remain uniformly bounded in magnitude on \([0, T_{\text{Boot}}) \times [0, 1]\). It is a standard result that under these conditions, the solution can be classically continued past the time \( T_{\text{Boot}} \). Thus, in order to prove that a shock forms, it suffices to i) justify the bootstrap assumptions by deriving a strict improvement of them, a task that we accomplish by showing that they hold with \( \hat{\epsilon}^{1/2} \) replaced by \( C\hat{\epsilon} \) (where \( \hat{\epsilon} \) is chosen to be sufficiently small) and with \( \hat{\alpha}^{1/2} \) replaced by \( \hat{\alpha} + C\hat{\epsilon} \) (where \( \hat{\alpha} \) is also chosen to be sufficiently small); ii) to show that \( u \) can vanish in finite time; and iii) to show that the vanishing of \( u \) leads to the blowup of \( \max \{|\partial_t \Psi|, |\partial_t \Psi|\} \). Note that by \((1.8.18b)\), our proof implies that \( |w_0| \) and \( |w_1| \) remain bounded.

We now explain how to improve the bootstrap assumptions, starting with \((1.8.18b)\). To this end, we find it convenient to introduce (see \((1.8.3i)\) for the definition of \( \mathcal{M}_{T_{\text{Boot}}}^{1, u} \))

\[
q(u) := \sup_{\mathcal{M}_{T_{\text{Boot}}}^{1, u}} \{|L\Psi| + |w_0| + |w_1|\}. \quad (1.8.20)
\]

In the rest of the proof, we silently rely on \((1.8.9)\), which allows us to think of \( \frac{d}{dt} \) along the integral curves of \( L \) and \( \bar{L} = 2\frac{d}{du} \) along the integral curves of \( \bar{L} \). Similarly, we have that

\[
(1 - \Psi)\bar{L} + \mu(3 + \Psi)L = 2(1 - \Psi)\frac{d}{du} \quad \text{along the integral curves of } (1 - \Psi)\bar{L} + \mu(3 + \Psi)L \text{ and}
\]

\[
(3 + \Psi)\bar{L} + \mu(1 - \Psi)L = 2(3 + \Psi)\frac{d}{du} \quad \text{along the integral curves of } (3 + \Psi)\bar{L} + \mu(1 - \Psi)L. \text{ Using these observations, we integrate equations } (1.8.13b) \text{ and } (1.8.16a)-(1.8.16b) \text{ and use } (1.8.9), \text{ the bootstrap assumptions, and the small-data assumptions } (1.8.10c), (1.8.10d), (1.8.10e), \text{ and } (1.8.10f) \text{ to obtain}
\]

\[
q(u) \leq C\hat{\epsilon} + C\int_{u'=0}^{u} q(u') \, du', \quad (1.8.21)
\]
where here and throughout the paper, all constants $C$ are allowed to depend on $\delta$ and $\delta_*$, and similarly for implicit constants hidden in the notations $\preceq$ and $\mathcal{O}$; see Subsect. 1.6 for a precise description of the way in which we allow constants to depend on the various parameters in the bulk of the paper. From (1.8.21) and Gronwall’s inequality, we conclude that $\sup_{u \in [0,1]} q(u) \preceq \dot{\epsilon}$. Next, using the already obtained bound $|L\Psi| \preceq \dot{\epsilon}$, the fundamental theorem of calculus, and the data-size assumptions (1.8.10b) for $\Psi$, we deduce that for $(t, u) \in [0, T_{\text{Boot}}) \times [0, 1]$, we have

$$|\Psi|(t, u) \leq \dot{\alpha} + \int_{s=0}^{t} |L\Psi|(s, u) \, ds \leq \dot{\alpha} + C\delta_\ast^{-1} \dot{\epsilon} \leq \dot{\alpha} + C\dot{\epsilon}.$$  

(1.8.22)

We have thus derived the desired improvements of the bootstrap assumptions (1.8.18a)-(1.8.18b) (whenever $\dot{\alpha}$ and $\dot{\epsilon}$ are sufficiently small).

Next, using the previously obtained estimates, the bootstrap assumptions, the evolution equation (1.8.13a), the fundamental theorem of calculus, and the data assumption (1.8.10a), we obtain

$$\left|L\Psi(t, u) - f(u)\right| \leq \int_{s=0}^{t} |L\Psi|(s, u) \, ds \leq C \int_{s=0}^{t} \dot{\epsilon} \, ds \leq C\delta_\ast^{-1} \dot{\epsilon} \leq C\dot{\epsilon},$$  

(1.8.23)

which yields an improvement of the bootstrap assumption (1.8.18c). Similarly, from the previously obtained estimates, the bootstrap assumptions, equation (1.8.17), and the fact that (by construction) $\mu\big|_{t=0} = 1 + \mathcal{O}_\ast(\dot{\alpha})$, we deduce that

$$\mu(t, u) = 1 + f(u)t + \mathcal{O}_\ast(\dot{\alpha}) + \mathcal{O}(\dot{\epsilon}),$$  

(1.8.24)

where the implicit constants in $\mathcal{O}_\ast(\cdot)$ do not depend on $\delta_\ast$ or $f(u)$. We have therefore improved the bootstrap assumption (1.8.18d) (whenever $\dot{\alpha}$ and $\dot{\epsilon}$ are sufficiently small), which completes our proof of the improvement of the bootstrap assumptions.

We now show that a shock forms in finite time. We start by setting

$$\mu_\ast(t) := \min_{u \in [0,1]} \mu(t, u).$$

From definition (1.8.11) and (1.8.24), we find that

$$\mu_\ast(t) = 1 - \delta_\ast t + \mathcal{O}_\ast(\dot{\alpha}) + \mathcal{O}(\dot{\epsilon}).$$  

(1.8.25)

From (1.8.25), we easily infer that $\mu_\ast(t)$ vanishes at the time $T_{\text{Shock}} = \delta_\ast^{-1} \{1 + \mathcal{O}_\ast(\dot{\alpha}) + \mathcal{O}(\dot{\epsilon})\}$. Finally, from (1.8.11), (1.8.15), and the bounds $|\Psi| \leq \dot{\alpha} + C\dot{\epsilon}$, $|L\Psi| \leq C\dot{\epsilon}$, and (1.8.23), we see that if $\dot{\alpha}$ and $\dot{\epsilon}$ are sufficiently small, then as $t \uparrow T_{\text{Shock}}$, $\sup_{u \in [0,1]} |\partial_t \Psi(t, u)|$ and $\sup_{u \in [0,1]} |\partial_t \Psi(t, u)|$ are equal to non-zero, bounded functions times $\frac{1}{\mu_\ast(t)}$. Hence, $\sup_{u \in [0,1]} |\partial_t \Psi(t, u)|$ and $\sup_{u \in [0,1]} |\partial_t \Psi(t, u)|$ blow up precisely at time $T_{\text{Shock}}$.

We close this subsubsection by highlighting that there exist initial data, compactly supported in $\Sigma^1_0$, such that $\dot{\epsilon} = 0$ and such that the shock formation argument given above goes through; see Subsect. 3.9 for further discussion. The corresponding solutions are simple outgoing plane waves. This clarifies why in perturbing these simple waves, we can consider
initial data such that  \( \epsilon \) is positive but small relative to the other relevant quantities in the problem, as the above bootstrap argument required.

1.8.4. The full problem without symmetry assumptions: data-size assumptions, bootstrap assumptions, and \( L^\infty \) estimates. In our main theorem (Theorem 10.1), we study (non-symmetric) perturbations of the plane symmetric nearly simple outgoing wave solutions studied in Subsubsect. 1.8.3. We now outline the size assumptions that we make on the data in proving our main theorem. Our assumptions are similar in spirit to our data assumptions from Subsubsect. 1.8.3 but are more complicated in view of the additional spatial direction and the necessity of deriving energy estimates away from plane symmetry; see Subsect. 3.3 for a precise statement of our assumptions on the data.

We study solutions such that the interesting, relatively large portion of the data lies in \( \Sigma_{U_0}^0 \) when \( U_0 \) is near 1 while the data on \( \mathcal{P}_0^{25^{-1}} \) are very small; see Figure 2 on pg. 24. Here and in the remainder of the article, \( \delta_* > 0 \) denotes the data-dependent parameter defined in (1.8.6). We consider data for \( \Psi \) such that along \( \Sigma_{U_0}^0 \), \( \Psi \) itself is initially of small \( L^\infty \) size \( \alpha \), the \( \mathcal{P}_u \)-tangential derivatives of \( \Psi \) (that is, its \( L \) and \( Y \) derivatives) up to top order are of a relatively small size \( \epsilon \) in appropriate norms, while the pure \( \tilde{X} \) derivatives such as \( \tilde{X}\Psi \) and \( \tilde{X}\tilde{X}\Psi \) are of a relatively large size \( \delta \). We assume that all mixed tangential-transversal derivatives such as \( L\tilde{X}\Psi \) are also of a relatively small size \( \epsilon \). Our size assumptions are such that the energies we use to control the solution are all initially of small size \( O(\epsilon^2) \); see Subsect. 1.8.6 for further discussion on this point. These size assumptions are similar to the ones made in [17,29] and correspond to data close to that of the nearly simple outgoing plane waves studied in Subsubsect. 1.8.3. Roughly, the relative largeness of \( \delta \) is tied to a Riccati-type blowup of \( \max_{\alpha=0,1,2} |\partial_\alpha \Psi| \). We assume that the slow wave variable array \( \tilde{W} \) and all of its derivatives up to top order in all directions are initially of small size \( \epsilon \). Finally, we assume that along \( \mathcal{P}_0^{25^{-1}} \), the derivatives of \( \Psi \) and \( \tilde{W} \) up to top order in all directions are of small size \( \epsilon \). The case \( \epsilon = 0 \) corresponds to a simple outgoing (that is, right-moving) plane wave. See Subsect. 3.9 for a proof sketch of the existence of data that verify our size assumptions and for discussion on why their existence is tied to our structural assumptions (1.7.5) on the semilinear inhomogeneous terms.

Remark 1.12 (On the parameter \( \alpha \)). In [29], the \( L^\infty \) smallness of \( \Psi \) itself (un-differentiated) and the smallness of its \( \mathcal{P}_u \)-tangential derivatives were captured by the smallness of \( \epsilon \). That is, the parameter \( \alpha \) was not featured in the work [29]. For this reason, in [29], \( \epsilon \) did not vanish for non-trivial simple outgoing plane wave solutions, which is different than in the present article. In this article, we have decided that it is better to introduce \( \alpha \) so that i) our results here apply in particular to non-trivial simple outgoing plane wave solutions and ii) the existence of an open set of initial data (without symmetry assumptions) that verify our size assumptions follows as an easy consequence of the fact that our shock formation results apply to some simple outgoing plane wave solutions (see Subsect. 3.9 for further discussion).

The data-size assumptions described in the previous paragraph correspond to a pair of waves in which one wave (namely \( \Psi \)) is nearly simple and outgoing while the other (namely \( \tilde{W} \)) is uniformly small. A key point of our proof is showing how to propagate various aspects...
of the $\dot{\alpha} \cdot \dot{\delta} \cdot \dot{\epsilon}$ hierarchy all the way up to the shock, much like in Subsubsect. \ref{1.8.3} As in Subsubsect. \ref{1.8.3} to propagate the $\dot{\alpha} \cdot \dot{\delta} \cdot \dot{\epsilon}$ hierarchy, we find it convenient to make $L^\infty$ bootstrap assumptions for $\Psi$, $\vec{W}$, and their geometric derivatives on a bootstrap time interval of the form $[0,T_{(\text{Boot})})$, on which $\mu > 0$ and on which the solution exists classically. In view of the remarks made below \eqref{1.8.6}, we can assume that $T_{(\text{Boot})} \leq 2\delta_\star^{-1}$. Our “fundamental” bootstrap assumptions are (see Subsect. \ref{3.6})

$$\|\mathcal{P}^{[1,10]}\Psi\|_{L^\infty(\Sigma_t^\nu)}, \|\mathcal{P}^{\leq 10}\vec{W}\|_{L^\infty(\Sigma_t^\nu)} \leq \varepsilon,$$

where $\mathcal{P}^{[1,M]}$ denotes an arbitrary differential operator of order in between 1 and $M$ corresponding to repeated differentiation with respect to the $\mathcal{P}_u$-tangential vectorfields $\mathcal{P} = \{L,Y\}$, $\mathcal{P}^{\leq M}$ is defined similarly but allows for the possibility of zero differentiations, and $\varepsilon$ is a small bootstrap parameter that, at the end of the paper, by virtue of a priori energy estimates and Sobolev embedding, will have been shown to verify $\varepsilon \lesssim \dot{\epsilon}$. 

\textbf{Remark 1.13.} Note that the uniform boundedness of $\max_{\alpha=0,1,2} |\partial_\alpha w|$ up to the shock is already accounted for in the bootstrap assumption \eqref{1.8.26}. Note furthermore that the same is not true for $\max_{\alpha=0,1,2} |\partial_\alpha \Psi|$, which blows up at the shock.

Using \eqref{1.8.26} and our data-size assumptions, we can derive $L^\infty$ estimates for $\Psi$ and the low-order pure transversal and mixed transversal-tangential derivatives of $\Psi$ and $\vec{W}$ on the bootstrap region, and for various derivatives of $\mu$ and the Cartesian component functions $\{L^a\}_{a=1,2}$ for times up to as large as $2\delta_\star^{-1}$. Roughly, this is the content of Sects. \ref{5} and \ref{6}. The analysis is similar in spirit to that of Subsect. \ref{1.8.3} but is much more involved. We need the estimates for the derivatives of $\mu$ and $\{L^a\}_{a=1,2}$ because these quantities arise as error terms when we commute the equations with the vectorfields $\{L,\hat{X},\hat{Y}\}$.

\subsection*{1.8.5. Proof sketch of the formation of the shock and the blowup of $\partial \Psi$.} Given the $L^\infty$ estimates described in Subsect. \ref{1.8.4} the proofs that $\mu \to 0$ in finite time and that $\max_{\alpha=0,1,2} |\partial_\alpha \Psi|$ blows up are not much more difficult they were in Subsect. \ref{1.8.3} We now sketch the proofs. First, one derives (essentially as a consequence of the eikonal equation \eqref{1.8.1a}) the following transport equation for $\mu$ (see Lemma \ref{2.31}):

$$L\mu(t,u,\vartheta) = \frac{1}{2}[G_{LL}\hat{X}\Psi](t,u,\vartheta) + \mu \mathcal{O}(P\Psi)(t,u,\vartheta).$$

\eqref{1.8.27}

In \eqref{1.8.27} and throughout, $P$ schematically denotes a differentiation in a direction tangential to the characteristics $\mathcal{P}_u$. Note that equation \eqref{1.8.27} does not involve the slow wave $\vec{W}$. Using bootstrap assumptions and $L^\infty$ estimates of the type described in Subsect. \ref{1.8.4} it is easy to show that $\mu \mathcal{O}(P\Psi)(t,u,\vartheta) = \mathcal{O}(\varepsilon)$ and that $[G_{LL}\hat{X}\Psi](t,u,\vartheta) = [G_{LL}\hat{X}\Psi](0,u,\vartheta) + \mathcal{O}(\varepsilon)$. Inserting these estimates into \eqref{1.8.27}, we find that

$$L\mu(t,u,\vartheta) = \frac{1}{2}[G_{LL}\hat{X}\Psi](0,u,\vartheta) + \mathcal{O}(\varepsilon).$$

\eqref{1.8.28}

\footnote{To close our estimates, we also find it convenient to make additional “auxiliary” bootstrap assumptions; see Subsects. \ref{3.7} and \ref{6.1}.}
From (1.8.28), definition (3.3.1) and the fact that $\varepsilon$ is controlled by $\dot{\varepsilon}$, we see that there exists $(u_*, \vartheta_*) \in [0, 1] \times \mathbb{T}$ such that

$$L\mu(t, u_*, \vartheta_*) = -\delta_* + O(\dot{\varepsilon}). \quad (1.8.29)$$

Recalling that $L = \frac{\partial}{\partial t}$ and that $\mu|_{t=0} = 1 + O_\bullet(\Psi) = 1 + O_\bullet(\dot{\alpha})$ (see Subsect. 1.6 regarding the notation), we see that if $\dot{\alpha}$ and $\dot{\varepsilon}$ are sufficiently small, then $\mu$ vanishes for the first time when $t = \{1 + O_\bullet(\dot{\alpha}) + O(\dot{\varepsilon})\}\delta_*^{-1}$. Moreover, $\mu$ vanishes linearly in that $L\mu$ is strictly negative at the vanishing points; as we describe below in Subsubsect. 1.8.6 these are crucially important facts for our energy estimates. Finally, we note that the above argument also yields that $|\dot{X}\Psi| \gtrsim 1$ at the points where $\mu$ vanishes and thus $X\Psi := \frac{1}{\mu}\dot{X}\Psi$ blows up like $\frac{1}{\mu}$ at such points. Since we are also able to show that the Cartesian components $X^\alpha$ remain close to $-\delta^\alpha_1$ throughout the evolution, it follows that $\max_{\alpha=0,1,2} |\partial_\alpha \Psi|$ blows up when $\mu$ vanishes.

1.8.6. **Overview of the energy estimates.** Energy estimates are by far the most difficult aspect of the proof. For reasons to be explained, to close our energy estimates, we must commute the evolution equations up to 18 times with the elements the $\mathcal{P}_\nu$-tangential commutation set $\mathcal{P} = \{L, Y\}$ and derive energy estimates for the differentiated quantities. The starting point for these energy estimates is energy identities for $\Psi$ and $\vec{W}$, which we obtain by applying the divergence theorem on the regions depicted in Figure 3. We provide the details behind these energy identities in Sect. 4 here we focus mainly on outlining how to derive a priori energy estimates based on the energy identities.
We start by describing our energy-null flux quantities. In Subsubsect. [1.8.6] only, we denote the energy-null flux quantity for \( \Psi \) by \( \mathbb{H}^{(Fast)} \) and the one for \( \hat{W} \) by \( \mathbb{H}^{(Slow)} \). Schematically, \( \mathbb{H}^{(Fast)} \) and \( \mathbb{H}^{(Slow)} \) have the following strength (see Sect. [4] for precise statements concerning the energies and their coerciveness), where the integrals are with respect to the geometric coordinates:

\[
\mathbb{H}^{(Fast)}(t, u) \sim \int_{\Sigma_t} \left\{ \mu(L\Psi)^2 + (\hat{X}Y)^2 + \mu(Y\Psi)^2 \right\} d\vartheta du' + \int_{\mathcal{P}_u} \left\{ (L\Psi)^2 + \mu(Y\Psi)^2 \right\} d\vartheta dt' \tag{1.8.30a}
\]

\[
+ \int_{\mathcal{M}_{t,u}} [L\mu]_-(Y\Psi)^2 d\vartheta du' dt',
\]

\[
\mathbb{H}^{(Slow)}(t, u) \sim \int_{\Sigma_t} \mu|\hat{W}|^2 d\vartheta du' + \int_{\mathcal{P}_u} |\hat{W}|^2 d\vartheta dt'. \tag{1.8.30b}
\]

On RHS [1.8.30a] and throughout, \( f_- := \max\{-f, 0\} \).

A crucially important feature of the above energies is that some of the integrals on RHSs [1.8.30a]-[1.8.30b] are \( \mu \)-weighted and thus become weak near the shock, that is, in regions where \( \mu \) is near 0. It turns out that the \( \mu \)-weighted integrals are not able to suitably control all of the error terms that arise in the energy identities. The reason is that we encounter some error terms that lack \( \mu \) weights and are therefore relatively strong. However, it is also true that all of the error terms that arise in the energy identities. The reasons behind this were outlined in Subsubsect. [1.8.5]. In all prior works on shock formation in more than one spatial dimension, similar spacetime integrals were exploited to close the energy estimates. The idea to exploit such a spacetime integral seems to have originated in the works [3,5].

We now let \( \mathbb{H}^{(Fast)}_N \) denote an energy corresponding to commuting the wave equation for \( \Psi \) with a string of vectorfields \( \mathcal{P}^N \) consisting of precisely \( N \) factors of elements the \( \mathcal{P}_u \)-tangential commutation set \( \mathcal{P} = \{L, Y\} \). We let \( \mathbb{H}^{(Slow)}_N \) be an analogous energy for \( \hat{W} \).

As we alluded to above, in our detailed proof, we will have \( 1 \leq N \leq 18 \) for \( \mathbb{H}^{(Fast)}_N \) and \( N \leq 18 \) for \( \mathbb{H}^{(Slow)}_N \). For such \( N \) values, our initial data are such that all energies are of initially small size \( O(\hat{\varepsilon}^2) \), where \( \hat{\varepsilon} \) is the smallness parameter from Subsubsect. [1.8.4]. In particular, our energies completely vanish for simple outgoing plane wave solutions (in which \( L\Psi = Y\Psi = \hat{W} = 0 \)). We stress that we avoid using the energy \( \mathbb{H}^{(Fast)}_0 \), which involves the \( L^2 \) norm of the pure transversal derivative \( \hat{X}\Psi \) and is therefore allowed to be of a relatively

\[\text{In our detailed analysis, when constructing } L^2\text{-controlling quantities, we separately define energies along } \Sigma_t, \text{ null fluxes along } \mathcal{P}_u, \text{ and spacetime integrals over } \mathcal{M}_{t,u}. \text{ Here, to shorten our explanation of the main ideas, we have grouped them together.}\]

\[\text{In our schematic overview of the proof, we use the notation } A \sim B \text{ to imprecisely indicate that } A \text{ is well-approximated by } B.\]
large size $O(\delta^2)$; as we mentioned earlier, in order to close our proof, we do not need to control $\dot{X}\Psi$ in $L^2$, but rather only in $L^\infty$. We also need to control $\ddot{X}\dot{X}\Psi$ and $\dddot{X}\dddot{X}\dddot{X}\Psi$ in $L^\infty$, for reasons that we clarify starting in Sect. [6]. We can obtain these $L^\infty$ estimates by treating the wave equation (1.7.2a) like a transport equation of the form $L\dot{X}\Psi = \cdots$ (i.e., a transport equation in $\dot{X}\Psi$), where the source terms $\cdots$ are controlled by our energies, and by commuting this equation up to two times with $\dot{X}$; see Props. [5.9] and [6.2] for detailed proofs.

We now provide a few more details about how to derive the energy identities that form the starting point of our $L^2$-type analysis. To obtain the relevant energy identities for $\Psi$, we commute $\mathcal{M}$ times the wave equation (1.7.2a) with $\mathcal{P}^N$, multiply by $T\mathcal{P}^N\Psi$, and then integrate by parts over $M_{t,u}$. Here,

$$T := (1 + 2\mu)L + 2\dot{X}$$  (1.8.31)

is a “multiplier vectorfield” with appropriately chosen $\mu$ weights. Similarly, to obtain the relevant energy identities for $\vec{W}$, we multiply equations (1.7.11a)-(1.7.11d) with $\mathcal{M}$, commute them with $\mathcal{P}^N$, multiply by an appropriate quantity, and then integrate by parts over $M_{t,u}$; see Sect. [4] for the details behind the integration by parts and Sect. [8] for the details behind the pointwise estimates for the semilinear inhomogeneous terms on RHSs (1.7.2a) and (1.7.11a) and for pointwise estimates for the error terms that we generate upon commuting the equations. In total, we can use these energy identities and pointwise estimates to obtain a system of integral inequalities of the following type, where here we only schematically display a few representative terms:

$$H_N^{(\text{Fast})}(t,u) \leq C\epsilon^2 + \int_{M_{t,u}} (\dot{X}\Psi)(\ddot{X}Y^N\Psi)Y^N\text{tr}_\chi d\vartheta du' dt'$$  (1.8.32a)

$$\quad + \int_{M_{t,u}} (LY^N\Psi)Y^N\vec{W} d\vartheta du' dt' + \cdots,$n

$$H_N^{(\text{Slow})}(t,u) \leq C\epsilon^2 + \int_{M_{t,u}} |Y^N\vec{W}|^2 d\vartheta du' dt' + \int_{M_{t,u}} (Y^N\vec{W})(\ddot{X}Y^N\Psi) d\vartheta du' dt' + \cdots.$$  (1.8.32b)

The $C\epsilon^2$ terms on RHSs (1.8.32a)-(1.8.32b) are generated by the data. The tensorfield $\chi$ on RHS (1.8.32a) is the null second fundamental form of the co-dimension-two tori $\ell_{t,u}$. It is a symmetric type $(0,2)$ tensorfield with components $\chi_{\Theta\Theta} = g(\mathcal{D}_\Theta L, \Theta)$ (see (2.5.1a) and recall that $\Theta = \frac{\partial}{\partial \vartheta}$), where $\mathcal{D}$ is the Levi–Civita connection of $g$. Moreover, $\text{tr}_\chi X$ is the trace of $\chi$ with respect to the Riemannian metric $g$ induced on $\ell_{t,u}$ by $g$. Geometrically, $\text{tr}_\chi X$ is the null mean curvature of the $g$-null hypersurfaces $P_u$. Analytically, we have $L^u \sim \partial u$ (see (2.2.1) and (2.2.4)) and thus $\text{tr}_\chi X \sim \partial^2 u$, where $u$ is the eikonal function. From the point of view of counting derivatives, one might expect to see terms such as $Y^N\text{tr}_\chi X \sim \partial^{N+2} u$ on the RHS of the $N$-times commuted fast wave equation since the Cartesian components $P^a$ of the elements $P \in \mathcal{P} = \{L,Y\}$ depend on $\partial u$; roughly, terms such as $Y^N\text{tr}_\chi X$ can arise when

---

42To avoid uncontrollable error terms, it is essential that we first multiply the equations by $\mu$ before commuting them.
one commutes operators of the form $\mathcal{P}^N$ through the expression $\square_g \Psi$ and the maximum number of derivatives falls on the components $\partial^\al \sim \partial u$. Thus, the presence of $Y^N \tr g \chi$ on RHS (1.8.32a) signifies that the energy estimates for the wave variables are coupled to $L^2$ estimates for the derivatives of the eikonal function. This is a fundamental difficulty that one faces whenever one works with vectorfields constructed from an eikonal function adapted to the characteristics.

We already stress here that a naive treatment of the term $Y^N \tr g \chi$ in the energy estimates would result in the loss of a derivative that would preclude closure of the estimates. This is because crude estimates for $Y^N \tr g \chi \sim \partial^{N+2} u$, based on the eikonal equation (1.8.1a), lead to an $L^2$ estimate for $\partial^{N+2} u$ that depends on $\partial^{N+2} \Psi$, which is one more derivative of $\Psi$ than is controlled by $\mathbb{H}^{(Fast)}_M$. However, the term $Y^N \tr g \chi$ has a special tensorial structure, and we can avoid the loss of a derivative through a procedure that we describe below. As we explain below, we use this procedure only at the top order because it leads to a rather degenerate top-order energy estimate, and we need improved estimates below top order to close our proof. The improved estimates are possible because below top order, one does not need to worry about the loss of a derivative. In fact, as we further explain below, to obtain the improved estimates, it is important that one should allow the loss of a derivative in the estimates for $Y^N \tr g \chi$ below top order. Taken together, these are unusual and technically challenging features of the study of shock formation that were first found in the works [1–3,5] of Alinhac and Christodoulou.

We now provide some additional details on how we derive the a priori energy estimates. In the usual fashion, we must control RHSs (1.8.32a) and (1.8.32b) in terms of $\mathbb{H}^{(Fast)}_M$ and $\mathbb{H}^{(Slow)}_M$ (for suitable $M$) so that we can use a version of Gronwall’s inequality. After a rather difficult Gronwall estimate, one obtains a hierarchy of energy estimates holding up to the shock, which we now explain. The estimates feature the quantity

$$\mu_*(t,u) := \min \left\{ 1, \min_{\Sigma^u_t} \mu \right\},$$

which essentially measures the worst case smallness for $\mu$ along $\Sigma^u_t$. As in all prior works on shock formation in more than one spatial dimension, our proof allows for the possibility that the high-order energies might blow up like negative powers of $\mu_*$, and, at the same time, guarantees that the energies become successively less singular as one reduces the number of derivatives. Moreover, one eventually reaches a level at which the energies remain uniformly

---

43 As we mentioned above, in practice, we commute through $\mu \square_g$ since the $\mu$-weighted wave operator exhibits better commutation properties with the elements of $\{L, \dot{X}, Y\}$.

44 In practice, we mostly rely on geometric decomposition formulas when decomposing the error terms in the commuted equations, rather than working with Cartesian components.

45 More precisely, in treating the most difficult top-order error terms involving $Y^N \tr g \chi$, we use this procedure only at the top order. We also encounter less degenerate top-order error terms with factors that behave like $\mu Y^N \tr g \chi$ (see Lemma 9.17 and point (5) of Subsect. 5.2), and for these terms, thanks to the helpful factor of $\mu$, it is permissible to use the procedure at all derivative levels.

46 Actually, Alinhac’s approach allowed for some loss of differentiability stemming from his use of an eikonal function. As we mentioned in Subsect. 1.4 to overcome this difficulty, he used Nash–Moser estimates. In contrast, Christodoulou used an approach that avoided the derivative loss altogether, which is the approach we take in the present article.
bounded, all the way up to the shock; these non-degenerate energy estimates are what allows one to improve, via Sobolev embedding, the $L^\infty$ bootstrap assumptions (see Subsubsect. 1.8.4) that are crucial for all aspects of the proof. The hierarchy of energy estimates that we derive can be modeled as follows:

\[
\begin{align*}
\mathcal{H}^{(\text{Fast})}_{18}(t,u), \mathcal{H}^{(\text{Slow})}_{18}(t,u) & \lesssim \delta^2 \mu_*^{-11.8}(t,u), \\
\mathcal{H}^{(\text{Fast})}_{17}(t,u), \mathcal{H}^{(\text{Slow})}_{17}(t,u) & \lesssim \delta^2 \mu_*^{-9.8}(t,u), \\
\vdots \\
\mathcal{H}^{(\text{Fast})}_{13}(t,u), \mathcal{H}^{(\text{Slow})}_{13}(t,u) & \lesssim \delta^2 \mu_*^{-1.8}(t,u), \\
\mathcal{H}^{(\text{Fast})}_{12}(t,u), \mathcal{H}^{(\text{Slow})}_{12}(t,u) & \lesssim \delta^2, \\
\vdots \\
\mathcal{H}^{(\text{Fast})}_{1}(t,u), \mathcal{H}^{(\text{Slow})}_{1}(t,u) & \lesssim \delta^2.
\end{align*}
\]

The estimates (1.8.33a)-(1.8.33g) capture in spirit the energy estimates that we prove in this article; we refer the reader to Prop. 9.12 for the precise statements. The precise numerology behind the hierarchy (1.8.33a)-(1.8.33g) is intricate, but here are the main ideas: i) The top-order blowup-exponent of 11.8 found on RHS (1.8.33a) is tied to certain universal structural constants in the equations (such as the constant $A$ appearing in (1.8.37) below) and is close to optimal by our approach; for example, if one considered data belonging to the Sobolev space $H^{100}$, then our approach would only allow us to conclude that the energy controlling 100 derivatives of $\Psi$ might blow up at the rate $\mu_*^{-11.8}(t,u)$. ii) The fact that the estimates become less singular by precisely two powers of $\mu_*$ at each step in the descent seems to be fundamental. The root of this phenomenon is the following: an integration in time of $\mu_*^{-B}(t,u)$ reduces the strength of the singularity by one degree to $\mu_*^{1-B}(t,u)$; see (1.8.42). iii) To control error terms, it is convenient for the solutions to be such that slightly more than half of the energies are uniformly bounded up to the shock. Then, when we are bounding error term products in $L^2$, we can exploit the fact that all but at-most-one factor in the product is uniformly bounded in $L^\infty$ up to the shock.

We now discuss some of the main ideas behind deriving the energy estimate hierarchy (1.8.33a)-(1.8.33g). By far, the most difficult integrals to estimate are the ones on RHS (1.8.32a) involving $Y^N \text{tr}_g X$ and some related ones that we have not displayed but that create similar difficulties. In the case of the scalar wave equations treated in [29], these difficult integrals were handled via extensions of techniques developed in [5]. In the present article, in treating these integrals, we encounter some new terms stemming from interactions between the fast wave, the eikonal function, and the slow wave; see the proof outline of Prop. 8.4 for further discussion on this point. Later in this section, we will say a few words about these difficult integrals, but we will not discuss them in detail here since the most challenging aspects of these integrals were handled in [29]. Instead, in this subsection, we focus on describing the influence of the $Y^N \tilde{W}$-involving integrals from RHSs (1.8.32a)-(1.8.32b) on the a priori estimates (1.8.33a)-(1.8.33g). Roughly, these integrals account for the self-interactions of the slow wave and the interaction of the slow wave with the fast wave up to the shock, which are the main new kinds of interactions accounted for in this paper; the remaining error integrals on RHS (1.8.32a) involve self-interactions of $\Psi$ and the
interaction of $\Psi$ with the eikonal function, which were handled in [29], as well as interactions of $\tilde{W}$ with the below-top-order derivatives of the eikonal function, which are relatively easy to treat (see Lemma 9.19). Our main goal at present is the following:

We will sketch why the $Y^N\tilde{W}$-involving integrals from RHSs (1.8.32a)-(1.8.32b) create only harmless exponential growth in the energies, which is allowable within our approach in view of our sufficiently good guess about the time of first shock formation (see the discussion following equation (1.8.6)) and our assumed smallness of $\hat{\epsilon}$.

In particular, if the $Y^N\tilde{W}$-involving integrals were the only types of error integrals that one encountered in the energy estimates, then at all derivatives levels, the energies would remain uniformly bounded by $\lesssim \hat{\epsilon}^2$ up to the shock. This shows that the interaction between the two waves is in some sense weak near the shock, even though the RHS of the slow wave equation (1.7.2b) contains $\partial \Psi$ source terms that blow up at the shock. The weakness of the interaction is very much a “PDE effect” (it is not easily modeled by ODE inequalities) that is detectable only because our energies (1.8.30a)-(1.8.30b) contain non-$\mu$-degenerate $P^t_\mu$ integrals and spacetime integrals.

To proceed with our sketch, we let

$$H_N^{(Fast)}(t,u) := \sup_{(t',u') \in [0,t] \times [0,u]} \mathcal{H}_N^{(Fast)}(t',u'), \quad H_N^{(Slow)}(t,u) := \sup_{(t',u') \in [0,t] \times [0,u]} \mathcal{H}_N^{(Slow)}(t',u').$$

We then note the following simple consequence of (1.8.30a)-(1.8.30b), (1.8.32a)-(1.8.32b), and Young’s inequality, where we are ignoring the $Y^N\mathrm{tr}_g X$-involving integral on RHS (1.8.32a):

$$H_N^{(Fast)}(t,u) \leq C \hat{\epsilon}^2 + C \int_{u'=0}^{u} H_N^{(Fast)}(t,u') \, du' + C \int_{u'=0}^{u} H_N^{(Slow)}(t,u') \, du' + \cdots, \quad (1.8.34)$$

$$H_N^{(Slow)}(t,u) \leq C \hat{\epsilon}^2 + C \int_{u'=0}^{u} H_N^{(Fast)}(t,u') \, du' + C \int_{t'=0}^{t} H_N^{(Slow)}(t',u) \, dt' + \cdots. \quad (1.8.35)$$

Then from (1.8.34)-(1.8.35) and Gronwall’s inequality in $t$ and $u$, we conclude that as long as the solution exists classically, we have the following estimates for $(t,u) \in [0,2\delta_\ast^{-1}] \times [0,1]$:  

$$H_N^{(Fast)}(t,u) \leq C \hat{\epsilon}^2, \quad H_N^{(Slow)}(t,u) \leq C \hat{\epsilon}^2, \quad (1.8.36)$$

where, as we have mentioned, constants $C$ are allowed to depend on $\delta_\ast^{-1}$, the approximate time of first shock formation (see (1.8.6) and the discussion below it).

As we mentioned above, in reality, we are not able to prove the non-degenerate estimate (1.8.36) for large $N$ because the $Y^N\mathrm{tr}_g X$-involving integral on RHS (1.8.32a) leads to a much worse a priori energy estimate in the top-order case $N = 18$. This phenomenon is explained in detail in [29] in the case of a homogeneous scalar covariant wave equation $\Box_{g(\psi)} \Psi = 0$; here we only describe the changes in the analysis of $Y^N\mathrm{tr}_g X$ compared to [29], the new feature being the presence of the semilinear coupling terms on RHS (1.7.2a). Let us first describe the estimate. Specifically, due to the difficult regularity theory of the eikonal function $\Psi$ the following term is in fact present on RHS (1.8.34) in the case $N = 18$ (see below for more

---

47Recall that $Y^N\mathrm{tr}_g X \sim \partial^{N+2} u$. 
Shock formation for quasilinear wave systems featuring multiple speeds

details):

\[ A \int_{t'=0}^{t} \left( \sup_{\Sigma^{t'}} \left| \frac{L_{\mu}}{\mu} \right| \right) H_{18}^{(Fast)}(t', u) \, dt' + \cdots, \tag{1.8.37} \]

where \( A \) is a universal positive constant that is independent of the structure of the nonlinearities and the number of times that the equations are commuted and \( \cdots \) denotes similar or less degenerate error terms. By itself, the error term (1.8.37) would change the a priori estimate in a way that can roughly be described as follows:

\[ H_{18}^{(Fast)}(t, u) \leq C \tilde{\varepsilon}^2 \mu^{-A}(t, u), \quad H_{18}^{(Slow)}(t, u) \leq C \tilde{\varepsilon}^2 \mu^{-A}(t, u). \tag{1.8.38} \]

The factor of \( A \) on RHS (1.8.38) is partially responsible for the magnitude of the top-order blowup-exponent \( 11.8 \) on RHS (1.8.33a), though we stress that in a detailed proof, one encounters other types of degenerate error integrals that further enlarge the blowup-exponents. Throughout the paper, we indicate the “important” structural constants that substantially contribute to the blowup-exponents by drawing boxes around them (see, for example, the RHS of the estimates of Prop. 9.10). The derivation of (1.8.38) as a consequence of the presence of the error term (1.8.37) is based on a difficult Gronwall estimate that requires having sharp information about the way that \( \mu \to 0 \) as well as the behavior of \( L_{\mu} \). Roughly, one can show (see Subsubsect. 1.8.5 for a discussion of the main ideas) that

\[ \mu^*(t, u) \sim 1 - \tilde{\delta}^* t, \quad \sup_{\Sigma^{t'}} \left| \frac{L_{\mu}}{\mu} \right| \sim \tilde{\delta}^*, \tag{1.8.39} \]

from which one can obtain (1.8.38) by Gronwall’s inequality (where it is important that the same factor \( \tilde{\delta}^* \) defined in (1.8.6) appears in both expressions in (1.8.39)).

We now explain the origin of the difficult error integral (1.8.37) and its connection to the following aforementioned difficulty: that of avoiding a loss of a derivative at the top order when bounding the error term \( Y^N_{\text{tr}} g / \chi \) in \( L^2 \). To proceed, we first note that using geometric decompositions, one obtains the following evolution equation for \( Y^N_{\text{tr}} g / \chi \), expressed here in schematic form (see the proof outline of Prop. 8.4 for further discussion):

\[ L Y^N_{\text{tr}} g \chi = L \mathcal{P}^{N+1} \Psi + \Delta \mathcal{P}^N \Psi + \text{l.o.t.}, \tag{1.8.40} \]

where \( \Delta \) is the covariant Laplacian induced on \( \ell_{t,u} \) by \( g(\Psi) \) and l.o.t. are lower-order (in the sense of the number of derivatives involved) terms that do not involve the slow wave variable \( \tilde{W} \). In the top-order case \( N = 18 \), equation (1.8.40) is not useful in its current form because the RHS involves one more derivative of \( \Psi \) than we can control by commuting equation (1.7.2a) 18 times and deriving energy estimates. To overcome this difficulty, we follow the following strategy, whose blueprint originates in the proof of the stability of Minkowski spacetime [6] and that was later used in the context of low-regularity well-posedness for wave equations [15] and finally in the context of shock formation [5]: one can decompose the fast wave equation (1.7.2a) using equation (2.13.1a) and then algebraically replace \( \mu \Delta \mathcal{P}^N \Psi \) (note the crucial factor of \( \mu \) and see (2.13.1a)) with \( L \mathcal{X} \mathcal{P}^N \Psi + L(\mu \mathcal{P}^{N+1} \Psi) + \cdots \) (written in schematic form, where \( \cdots \) denotes terms depending on \( \leq N + 1 \) derivatives of \( \Psi \)) plus the influence of the semilinear inhomogeneous terms on RHS (1.7.2a), that is, plus \( Y^N(\mu \times \)

\footnote{By this, we essentially mean Raychaudhuri’s identity for the component \( \text{Ric}_{LL} \) of the Ricci curvature of the metric \( g(\Psi) \).}
We can then bring these perfect $L$-derivative terms over to LHS (1.8.40) to obtain an evolution equation for a “modified” version of $Y^N \text{tr} \chi$, denoted here by Modified,

\[
L \left\{ \frac{\text{Modified}}{\mu Y^N \text{tr} \chi + \bar{X} Q^N \Psi + \mu Q^{N+1} \Psi} \right\} = Y^N (\mu \times \text{RHS (1.7.2a)}) + \cdots ;
\]

see (8.3.1) for the precise definition of the modified quantity. We stress that if we had allowed $g = g(\Psi, w)$ instead of $g = g(\Psi)$, then our proof of (1.8.41) would have broken down in the sense that typically, we would not have been able to derive an analogous evolution equation featuring terms with allowable regularity on the RHS.

To handle the first integral on RHS (1.8.32a), we now algebraically replace

\[
Y^N \text{tr} \chi = \frac{1}{\mu} \text{Modified} - \frac{1}{\mu} \bar{X} Q^N \Psi - Q^{N+1} \Psi,
\]

which leads to three error integrals. After a bit of additional work, one finds that the integral corresponding to the second term $-\frac{1}{\mu} \bar{X} Q^N \Psi$ leads to the integral in (1.8.37). The error integral corresponding to the first term $\frac{1}{\mu} \text{Modified}$ leads to a similar but more difficult error integral that we treat in inequality (9.5.4) and the discussion just below it (see also the proof outline of Prop. 8.4). Note that in view of RHS (1.8.41), the $L^2$ estimates for Modified are coupled to the semilinear inhomogeneous terms on the right-hand side of the fast wave equation (1.7.2a), which involve the slow wave variable $\vec{W}$. That is, our reliance on a modified version of $\text{tr} \chi$ leads to the coupling of the slow wave variable to the top-order estimates for the null mean curvature of the $P_u$. However, due to the presence of the factor of $\mu$ on RHS (1.8.41), the coupling terms are weak and are among the easier error terms to treat (see the proof outline of Lemma 9.16). The error integral corresponding to the third term $-Q^{N+1} \Psi$ from the above algebraic decomposition is much easier to treat and is handled in Lemma 9.19.

We have now sketched why the top-order quantity $H_{18}^{(Fast)}$ from (1.8.33a) can blow up like $\hat{\mathcal{E}}^2 \mu_*^{-11.8}$ as $\mu_* \to 0$. To understand why the same can occur for $H_{18}^{(Slow)}$, we simply consider the integral $\int_{u''=0}^{u'} H_{18}^{(Fast)}(t, u') du'$ on RHS (1.8.35) (in the case $N = 18$); the integration with respect to $u'$ does not ameliorate the strength of the singularity and thus $H_{18}^{(Slow)}$ can blow up at the same rate as $H_{18}^{(Fast)}$.

It remains for us to explain why, in the energy hierarchy (1.8.33a)-(1.8.33g), the energy estimates become successively less singular with respect to powers of $\mu_*^{-1}$ at each stage in the descent. The main ideas are the same as in all prior works on shock formation in more than one spatial dimension. Specifically, at each level of derivatives, the strength of the singularity is driven by the $Y^N \text{tr} \chi$-involving integral on RHS (1.8.32a) and a few other integrals similar to it. The key point is that below top order, we can estimate these integrals in a more direct
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49 In Prop. 8.4, we denote this modified quantity by $(Y^N)\mathfrak{F}$.

50 More precisely, as we describe in our proof outline of Prop. 8.4 to control Modified, we first multiply its evolution equation by an integrating factor denoted by $\iota$. 
fashion by integrating the RHS of the evolution equation (1.8.40) with respect to time (recall that \( L = \frac{\partial}{\partial t} \)) to obtain an estimate for \( \| Y^N \mathfrak{tr} \chi \|_{L^2(\Sigma^u_t)} \). Such an approach involves the loss of one derivative (which is permissible below top order) and thus couples the below-top-order energy estimates to the top-order one. The gain is that the resulting error integrals are less singular with respect to powers of \( \mu_*^{-1} \) compared to the top-order integral (1.8.37). We now provide a few more details in the just-below-top-order case \( N = 17 \) to illustrate the main ideas behind this “descent scheme.” The main idea is that the strength of the singularity is reduced with each integration in time due to the following estimates valid for constants \( B > 1 \) (see Prop. 7.7 for the precise statements):

\[
\int_{t'=0}^t \frac{1}{\mu_*^{B}(t', u)} \, dt' \lesssim \mu_*^{-B}(t', u), \quad \int_{t'=0}^t \frac{1}{\mu_*^{9/10}(t', u)} \, dt' \lesssim 1, \quad (1.8.42)
\]

which follow from having sharp information about the way in which \( \mu_* \to 0 \) in time (see (1.8.39)). We now explain the role that the estimates (1.8.42) play in the descent scheme. Using the above strategy and (1.8.34), we obtain

\[
\mathbb{H}_{17}^{(Fast)}(t, u) \leq C \epsilon^2 + \int_{t'=0}^t \frac{1}{\mu_*^{1/2}(t', u)} \int_{s=0}^{t'} \frac{1}{\mu_*^{1/2}(s, u)} \, ds \, dt' + \cdots, \quad (1.8.43)
\]

where \( \cdots \) denotes easier error terms, the \( \sqrt{\mathbb{H}_{18}^{(Fast)}}(s, u) \) term corresponds to the loss of one derivative that one encounters in estimating \( \| Y^{17} \mathfrak{tr} \chi \|_{L^2(\Sigma^u_t)} \), and the factors of \( \frac{1}{\mu_*^{1/2}} \) arise from the \( \mu \)-weights found in the energies (1.8.30a) along \( \Sigma^u_t \) hypersurfaces. In reality, when deriving a priori estimates, one must treat \( \mathbb{H}_{18}^{(Fast)} \), \( \mathbb{H}_{17}^{(Fast)} \), \( \cdots \) as unknowns in a coupled system of integral inequalities for which one derives a priori estimates via a complicated Gronwall argument. Here, instead of providing the lengthy technical details behind the Gronwall argument (which, as we describe in our proof outline of Prop. 9.12 was essentially carried out already in the proof of [29, Proposition 14.1]), to illustrate the main ideas, we demonstrate only the consistency of the integral inequality (1.8.43) with the less singular estimate (1.8.33b) (less singular compared to (1.8.33a), that is). Specifically, inserting the estimates (1.8.33a)-(1.8.33b) into the double time integral on RHS (1.8.43) and using the first of (1.8.42) two times, we obtain

\[
\mathbb{H}_{17}^{(Fast)}(t, u) \leq C \epsilon^2 + \epsilon^2 \int_{t'=0}^t \frac{1}{\mu_*^{5/4}(t', u)} \int_{s=0}^{t'} \frac{1}{\mu_*^{6/4}(s, u)} \, ds \, dt' + \cdots \quad (1.8.44)
\]

\[
\leq C \epsilon^2 + \epsilon^2 \int_{t'=0}^t \frac{1}{\mu_*^{10/8}(t', u)} \, dt' + \cdots \]

\[
\leq C \epsilon^2 + \epsilon^2 \frac{1}{\mu_*^{9.8}(t, u)} + \cdots.
\]

\( ^{51} \)The estimates stated in (1.8.42) are a quasilinear version of the model estimates \( \int_{s=t}^{1} s^{-B} \, ds \lesssim t^{1-B} \) and \( \int_{s=t}^{1} s^{-9/10} \, ds \lesssim 1 \), where \( B > 1 \) and \( 0 < t < 1 \) in the model estimates and \( t = 0 \) represents the time of first vanishing of \( \mu_* \).
Thus, the strength of the singularity on RHS (1.8.44) is at least consistent with the estimate (1.8.33b) that one aims to prove. Subsequent to obtaining the estimate (1.8.33b), one can continue the descent scheme, with the energies becoming successively less singular at each step in the descent. Eventually, one reaches a level (1.8.33e) at which, thanks to the second estimate in (1.8.42), one can show that the energies remain bounded all the way up to the shock. Finally, from the non-degenerate energy estimates (1.8.33e)-(1.8.33g) and Sobolev embedding (see Lemma 9.13 and Cor. 9.14), one can recover the non-degenerate $L^\infty$ estimates described in Subsubsect. 1.8.4, which, in a detailed proof, one needs to control various error terms and to show that $\mu$ vanishes in finite time (as we outlined in Subsubsect. 1.8.5).

2. THE REMAINING INGREDIENTS IN THE GEOMETRIC SETUP

When outlining our proof in Subsect. 1.8, we defined some basic geometric objects that we use in studying the solution. In this section, we construct most of the remaining such objects, exhibit their basic properties, and give rigorous definitions of most of the quantities that we informally referred to in Sect. 1.

2.1. ADDITIONAL CONSTRUCTIONS RELATED TO THE EIKONAL FUNCTION. We recall that we constructed the eikonal function in Def. 1.9. To supplement the coordinates $t$ and $u$, we now construct a local coordinate function on the tori $\ell_{t,u}$ (which are defined in Def. 1.11). We remark that the coordinate $\vartheta$ plays only a minor role in our analysis.

Definition 2.1 (GEOMETRIC TORUS COORDINATE). We define the geometric torus coordinate $\vartheta$ to be the solution to the following initial value problem for a transport equation:

\[
(g^{-1})^{\alpha\beta} \partial_\alpha u \partial_\beta \vartheta = 0,
\]

\[
\vartheta|_{\Sigma_0} = x^2,
\]

where $x^2$ is the (locally defined) Cartesian coordinate function on $T$.

Definition 2.2 (GEOMETRIC COORDINATES AND PARTIAL DERIVATIVES). We refer to $(t, u, \vartheta)$ as the geometric coordinates, where $t$ is the Cartesian time coordinate. We denote the corresponding geometric coordinate partial derivative vectorfields by

\[
\left\{ \frac{\partial}{\partial t}, \frac{\partial}{\partial u}, \Theta := \frac{\partial}{\partial \vartheta} \right\}.
\]

Remark 2.3 (REMARKS ON $\Theta$). Note that $\Theta$ is positively oriented and globally defined even though $\vartheta$ is only locally defined along $\ell_{t,u}$.

2.2. IMPORTANT VECTORFIELDS, THE RESCALED FRAME, AND THE UNIT FRAME. In this subsection, we construct some vectorfields that we use in our analysis and exhibit their basic properties. We start by defining the gradient vectorfield of the eikonal function:

\[
L^\nu_{(Geo)} := -(g^{-1})^{\nu\alpha} \partial_\alpha u.
\]
It is straightforward to see that $L_{(\text{Geo})}$ is future-directed\footnote{By a future-directed vectorfield $V$, we mean that $V^0 > 0$, where $V^0$ is the “0” Cartesian component of $V$. Similarly, by a future-directed one-form $\xi$, we mean that its $g$-dual vectorfield, which has the Cartesian components $(g^{-1})^{\alpha \beta} \xi_{\alpha}$, is future-directed. We analogously define past-directed vectorfields and one-forms by replacing “$V^0 > 0$” with “$V^0 < 0$,” etc.} and $g$-null:

$$g(L_{(\text{Geo})}, L_{(\text{Geo})}) := g_{\alpha \beta} L_{(\text{Geo})}^\alpha L_{(\text{Geo})}^\beta = 0. \quad (2.2.2)$$

Moreover, by differentiating the eikonal equation (1.8.1a) with $D^\nu := (g^{-1})^{\nu \alpha} D_\alpha$, where $D$ is the Levi–Civita connection of $g$, and using that $D_\alpha D_\beta u = D_\beta D_\alpha u$, we infer that $L_{(\text{Geo})}$ is geodesic:

$$D L_{(\text{Geo})}^\alpha D_{(\text{Geo})}^\beta = 0. \quad (2.2.3)$$

In addition, it is straightforward to see that $L_{(\text{Geo})}$ is $g$-orthogonal to the characteristics $P_u$. Hence, the $P_u$ have $g$-null normals, which justifies our use of the terminology null hypersurfaces in referring to them.

It is convenient to work with a rescaled version of $L_{(\text{Geo})}$ that we denote by $L$. Our proof will show that the Cartesian component functions $\{L^\alpha\}_{\alpha=0,1,2}$ remain uniformly bounded up to the shock.

**Definition 2.4 (Rescaled null vectorfield).** Let $\mu$ be the inverse foliation density from Def. 1.10. We define

$$L := \mu L_{(\text{Geo})}. \quad (2.2.4)$$

Note that $L$ is $g$-null since $L_{(\text{Geo})}$ is. We also note that by (2.1.1), we have $L \partial = 0$.

We now define the vectorfields $X$, $\tilde{X}$, and $N$, which are transversal to the characteristics $P_u$. For our subsequent analysis, it is important that $\tilde{X}$ is rescaled by a factor of $\mu$.

**Definition 2.5 ($X$, $\tilde{X}$, and $N$).** We define $X$ to be the unique vectorfield that is $\Sigma$-tangent, $g$-orthogonal to the $\ell_{t,u}$, and normalized by

$$g(L, X) = -1. \quad (2.2.5)$$

We define

$$\tilde{X} := \mu X. \quad (2.2.6)$$

We define

$$N := L + X. \quad (2.2.7)$$

In our analysis, we find it convenient to use the following two vectorfield frames.

**Definition 2.6 (Two frames).** We define, respectively, the rescaled frame and the non-rescaled frame as follows:

$$\{L, \tilde{X}, \Theta\}, \quad \text{Rescaled frame,} \quad (2.2.8a)$$

$$\{L, X, \Theta\}, \quad \text{Non-rescaled frame.} \quad (2.2.8b)$$

We now exhibit some basic properties of the above vectorfields.
Lemma 2.7. \cite{29} Lemma 2.1; Basic properties of $L$, $X$, $\tilde{X}$, and $N$] The following identities hold:

\begin{align}
Lu &= 0, & Lt &= L^0 = 1, \\
\tilde{X}u &= 1, & \tilde{X}t &= \tilde{X}^0 = 0, \\
g(X, X) &= 1, & g(\tilde{X}, \tilde{X}) &= \mu^2, \\
g(L, X) &= -1, & g(L, \tilde{X}) &= -\mu.
\end{align}

Moreover, relative to the geometric coordinates, we have

\begin{equation}
L = \frac{\partial}{\partial t}.
\end{equation}

In addition, there exists an $\ell_{t,u}$-tangent vectorfield $\Xi = \xi \Theta$ (where $\xi$ is a scalar function) such that

\begin{equation}
\tilde{X} = \frac{\partial}{\partial u} - \Xi = \frac{\partial}{\partial u} - \xi \Theta.
\end{equation}

The vectorfield $N$ defined in \cite{2.2.7} is future-directed, $g$-orthogonal to $\Sigma_t$ and is normalized by

\begin{equation}
g(N, N) = -1.
\end{equation}

Moreover, relative to Cartesian coordinates, we have (for $\nu = 0, 1, 2$):

\begin{equation}
N^\nu = -(g^{-1})^{0\nu}.
\end{equation}

Finally, the following identities hold relative to the Cartesian coordinates (for $\nu = 0, 1, 2$):

\begin{align}
X_\nu &= -L^\nu - \delta^0_\nu, & X^\nu &= -L^\nu - (g^{-1})^{0\nu},
\end{align}

where $\delta^0_\nu$ is the standard Kronecker delta.

2.3. Projection tensorfields, $G_{(Frame)}$, and projected Lie derivatives. Many of our constructions involve projections onto $\Sigma_t$ and $\ell_{t,u}$.

**Definition 2.8 (Projection tensorfields).** We define the $\Sigma_t$-projection tensorfield $\Pi$ and the $\ell_{t,u}$-projection tensorfield $\Pi / \xi$ relative to Cartesian coordinates as follows:

\begin{align}
\Pi^\mu_\nu &:= \delta^\mu_\nu + N_\nu N^\mu = \delta^\mu_\nu - \delta^0_\nu L^\mu - \delta^0_\nu X^\mu, \\
\Pi / \mu^\nu_\nu &:= \delta^\mu_\nu + X_\nu L^\mu + L_\nu (L^\mu + X^\mu) = \delta^\mu_\nu - \delta^0_\nu L^\mu + L_\nu X^\mu,
\end{align}

where the second equalities in \cite{2.3.1a,b} follow from \cite{2.2.7} and \cite{2.2.15}.

**Definition 2.9 (Projections of tensorfields).** Given any spacetime tensorfield $\xi$, we define its $\Sigma_t$ projection $\Pi \xi$ and its $\ell_{t,u}$ projection $\Pi / \xi$ as follows:

\begin{align}
(\Pi \xi)^{\mu_1 \cdots \mu_m}_{\nu_1 \cdots \nu_n} &= \Pi^{\mu_1}_{\mu_1} \cdots \Pi^{\mu_m}_{\mu_m} \Pi / \nu_1 \cdots \Pi / \nu_n \xi^{\nu_1 \cdots \nu_n}, \\
(\Pi / \xi)^{\mu_1 \cdots \mu_m}_{\nu_1 \cdots \nu_n} &= \Pi^{\mu_1}_{\mu_1} \cdots \Pi^{\mu_m}_{\mu_m} \Pi / \nu_1 \cdots \Pi / \nu_n \xi^{\nu_1 \cdots \nu_n}.
\end{align}

\footnote{In \cite{2.3.1a}, we have corrected a sign error that occurred in \cite{29} Definition 2.8.}
We say that a spacetime tensorfield \( \xi \) is \( \Sigma_t \)-tangent (respectively \( \ell_{t,u} \)-tangent) if \( \Pi \xi = \xi \) (respectively if \( \Pi^\ell \xi = \xi \)). Alternatively, we say that \( \xi \) is a \( \Sigma_t \) tensor (respectively \( \ell_{t,u} \) tensor).

**Definition 2.10** (\( \ell_{t,u} \) projection notation). If \( \xi \) is a spacetime tensor, then we define
\[
\xi := \Pi \xi. \tag{2.3.3}
\]
If \( \xi \) is a symmetric type \((0,2)\) spacetime tensor and \( V \) is a spacetime vector, then we define
\[
\xi_V := \Pi(\xi V), \tag{2.3.4}
\]
where \( \xi_V \) is the spacetime co-vector with Cartesian components \( \xi_{\alpha
u} V^\alpha, (\nu = 0, 1, 2) \).

We often refer to the following arrays of \( \ell_{t,u} \)-tangent tensorfields in our analysis.

**Definition 2.11** (Components of \( G \) and \( G' \) relative to the non-rescaled frame). We define \( G_{(\text{Frame})} := (G_{LL}, G_{LX}, G_{XX}, G'_L, G'_X, G') \) to be the array of components of the tensorfield \( G \) defined in \( (1.7.8) \) relative to the non-rescaled frame \( (2.2.8\text{b}) \). Similarly, we define \( G'_{(\text{Frame})} \) to be the analogous array for the tensorfield \( G'_{(\text{Frame})} \) defined in \( (1.7.8) \).

Throughout, \( L_V \xi \) denotes the Lie derivative of the tensorfield \( \xi \) with respect to \( V \). If \( V \) and \( W \) are both vectorfields, then we often use the standard Lie bracket notation \([V, W] := L_V W \).

**Definition 2.12** (\( \ell_{t,u} \) and \( \Sigma_t \)-projected Lie derivatives). Given a tensorfield \( \xi \) and a vectorfield \( V \), we define the \( \Sigma_t \)-projected Lie derivative \( L_V \xi \) of \( \xi \) and the \( \ell_{t,u} \)-projected Lie derivative \( L^\ell_V \xi \) of \( \xi \) as follows:
\[
L_V \xi := \Pi L_V \xi, \quad L^\ell_V \xi := \Pi^\ell L_V \xi. \tag{2.3.5}
\]

**2.4. First and second fundamental forms, the trace of a tensorfield, covariant differential operators, and the geometric torus differential.**

**Definition 2.13** (First fundamental forms). We define the first fundamental form \( g \) of \( \Sigma_t \) and the first fundamental form \( \dot{g} \) of \( \ell_{t,u} \) as follows:
\[
g := \Pi g, \quad \dot{g} := \Pi^\ell g. \tag{2.4.1}
\]

We define the corresponding inverse first fundamental forms by raising the indices with \( g^{-1} \):
\[
(g^{-1})^{\mu\nu} := (g^{-1})^{\mu\alpha}(g^{-1})^{\nu\beta} g_{\alpha\beta}, \quad (\dot{g}^{-1})^{\mu\nu} := (g^{-1})^{\mu\alpha}(g^{-1})^{\nu\beta} \dot{g}_{\alpha\beta}. \tag{2.4.2}
\]

**Definition 2.14** (\( \dot{g} \)-trace of a tensorfield). If \( \xi \) is a type \((0,2)\) \( \ell_{t,u} \)-tangent tensor, then \( \text{tr}_\dot{g} \xi := (\dot{g}^{-1})^{\alpha\beta} \xi_{\alpha\beta} \) denotes its \( \dot{g} \)-trace.

**Definition 2.15** (Differential operators associated to the metrics). We use the following notation for various differential operators associated to the spacetime metric \( g \) and the Riemannian metric \( \dot{g} \) induced on the \( \ell_{t,u} \):
- \( D \) denotes the Levi–Civita connection of the spacetime metric \( g \).
- \( \nabla \) denotes the Levi–Civita connection of \( \dot{g} \).
If $\xi$ is an $\ell_{t,u}$-tangent one-form, then $\text{div}\xi := g^{-1} \cdot \nabla \xi$.

Similarly, if $V$ is an $\ell_{t,u}$-tangent vectorfield, then $\text{div} V := g^{-1} \cdot \nabla V$, where $V$ is the one-form $g$-dual to $V$.

If $\xi$ is a symmetric type $(0, 2)$ $\ell_{t,u}$-tangent tensorfield, then $\text{div} \xi := g^{-1} \cdot \nabla \xi$, where the two contraction indices in $\nabla \xi$ correspond to the operator $\nabla$ and the first index of $\xi$.

**Definition 2.16 (Covariant wave operator and Laplacian).** We use the following standard notation.

- $\Box_g := (g^{-1})^{\alpha \beta} \partial_{\alpha \beta}$ denotes the covariant wave operator corresponding to the space-time metric $g$.
- $\Delta := g^{-1} \cdot \nabla^2$ denotes the covariant Laplacian corresponding to $g$.

**Definition 2.17 (Geometric torus differential).** If $f$ is a scalar function on $\ell_{t,u}$, then $\delta f := \nabla f = \Pi D f$, where $D f$ is the gradient one-form associated to $f$.

Def. 2.17 allows us to avoid potentially confusing notation such as $\nabla L^i$ by instead using $\delta L^i$; the latter notation clarifies that $L^i$ is to be viewed as a scalar Cartesian component function under differentiation.

**Definition 2.18 (Second fundamental forms).** We define the second fundamental form $k$ of $\Sigma_t$, which is a symmetric type $(0, 2)$ $\Sigma_t$-tangent tensorfield, by

$$k := \frac{1}{2} \mathcal{L}_Ng. \tag{2.4.3}$$

We define the null second fundamental form $\chi$, which is a symmetric type $(0, 2)$ $\ell_{t,u}$-tangent tensorfield, by

$$\chi := \frac{1}{2} \mathcal{L}_Lg. \tag{2.4.4}$$

2.5. **Identities for various tensorfields.** We now provide some identities for various $\ell_{t,u}$ tensorfields.

**Lemma 2.19.** [29, Lemma 2.3; Alternate expressions for the second fundamental forms] We have the following identities:

$$\chi_{\Theta} = g(\mathcal{D}_{\Theta} L, \Theta), \quad k_{X\Theta} = g(\mathcal{D}_{\Theta} L, X). \tag{2.5.1a}$$

In the next lemma, we decompose some $\ell_{t,u}$-tangent tensorfields that arise in our analysis.

**Lemma 2.20.** [29, Lemma 2.13; Expressions for $\zeta$ and $k$] Let $\zeta$ be the $\ell_{t,u}$ one-form defined by

$$\zeta_{\Theta} := k_{X\Theta}. \tag{2.5.2}$$

We have the following identities for the $\ell_{t,u}$ tensorfields $k$ and $\zeta$:

$$\zeta = \mu^{-1} \zeta^{\text{Trans-} \Psi} + \zeta^{\text{Tan-} \Psi}, \tag{2.5.3a}$$

$$k = \mu^{-1} k^{\text{Trans-} \Psi} + k^{\text{Tan-} \Psi}. \tag{2.5.3b}$$
Shock formation for quasilinear wave systems featuring multiple speeds

where

\[ \zeta^{(\text{Trans-}\Psi)} := -\frac{1}{2} G_L \tilde{X} \Psi, \]  
\[ k^{(\text{Trans-}\Psi)} := \frac{1}{2} G \tilde{X} \Psi, \]  

and

\[ \zeta^{(\text{Tan-}\Psi)} := \frac{1}{2} G_L L \Psi - \frac{1}{2} G_{LX} \Psi - \frac{1}{2} G_{XX} \Psi, \]  
\[ k^{(\text{Tan-}\Psi)} := \frac{1}{2} G L \Psi - \frac{1}{2} G_L \otimes \Psi - \frac{1}{2} \Psi \otimes G_L - \frac{1}{2} \Psi \otimes G_X. \]  

2.6. Metric decompositions.

Lemma 2.21. [29, Lemma 2.4; Expressions for \( g \) and \( g^{-1} \) in terms of the non-rescaled frame] We have the following identities:

\[ g_{\mu\nu} = -L_\mu L_\nu - (L_\mu X_\nu + X_\mu L_\nu) + \psi_{\mu\nu}, \]  
\[ (g^{-1})^{\mu\nu} = -L^\mu L^\nu - (L^\mu X^\nu + X^\mu L^\nu) + (g^{-1})_{\mu\nu}. \]  

The following scalar function captures the “\( \ell_{t,u} \) part of \( g \”).

Definition 2.22 (The metric component \( \nu \)). We define the scalar function \( \nu > 0 \) by

\[ \nu^2 := g(\Theta, \Theta) = \psi(\Theta, \Theta). \]  

2.7. The change of variables map. In this subsection, we define the change of variables map between the geometric and Cartesian coordinates and illustrate some of its basic properties.

Definition 2.23. We define \( \Upsilon : [0,T) \times [0,U_0] \times \mathbb{T} \to \mathcal{M}_{T,U_0}, \Upsilon(t,u,\vartheta) := (t,x^1,x^2), \) to be the change of variables map from geometric to Cartesian coordinates.

Lemma 2.24. [29, Lemma 2.7; Basic properties of the change of variables map] We have the following expression for the Jacobian of \( \Upsilon \):

\[ \frac{\partial \Upsilon}{\partial(t,u,\vartheta)} := \begin{pmatrix} 1 & 0 & 0 \\ L^1 & \dot{X}^1 + \Xi^1 & \Theta^1 \\ L^2 & \dot{X}^2 + \Xi^2 & \Theta^2 \end{pmatrix}. \]  

Moreover, we have \footnote{There was a typo in [29, Lemma 2.7] in that the minus sign was missing from the RHS of the analog of (2.7.2).}:

\[ \det \frac{\partial(x^0,x^1,x^2)}{\partial(t,u,\vartheta)} = \det \frac{\partial(x^1,x^2)}{\partial(u,\vartheta)} = -\mu(\det g_{\underline{ij}})^{-1/2} v, \]  

where \( v \) is the metric component from Def. 2.22 and \( (\det g_{\underline{ij}})^{-1/2} \) is a smooth function of \( \Psi \) in a neighborhood of 0 with \( (\det g_{\underline{ij}})^{-1/2}(\Psi = 0) = 1 \). In (2.7.2), \( g \) is viewed as the Riemannian metric on \( \Sigma_t^{U_0} \) defined by (2.4.1) and \( \det g_{\underline{ij}} \) is the determinant of the corresponding \( 2 \times 2 \) matrix of components of \( g \) relative to the Cartesian spatial coordinates.
2.8. Commutation vectorfields and a basic vectorfield commutation identity. In this subsection, we define the commutation vectorfields that we use when commuting equations to obtain estimates for the solution’s derivatives.

**Definition 2.25 (The vectorfields \( Y_{(Flat)} \) and \( Y \)).** We define the Cartesian components of the \( \Sigma_t \)-tangent vectorfields \( Y_{(Flat)} \) and \( Y \) as follows (\( i = 1, 2 \)):

\[
Y^i_{(Flat)} := \delta^i_2, \quad (2.8.1)
\]

\[
Y^i := \Pi^i_a Y^a_{(Flat)} = \Pi^i_2, \quad (2.8.2)
\]

where \( \Pi \) is the \( \ell_{t,u} \) projection tensorfield defined in (2.3.1b).

To derive estimates for the solution’s derivatives, we commute the equations with the elements of the following two sets of vectorfields.

**Definition 2.26 (Commutation vectorfields).** We define the commutation set \( \mathcal{Z} \) as follows:

\[
\mathcal{Z} := \{ L, \hat{X}, Y \}, \quad (2.8.3a)
\]

where \( L, \hat{X}, \) and \( Y \) are respectively defined by (2.2.4), (2.2.6), and (2.8.2).

We define the \( \mathcal{P}_u \)-tangent commutation set \( \mathcal{P} \) as follows:

\[
\mathcal{P} := \{ L, Y \}. \quad (2.8.3b)
\]

We use the following commutation identity throughout our analysis.

**Lemma 2.27.** [29, Lemma 2.10; \( L, \hat{X}, Y \) commute with \( \phi \)] For scalar functions \( f \) and \( V \in \{ L, \hat{X}, Y \} \), we have

\[
\mathcal{L}_V \phi f = \phi V f. \quad (2.8.4)
\]

The following quantities are convenient to study because for the solutions that we study in our main theorem, they are small.

**Definition 2.28 (Perturbed part of various vectorfields).** For \( i = 1, 2 \), we define the following scalar functions:

\[
L^i_{(Small)} := L^i - \delta^i_1, \quad X^i_{(Small)} := X^i + \delta^i_1, \quad Y^i_{(Small)} := Y^i - \delta^i_2. \quad (2.8.5)
\]

The vectorfields \( L, X, \) and \( Y \) in (2.8.5) are defined inDefs. 2.4, 2.5, and 2.25.

In the next lemma, we characterize the discrepancy between \( Y_{(Flat)} \) and \( Y \).

**Lemma 2.29.** [29, Lemma 2.8; Decomposition of \( Y_{(Flat)} \)] We can decompose \( Y_{(Flat)} \) into an \( \ell_{t,u} \)-tangent vectorfield and a vectorfield parallel to \( X \) as follows: there exists a scalar function \( \rho \) such that

\[
Y^i_{(Flat)} = Y^i + \rho X^i, \quad (2.8.6a)
\]

\[
Y^i_{(Small)} = -\rho X^i. \quad (2.8.6b)
\]

Moreover, we have\(^{55}\)

\[
\rho = g(Y_{(Flat)}, X) = g_{ab} Y^a_{(Flat)} X^b = g_{2a} X^a = g_{21}^{(Small)} X^1 + g_{22} X^2_{(Small)}. \quad (2.8.7)
\]

\(^{55}\)In the last term in equation (2.8.7), we have corrected a sign error that occurred in [29, Equation (2.55)].
2.9. **Deformation tensors.** In this subsection, we provide the standard definition of the deformation tensor of a vectorfield.

**Definition 2.30 (Deformation tensor of a vectorfield V).** If \( V \) is a spacetime vectorfield, then its deformation tensor \( (V)\pi \) (relative to the spacetime metric \( g \)) is the symmetric type \( (0,2) \) spacetime tensorfield

\[
(V)\pi_{\alpha\beta} := \mathcal{L}_V g_{\alpha\beta} = \mathcal{D}_\alpha V_\beta + \mathcal{D}_\beta V_\alpha, \tag{2.9.1}
\]

where the last equality in (2.9.1) is a well-known consequence of the torsion-free property of the connection \( \mathcal{D} \).

2.10. **Transport equations for the eikonal function quantities.** In this subsection, we provide the main evolution equations that we use to control \( \mu \), the Cartesian component functions \( \{L^a_{\text{Small}}\}_{a=1,2} \), the \( \ell_{tu} \)-tensor \( \chi \), and their derivatives, except at the top derivative level. We sometimes refer to these tensorfields as the *eikonal function quantities* since they are constructed out of the eikonal function. To control their top-order derivatives, one needs to rely on the modified quantities described in Subsubsect. 1.8.6.

**Lemma 2.31.** [29, Lemma 2.12; The transport equations verified by \( \mu \) and \( L^i_{\text{Small}} \)] The inverse foliation density \( \mu \) defined in (1.8.2) verifies the following transport equation:

\[
L\mu = \frac{1}{2}G_{LL}\dot{X}\Psi - \frac{1}{2}\mu G_{LL}L\Psi - \mu G_{LX}L\Psi. \tag{2.10.1}
\]

Moreover, the scalar-valued Cartesian component functions \( L^i_{\text{Small}}, (i = 1, 2) \), defined in (2.8.5), verify the following transport equation:

\[
LL^i_{\text{Small}} = -\frac{1}{2}G_{LL}(L\Psi)L^i - \frac{1}{2}G_{LL}(L\Psi)(g^{-1})^{0i} - \mathcal{G}^\#_L \cdot (\mathcal{d}x^i)(L\Psi) + \frac{1}{2}G_{LL}(\mathcal{d}^\#\Psi) \cdot \mathcal{d}x^i. \tag{2.10.2}
\]

The next lemma provides a useful identity for \( \ddot{X}L^i_{\text{Small}} \).

**Lemma 2.32.** [29, Lemma 2.14; Formula for \( \ddot{X}L^i_{\text{Small}} \)] We have the following identity for the scalar-valued functions \( L^i_{\text{Small}}, (i = 1, 2) \):

\[
\ddot{X}L^i_{\text{Small}} = \left\{ -\frac{1}{2}G_{LL}\dot{X}\Psi + \frac{1}{2}\mu G_{LL}L\Psi + \mu G_{LX}L\Psi + \frac{1}{2}\mu G_{XX}L\Psi \right\} L^i + \left\{ -\frac{1}{2}G_{LL}\dot{X}\Psi + \frac{1}{2}\mu G_{LL}L\Psi + \mu G_{LX}L\Psi + \frac{1}{2}\mu G_{XX}L\Psi \right\} (g^{-1})^{0i} - \left\{ \mathcal{G}^\#_L \cdot \dot{X}\Psi + \frac{1}{2}\mu G_{XX}\mathcal{d}^\#\Psi \right\} \cdot \mathcal{d}x^i + (\mathcal{d}^\#\mu) \cdot \mathcal{d}x^i. \tag{2.10.3}
\]

2.11. **Useful expressions for the null second fundamental form.** The identities provided by the following lemma are convenient for deriving estimates for \( \chi \) and related quantities.
Lemma 2.33. [Lemma 2.15; Identities involving $\chi$] We have the following identities:

\[
\chi = g_{ab}(dL^a) \otimes dx^b + \frac{1}{2} \varphi^i L_i \Psi, \tag{2.11.1a}
\]

\[
\text{tr}_g \chi = g_{ab} \varphi^{i-1} \cdot \left\{ (dL^a) \otimes dx^b \right\} + \frac{1}{2} \varphi^{i} \cdot \varphi^i L_i \Psi, \tag{2.11.1b}
\]

\[
L \ln \upsilon = \text{tr}_g \chi, \tag{2.11.1c}
\]

where $\chi$ is the $\ell_{t,u}$-tangent tensorfield defined by (2.4.4) and $\upsilon$ is the metric component from Def. 2.22.

2.12. Arrays of unknowns and schematic notation. We often use the following arrays for convenient shorthand notation when analyzing quantities that are tied to the fast wave variable and the eikonal function quantities.

Definition 2.34 (Shorthand notation for the fast wave variable and the eikonal function quantities). We define the following arrays $\gamma$ and $\gamma'$ of scalar functions:

\[
\gamma := \left( \Psi, L^1_{(Small)}, L^2_{(Small)} \right), \tag{2.12.1a}
\]

\[
\gamma' := \left( \Psi, \mu - 1, L^1_{(Small)}, L^2_{(Small)} \right). \tag{2.12.1b}
\]

Notation 2.35 (Schematic functional dependence). In the remainder of the article, we use the notation $f(\xi(1), \xi(2), \cdots, \xi(m))$ to schematically depict an expression (often tensorial and involving contractions) that depends smoothly on the $\ell_{t,u}$-tangent tensorfields $\xi(1), \xi(2), \cdots, \xi(m)$. Note that in general, $f(0) \neq 0$.

Notation 2.36 (The meaning of the symbol $P$). Throughout, $P$ schematically denotes a differential operator that is tangent to the characteristics $P_u$, such as $L$, $Y$, or $\varphi$. For example, $P f$ might denote $\varphi f$ or $L f$. We use such notation when the precise details of $P$ are not important.

Many of the geometric tensorfields that we have defined can be expressed as functions of $\gamma$, $\gamma'$, $\varphi^{-1}$, and $\{dx^a\}_{a=1,2}$. When deriving estimates for these tensorfields, it often will suffice for us to have only crude information about the functional dependence. The next lemma is the main result in this direction.

Lemma 2.37 (Schematic structure of various scalar functions and tensorfields). We have the following schematic relations for scalar functions:

\[
g_{\alpha\beta}, (g^{-1})^{\alpha\beta}, (\varphi^{-1})^{\alpha\beta}, \varphi_{\alpha\beta}, (\varphi^{-1})_{\alpha\beta}, G_{\alpha\beta}, G'_{\alpha\beta}, \varphi^i, L^i, X^\alpha, Y^\alpha = f(\gamma), \tag{2.12.2a}
\]

\[
G_{LL}, G_{LX}, G_{XX}, G'_{LL}, G'_{LX}, G'_{XX} = f(\gamma), \tag{2.12.2b}
\]

\[
g^{(Small)}_{\alpha\beta}, Y^\alpha_{(Small)}, X^\alpha_{(Small)}, \rho = f(\gamma) \gamma, \tag{2.12.2c}
\]

\[
\tilde{X}^\alpha = f(\gamma). \tag{2.12.2d}
\]
Moreover, we have the following schematic relations for \( \ell_{t,u} \)-tangent tensorfields:

\[
\begin{align*}
\phi, \phi_L, \phi_X, \phi'_L, \phi'_X, \phi'' &= f(\gamma, \phi x^1, \phi x^2), \\
Y &= f(\gamma, \phi^{-1}, \phi x^1, \phi x^2), \\
\zeta^{(\text{tan-}\Psi)}(\Phi, \Phi') &= f(\gamma, \phi x^1, \phi x^2) P\Psi, \\
\zeta^{(\text{trans-}\Psi)}(\Phi, \Phi') &= f(\gamma, \phi x^1, \phi x^2) \bar{X}\Psi, \\
\text{tr}_\gamma \chi &= f(\gamma, \phi^{-1}, \phi x^1, \phi x^2) P\gamma.
\end{align*}
\] (2.12.3a, 2.12.3b, 2.12.3c, 2.12.3d, 2.12.3e, 2.12.3f)

Finally, the null form \( Q^g(\partial \Psi, \partial \Psi) \) defined in (1.7.3), upon being multiplied by \( \mu \), has the following schematic structure:

\[
\mu Q^g(\partial \Psi, \partial \Psi) = f(\gamma, \bar{X}\Psi, P\Psi) P\Psi.
\] (2.12.4)

Proof. All relations were proved in [29, Lemma 2.19] except for (2.12.4). (2.12.4) follows from the identity \( g^{-1} = -L \otimes L - L \otimes X - X \otimes L + \frac{1}{g_{ab} Y_a Y_b} Y \otimes Y \) (which follows easily from (2.6.1b)) and the other schematic relations provided by the lemma. \( \square \)

2.13. Frame decomposition of the wave operator. In the following proposition, we decompose \( \mu \Box_{g(\Psi)} f \) relative to the rescaled frame (2.2.8a).

Proposition 2.38. [29, Proposition 2.16; Frame decomposition of \( \mu \Box_{g(\Psi)} f \)] Let \( f \) be a scalar function. Then relative to the rescaled frame \( \{L, \bar{X}, \Theta\} \), \( \mu \Box_{g(\Psi)} f \) can be expressed in either of the following two forms:

\[
\begin{align*}
\mu \Box_{g(\Psi)} f &= -L(\mu L f + 2\bar{X} f) + \mu \Delta f - \text{tr}_\gamma \chi \bar{X} f - 2\mu \zeta^\# \cdot \phi f, \\
&= -(\mu L + 2\bar{X})(Lf) + \mu \Delta f - \text{tr}_\gamma \chi \bar{X} f - \omega L f + 2\mu \zeta^\# \cdot \phi f + 2(\phi^\# \mu) \cdot \phi f,
\end{align*}
\] (2.13.1a, 2.13.1b)

where the \( \ell_{t,u} \)-tangent tensorfields \( \chi, \zeta, \) and \( \Phi \) can be expressed via (2.11.1a), (2.5.3a), and (2.5.3b).

2.14. Relationship between Cartesian and geometric partial derivative vectorfields. In the next lemma, we provide explicit expressions for the Cartesian coordinate partial derivative vectorfields \( \partial_\nu \) as (solution-dependent) linear combinations of the commutation vectorfields of Def. 2.26.

Lemma 2.39 (Expression for \( \partial_\nu \) in terms of geometric vectorfields). We can express the Cartesian coordinate partial derivative vectorfields in terms of \( L, X, \) and \( Y \) as follows, \((i = 1, 2)\):

\[
\begin{align*}
\partial_t &= L - (g_{a0} L^a) X + \left( \frac{g_{a0} Y^a}{g_{cd} Y^c Y^d} \right) Y, \\
\partial_i &= (g_{ai} X^a) X + \left( \frac{g_{a0} Y^a}{g_{cd} Y^c Y^d} \right) Y.
\end{align*}
\] (2.14.1a, 2.14.1b)
Proof. We expand \( \partial_i = \alpha_i X + \beta_i Y \) for scalars \( \alpha_i \) and \( \beta_i \). Taking the \( g \)-inner product of each side with respect to \( X \), we obtain \( \alpha_i = g(X, \partial_i) = g_{ab} X^a \delta^b_i = g_{ai} X^a \). Similarly, \( \beta_i g_{cd} Y^c Y^d = g_{ai} Y^a \). Using these identities to substitute for \( \alpha_i \) and \( \beta_i \), we conclude (2.14.1b). The identity (2.14.1a) follows similarly with the help of (2.2.15). \( \square \)

2.15. An algebraic expression for the transversal derivative of the slow wave. We will use the following algebraic lemma in order to control \( \dot{X} \dot{W} \) in terms of \( \mathcal{P}_\alpha \)-tangential derivatives of \( \dot{W} \) and other simple error terms.

Lemma 2.40 (Algebraic expression for \( \dot{X} \dot{W} \)). Equations (1.7.11a)-(1.7.11c) imply the following schematic algebraic relation, where the \( f \) depend smoothly on their arguments whenever \(|\gamma| + |\dot{W}| \) is sufficiently small:

\[
\dot{X} \dot{W} = f(\gamma, \dot{W}, \dot{X} \Psi, P \Psi) P \Psi + f(\gamma, \dot{W}, \dot{X} \Psi, P \Psi) P \dot{W} + f(\gamma, \dot{W}, \dot{X} \Psi, P \Psi) \dot{W}. \tag{2.15.1}
\]

Proof. We first write the sub-system (1.7.11a)-(1.7.11c) in the matrix-vector form \( \mu A^\alpha \partial_\alpha \dot{W} = \mu F \), where \( A^\alpha = A^\alpha(\Psi, \dot{W}) \), \( A^0 \) is the \( 4 \times 4 \) identity matrix, and \( F \) corresponds to the semi-linear inhomogeneous terms on the second line of RHS (1.7.11a). It is straightforward to check (say, at an arbitrary given point \( p \), relative to a frame in which \( h|_p = \text{diag}(-1, 1, 1) \)) that if \( \xi \) is \( h \)-timelike,\(^{56}\) then the matrix \( A^\alpha \xi_\alpha \) is invertible (we note that in fact, \( \det(A^\alpha \xi_\alpha) = -(\xi_0)^2 (h^{-1})^{\alpha\beta} \xi_\alpha \xi_\beta \), though we do not use this precise formula in this proof). Decomposing \( \mu A^\alpha \partial_\alpha \dot{W} = \mu \alpha_1 L \dot{W} + \alpha_2 \dot{X} \dot{W} + \mu \alpha_3 Y \dot{W} \), where the \( \alpha_i \) are \( 4 \times 4 \) matrices, we compute, with the help of Lemma 2.39 and (2.2.15), that \( \alpha_2 = -A^0 L_0 + A^\alpha X_\alpha = -A^\alpha L_\alpha \). Since \( L \) is \( g \)-null, we deduce from (1.7.13) that the one-form \( L_\alpha \) is \( h \)-timelike. Thus, from the above observations, we see that \( \alpha_2 \) is invertible. Moreover, with the help of Lemmas 2.37 and 2.39, we deduce that \( \alpha_\alpha = f(\gamma, \dot{W}) \), \( (i = 1, 2, 3) \). The desired relation (2.15.1) is a simple consequence of these facts, the assumptions on the semi-linear inhomogeneous terms stated in (1.7.5), and Lemma 2.37. \( \square \)

2.16. Geometric integration. We define our geometric integrals in terms of length, area, and volume forms\(^{57}\) that remain non-degenerate throughout the evolution, all the way up to the shock.

Definition 2.41 (Geometric forms and related integrals). We define the length form \( d\lambda_\delta \) on \( \ell_{t,u} \), the area form \( d\varpi \) on \( \Sigma^u_t \), the area form \( d\varpi \) on \( \mathcal{P}^u_t \), and the volume form \( d\varpi \) on \( \mathcal{M}^u_{t,u} \) as follows (relative to the geometric coordinates):

\[
\begin{align*}
d\lambda_\delta &= d\lambda_\delta(t, u, \vartheta) := v(t, u, \vartheta) d\vartheta, & d\varpi_t &= d\varpi(t, u', \vartheta) := d\lambda_\delta(t, u', \vartheta) du', \tag{2.16.1} \\
d\varpi &= d\varpi(t', u, \vartheta) := d\lambda_\delta(t', u, \vartheta) dt', & d\varpi_t &= d\varpi(t', u', \vartheta) := d\lambda_\delta(t', u', \vartheta) du' dt',
\end{align*}
\]

where \( v \) is the scalar function from Def. 2.22

---

\(^{56}\)By \( h \)-timelike, we mean that \( (h^{-1})^{\alpha\beta} \xi_\alpha \xi_\beta < 0 \).

\(^{57}\)Throughout the paper, we blur the distinction between these forms and the corresponding (non-negative) integration measures that they induce. The precise meaning will be clear from context.
If \( f \) is a scalar function, then we define
\[
\int_{\gamma_{t,u}} f \, d\lambda_g := \int_{\vartheta \in T} f(t, u, \vartheta) \nu(t, u, \vartheta) d\vartheta,
\]
(2.16.2a)
\[
\int_{\Sigma_{t,u}} f \, d\Sigma := \int_{u' = 0}^{u} \int_{\vartheta \in T} f(t, u', \vartheta) \nu(t, u', \vartheta) d\vartheta du',
\]
(2.16.2b)
\[
\int_{\mathcal{P}_{t,u}} f \, d\mathcal{P} := \int_{t' = 0}^{t} \int_{\vartheta \in T} f(t', u, \vartheta) \nu(t', u, \vartheta) d\vartheta dt',
\]
(2.16.2c)
\[
\int_{\mathcal{M}_{t,u}} f \, d\mathcal{M} := \int_{t' = 0}^{t} \int_{u' = 0}^{u} \int_{\vartheta \in T} f(t', u', \vartheta) \nu(t', u', \vartheta) d\vartheta du' dt'.
\]
(2.16.2d)

**Remark 2.42.** One can check that the canonical forms associated to \( g \) and \( g' \) are, respectively, \( \mu d\varpi \) and \( \mu d\varpi' \).

### 2.17. Integration with respect to Cartesian forms

In deriving energy identities for the slow wave variables \( \tilde{W} \), it is convenient to carry out calculations relative to the Cartesian coordinates. In this subsection, we define some basic objects that play a role in these identities.

#### Definition 2.43 (The one-form \( H \)).
We define \( H \) to be the one-form with the following Cartesian components:
\[
H_\alpha := -\frac{1}{(\delta^{c\lambda}L_\alpha L_\lambda)^{1/2}} L_\alpha,
\]
(2.17.1)
where \( \delta^{c\lambda} \) is the standard inverse Euclidean metric on \( \mathbb{R} \times \Sigma \) (that is, \( \delta^{c\lambda} = \text{diag}(1,1,1) \) relative to the Cartesian coordinates). Note that \( H \) is the Euclidean-unit-length co-normal to \( \mathcal{P}_u \).

#### Definition 2.44 (Cartesian volume and area forms and related integrals).
We define \( d\mathcal{M} := dx^1 dx^2 dt \), \( d\Sigma := dx^1 dx^2 \), \( d\mathcal{P} \) to be, respectively, the standard volume form on \( \mathcal{M}_{t,u} \) induced by the Euclidean metric\(^{58} \) on \( \mathbb{R} \times \Sigma \), the standard area form induced on \( \Sigma_{t,u} \) by the Euclidean metric on \( \mathbb{R} \times \Sigma \), and the standard area form induced on \( \mathcal{P}_u \) by the Euclidean metric on \( \mathbb{R} \times \Sigma \).

**Remark 2.45 (We do not use the Cartesian forms when deriving estimates).**
We could of course provide explicit expressions for the integrals of functions over various domains with respect to the Cartesian forms of Def. 2.44. For example, we have \( \int_{\Sigma_{t,u}} f \, d\Sigma = \int_{\{0 \leq u(t,x^1,x^2) \leq U\}} f(t, x^1, x^2) \, dx^1 dx^2 \). We avoid providing further detailed expressions because we do not need them. The reason is that we never estimate integrals involving the Cartesian volume forms; before deriving estimates, we will always use Lemma 2.46 below in order to replace the Cartesian forms with the geometric ones of Def. 2.41. We use the Cartesian forms only when deriving energy identities relative to the Cartesian coordinates, in which the Cartesian forms naturally appear.

\(^{58}\)By definition, the Euclidean metric has the components \text{diag}(1,1,1) \) relative to the standard Cartesian coordinates \( (t,x^1,x^2) \) on \( \mathbb{R} \times \Sigma \).
2.18. **Relationship between the Cartesian integration measures and the geometric integration measures.** After we derive energy identities for the slow wave relative to the Cartesian coordinates, it will be convenient for us to express the corresponding integrals in terms of the geometric integration measures. The following lemma provides some identities that are useful in this regard.

**Lemma 2.46 (Relationship between Cartesian and geometric integration measures).** There exist scalar functions, schematically denoted by \( f(\gamma) \), that are smooth for \(|\gamma| \) sufficiently small and such that the following relationship holds between the geometric integration measures corresponding to Def. 2.41 and the Cartesian integration measures corresponding to Def. 2.44 (see Footnote 57):

\[
d\mathcal{M} = \mu \{1 + \gamma f(\gamma)\} \, d\varpi, \quad d\Sigma = \mu \{1 + \gamma f(\gamma)\} \, d\varpi, \quad d\mathcal{P} = \left\{\sqrt{2} + \gamma f(\gamma)\right\} \, d\varpi. \tag{2.18.1}
\]

**Proof.** We prove only the identity \( d\mathcal{P} = \left\{\sqrt{2} + \gamma f(\gamma)\right\} \, d\varpi \) since the other two identities in (2.18.1) are a straightforward consequence of Lemma 2.24 (in particular, the Jacobian determinant expressions in (2.7.2)). In the proof, we view \( d\varpi \) (see (2.16.1)) to be the two-form \( \omega dt \wedge d\vartheta \) on \( \mathcal{P}_u \), where \( dt \wedge d\vartheta = dt \otimes d\vartheta - d\vartheta \otimes dt \). Similarly, we view \( d\mathcal{P} \) to be the two-form induced on \( \mathcal{P}_u \) by the standard Euclidean metric \( \delta_{\alpha\beta} = \text{diag}(1,1,1) \) on \( \mathbb{R} \times \Sigma \). Then relative to Cartesian coordinates, we have \( d\mathcal{P} = (dx^0 \wedge dx^1 \wedge dx^2) \cdot V \), where \( V \) is the future-directed Euclidean normal vectorfield to \( \mathcal{P}_u \) and \((dx^0 \wedge dx^1 \wedge dx^2) \cdot V \) denotes contraction of \( V \) against the first slot of \( dx^0 \wedge dx^1 \wedge dx^2 \). Note that \( V^\alpha = \delta^{\alpha\beta} H_\beta \), where \( H_\alpha \) is defined in (2.17.1) and \( \delta^{\alpha\beta} = \text{diag}(1,1,1) \) is the standard inverse Euclidean metric on \( \mathbb{R} \times \Sigma \). Since \( d\varpi \) and \( d\mathcal{P} \) are proportional and since \( dt \wedge d\vartheta \cdot (L \otimes \Theta) = 1 \), it suffices to show that \( \left\{\sqrt{2} + \gamma f(\gamma)\right\} \, v = (dx^0 \wedge dx^1 \wedge dx^2) \cdot (V \otimes L \otimes \Theta) \). To proceed, we note that \((dx^0 \wedge dx^1 \wedge dx^2) \cdot (V \otimes L \otimes \Theta)\) is equal to the determinant of the \( 3 \times 3 \) matrix \( N := \begin{pmatrix} V^0 & L^0 & 0 \\ V^1 & L^1 & \Theta^1 \\ V^2 & L^2 & \Theta^2 \end{pmatrix} \). Next, we consider the \( 3 \times 3 \) matrix \( M := N^T \cdot g \cdot N \), where we view \( g \) as a \( 3 \times 3 \) matrix expressed relative to the Cartesian coordinates. Since (1.7.6)-(1.7.7) imply that \( |\det g| = 1 + \gamma f(\gamma) \) relative to the Cartesian coordinates and since \( |\det M| = |\det g|(|\det N|^2) \), the desired conclusion will follow once we prove \( |\det M| = v^2 \{2 + \gamma f(\gamma)\} \). To obtain this relation, we first compute that \( M = \begin{pmatrix} g(V,V) & g(V,L) & g(V,\Theta) \\ g(L,V) & 0 & 0 \\ g(\Theta,V) & 0 & v^2 \end{pmatrix} \) and thus \( \det M = -(g(L,V))^2 v^2 \). Finally, from (1.7.6), (1.7.7), (2.8.5), and (2.17.1), we compute (relative to the Cartesian coordinates) that \( g(L,V) = -\sqrt{2} + \gamma f(\gamma) \), which, in conjunction with the above computations, yields \( |\det M| = v^2 \{2 + \gamma f(\gamma)\} \) as desired.

\[ \square \]

### 3. Norms, Initial Data, Bootstrap Assumptions, and Smallness Assumptions

In this section, we state our size assumptions on the data, formulate appropriate bootstrap assumptions for the solution, and state our smallness assumptions. As we mentioned in the
introduction, the solutions that we study in this article are perturbations of simple outgoing plane waves. In Subsect. 3.9, we show the existence of data for the system (1.7.2a) + (1.7.11a)–(1.7.11d) that verify the size assumptions of the present article. In particular, we show that under the assumptions (1.7.5) on the semilinear inhomogeneous terms, the system admits simple outgoing plane wave solutions, thereby justifying our study of their perturbations.

3.1. Norms. In our analysis, we will derive estimates for scalar functions and $\ell_{t,u}$-tangent tensorfields. We use the metric $g$ when taking the pointwise norm of $\ell_{t,u}$-tangent tensorfields, a concept that we make precise in the next definition.

**Definition 3.1 (Pointwise norms).** Let $g$ be the Riemannian metric on $\ell_{t,u}$ from Def. 2.13. If $\xi^{\mu_1 \cdots \mu_m}$ is a type $\left(\begin{array}{c} m \\ n \end{array} \right)$ $\ell_{t,u}$ tensor, then we define the norm $|\xi| \geq 0$ by

$$|\xi|^2 := g_{\mu_1 \tilde{\mu}_1} \cdots g_{\mu_m \tilde{\mu}_m} (g^{-1})^{\nu_1 \tilde{\nu}_1} \cdots (g^{-1})^{\nu_n \tilde{\nu}_n} \xi^{\mu_1 \cdots \mu_m} F_{\nu_1 \cdots \nu_n}. \quad (3.1.1)$$

We use $L^2$ and $L^\infty$ norms in our analysis.

**Definition 3.2 ($L^2$ and $L^\infty$ norms).** In terms of the geometric forms of Def. 2.41, we define the following norms for $\ell_{t,u}$-tangent tensorfields:

$$\|\xi\|_{L^2(\ell_{t,u})} := \int_{\ell_{t,u}} |\xi|^2 dV_g, \quad \|\xi\|_{L^2(\Sigma_t^u)} := \int_{\Sigma_t^u} |\xi|^2 d\bar{\omega}, \quad (3.1.2a)$$

$$\|\xi\|_{L^2(\mathcal{P}_u^t)} := \int_{\mathcal{P}_u^t} |\xi|^2 d\bar{\omega}, \quad \|\xi\|_{L^\infty(\ell_{t,u})} := \text{ess sup}_{t',t} |\xi|(t, u, \vartheta), \quad \|\xi\|_{L^\infty(\Sigma_t^u)} := \text{ess sup}_{(t', u, \vartheta) \in [0, u] \times T} |\xi|(t, u, \vartheta), \quad (3.1.2b)$$

**Remark 3.3 (Subset norms).** We sometimes use norms $\| \cdot \|_{L^2(\Omega)}$ and $\| \cdot \|_{L^\infty(\Omega)}$, where $\Omega$ is a subset of $\Sigma_t^u$. These norms are defined by replacing $\Sigma_t^u$ with $\Omega$ in (3.1.2a) and (3.1.2b).

3.2. Strings of commutation vectorfields and vectorfield seminorms. We use the following shorthand notation to capture the relevant structure of our vectorfield operators and to schematically depict estimates.

**Definition 3.4 (Strings of commutation vectorfields and vectorfield seminorms).**

**•** $\mathcal{X}^{N;M} f$ denotes an arbitrary string of $N$ commutation vectorfields in $\mathcal{X}$ (see (2.8.3a)) applied to $f$, where the string contains at most $M$ factors of the $\mathcal{P}_u$-transversal vectorfield $\bar{X}$.

**•** $\mathcal{P}^N f$ denotes an arbitrary string of $N$ commutation vectorfields in $\mathcal{P}$ (see (2.8.3b)) applied to $f$.

**•** For $N \geq 1$, $\mathcal{X}_*^{N;M} f$ denotes an arbitrary string of $N$ commutation vectorfields in $\mathcal{X}$ applied to $f$, where the string contains at least one $\mathcal{P}_u$-tangent factor and at most $M$ factors of $\bar{X}$. We also set $\mathcal{X}_*^{0;0} f := f$. 
• For $N \geq 1$, $\mathcal{P}_*^N f$ denotes an arbitrary string of $N$ commutation vectorfields in $\mathcal{P}$ applied to $f$, where the string contains at least one factor of $\mathcal{L}$ or at least two factors of $\mathcal{Y}$.

• For $\ell_t,u$-tangent tensorfields $\xi$, we similarly define strings of $\ell_t,u$-projected Lie derivatives such as $\mathcal{L}^N;M \xi$.

We also define pointwise seminorms constructed out of sums of the above strings of vectorfields:

• $|\mathcal{Z}^N;M f|$ simply denotes the magnitude of one of the $\mathcal{Z}^N;M f$ as defined above (there is no summation).

• $|\mathcal{Z}^N;M f|$ is the sum over all terms of the form $|\mathcal{Z}^N;M f|$ with $N' \leq N$ and $\mathcal{Z}^{N';M} f$ as defined above. When $N = M = 1$, we sometimes write $|\mathcal{Z}^{1;1} f|$ instead of $|\mathcal{Z}^{1;1} f|$.

• $|\mathcal{Z}[1,N];M f|$ is the sum over all terms of the form $|\mathcal{Z}[1,N];M f|$ with $1 \leq N' \leq N$ and $\mathcal{Z}^{N';M} f$ as defined above.

• Sums such as $|\mathcal{P}^N f|$, $|\mathcal{P}[1,N];M f|$, $|\mathcal{L}^N;M \xi|$, $|\mathcal{Y}^N f|$, $|\mathcal{Z}[1,N] f|$, etc., are defined analogously. For example, $|\mathcal{Z}[1,N] f| = |\mathcal{Z} f| + |\mathcal{Z}^2 f| + \cdots + |\mathcal{Z}^N f|$.

Remark 3.5. Some operators in Def. 3.4 are decorated with a $*$. These operators involve $\mathcal{P}_u$-tangential differentiations that often lead to a gain in smallness in the estimates. More precisely, the operators $\mathcal{P}_*^N$ always lead to a gain in smallness while the operators $\mathcal{Z}_*^N;M$ lead to a gain in smallness except perhaps when they are applied to $\mathcal{L}$ (because $L\mu$ and its $\mathcal{L}$ derivatives are not generally small for the solutions under study). We clarify that for the simple plane wave solutions (whose perturbations we study in our main theorem), the $\mathcal{P}_*^N$ derivatives of all variables in the array $\mathcal{Y}$ completely vanish, and that the same is true for $\mathcal{Z}_*^N;M \mathcal{W}$ (by our definition of a simple wave).

3.3. Assumptions on the data. In this subsection, we state our size assumptions on the data. Our assumptions involve three parameters: $\delta > 0$, $\hat{\delta} > 0$, and $\hat{\delta} > 0$, whose sizes we describe in Subsect. 3.8. As we mentioned in Subsect. 1.8.2, we also involve the following data-dependent parameter.

Definition 3.6 (The quantity that controls the time of first shock formation). We define

$$\hat{\delta}_* := \frac{1}{2} \sup_{\Sigma_0^1} G_{LL} \hat{X} \Psi$$

Our main theorem shows that the reciprocal of $\hat{\delta}_*$ is approximately equal to the time of first shock formation.

We assume that the data verify the following size assumptions.

Assumptions along $\Sigma_0^1$.

$$\|\mathcal{Z}^{[1,19];1}\Psi\|_{L^2(\Sigma_0^1)} \leq \hat{\epsilon}$$  \hspace{1cm} (3.3.2a)

$$\|\mathcal{P}^{18;18}\mathcal{W}\|_{L^2(\Sigma_0^1)} \leq \hat{\epsilon}$$  \hspace{1cm} (3.3.2b)
\[
\| \Psi \|_{L^\infty(\Sigma_0^t)} \leq \hat{\alpha}, \quad (3.3.3a)
\]

\[
\| \mathscr{D}^{[1,11]} \psi \|_{L^\infty(\Sigma_0^t)} \leq \hat{\epsilon}, \quad (3.3.3b)
\]

\[
\| \mathscr{D}^{[1,10]} \|_{L^\infty(\Sigma_0^t)} \leq \hat{\epsilon}, \quad (3.3.3c)
\]

\[
\| \tilde{\mathcal{X}}^{[1,9]} \|_{L^\infty(\Sigma_0^t)} \leq \tilde{\delta}. \quad (3.3.4)
\]

**Assumptions along \( P_{0}^{2\hat{\epsilon}^{-1}} \).**

\[
\| \mathcal{D}^{[1,19]} \psi \|_{L^2(\mathcal{P}_0^{2\hat{\epsilon}^{-1}})} \leq \hat{\epsilon}, \quad (3.3.5a)
\]

\[
\| \mathcal{D}^{[1,18]} \|_{L^2(\mathcal{P}_0^{2\hat{\epsilon}^{-1}})} \leq \hat{\epsilon}, \quad (3.3.5b)
\]

\[
\| \mathcal{D}^{[1,17]} \|_{L^\infty(\mathcal{P}_0^{2\hat{\epsilon}^{-1}})} \leq \hat{\epsilon}, \quad (3.3.6a)
\]

\[
\| \mathcal{D}^{[1,16]} \|_{L^\infty(\mathcal{P}_0^{2\hat{\epsilon}^{-1}})} \leq \hat{\epsilon}. \quad (3.3.6b)
\]

**Assumptions along \( \ell_{t,0} \).** We assume that for \( t \in [0, 2\hat{\delta}^{-1}] \), we have

\[
\| \mathcal{D}^{[1]} \psi \|_{L^\infty(\ell_{t,0})} \leq \hat{\epsilon}. \quad (3.3.7)
\]

**Assumptions along \( \ell_{0,u} \).** We assume that for \( u \in [0, 1] \), we have

\[
\| \mathcal{D}^{[1,18]} \|_{L^2(\ell_{0,u})} \leq \hat{\epsilon}, \quad (3.3.8a)
\]

\[
\| \mathcal{D}^{[1,17]} \|_{L^2(\ell_{0,u})} \leq \hat{\epsilon}. \quad (3.3.8b)
\]

**Remark 3.7 (A brief description of the data-size parameters).** To prove our main theorem, we assume that \( \hat{\alpha} \) and \( \hat{\epsilon} \) are small in a sense that we make precise in Subsect. 3.8. The parameters \( \hat{\delta}_* > 0 \) and \( \hat{\delta} > 0 \) are allowed to be small or large in an absolute sense, but the smallness of \( \hat{\epsilon} \) must be adapted to \( \hat{\delta}_*^{-1} \) and \( \hat{\delta} \). The parameter \( \hat{\epsilon} \) vanishes for simple outgoing plane wave solutions (see Subsect. 3.9 for further discussion).

### 3.4. The data of the eikonal function quantities.

The data-size assumptions of Subsect. 3.3 determine the initial size of various quantities constructed out of the eikonal function. In this subsection, under appropriate smallness assumptions, we estimate these data-dependent quantities in various norms. The main result is Lemma 3.9. We start with a simple lemma that provides algebraic identities that hold along \( \Sigma_0 \).
Lemma 3.8. [29] Lemma 7.2; Algebraic identities along $\Sigma_0$] The following identities hold along $\Sigma_0$ (for $i = 1, 2$):

$$\mu = \frac{1}{\sqrt{(g^{-1})^{11}}}, \quad L^i_{(\text{small})} = \frac{(g^{-1})^{11}}{\sqrt{(g^{-1})^{11}}} - \delta^{i1} - (g^{-1})^{0i}, \quad \Xi^i = \frac{(g^{-1})^{11}}{(g^{-1})^{11}} - \delta^{i1},$$

(3.4.1)

where $g$ is viewed as the $2 \times 2$ matrix of Cartesian spatial components of the Riemannian metric on $\Sigma_0$ defined by (2.4.1), $g^{-1}$ is the corresponding inverse matrix, and $\Xi$ is the $\ell_{t,u}$-tangent vectorfield from (2.2.12).

We now provide the main result of this subsection.

Lemma 3.9 (Behavior of the eikonal function quantities along $\Sigma_0^1$ and $\mathcal{P}_0^{2\delta_*^{-1}}$). For data verifying the assumptions of Subsect. 3.3, the following $L^2$ and $L^\infty$ estimates hold along $\Sigma_0^1$ and $\mathcal{P}_0^{2\delta_*^{-1}}$ whenever $\delta$ and $\delta_*^{-1}$ are sufficiently small, where the constants $C$ are allowed to depend on $\delta$ and $\delta_*^{-1}$, the constants $C_\bullet$ can be chosen to be independent of $\delta$ and $\delta_*^{-1}$, and $i = 1, 2$ (see Subsect. 3.2 regarding the vectorfield operator notation):

$$\| \mathcal{P}_{[1,10]}^i L^i_{(\text{small})} \|_{L^2(\Sigma_0^1)} \leq C\hat{\epsilon},$$

(3.4.2)

$$\| \mathcal{P}_{[1,19]}^i \mu \|_{L^2(\Sigma_0^1)} \leq C\hat{\epsilon},$$

(3.4.3)

$$\| L^i_{(\text{small})} \|_{L^\infty(\Sigma_0^1)} \leq C\cdot \hat{\alpha},$$

(3.4.4a)

$$\| \mathcal{P}_{[1,17]}^i L^i_{(\text{small})} \|_{L^\infty(\Sigma_0^1)} \leq C\hat{\epsilon},$$

(3.4.4b)

$$\| \tilde{X}^{[1,2]} L^i_{(\text{small})} \|_{L^\infty(\Sigma_0^1)} \leq C,$$

(3.4.4c)

$$\| \mu - 1 \|_{L^\infty(\Sigma_0^1)} \leq C\cdot \hat{\alpha},$$

(3.4.5a)

$$\| \mathcal{P}_{[1,17]}^i \mu \|_{L^\infty(\Sigma_0^1)} \leq C\hat{\epsilon},$$

(3.4.5b)

$$\| L\tilde{X}^{[0,2]} \|_{L^\infty(\Sigma_0^1)} \leq C,$$

(3.4.6a)

$$\| L\tilde{X}^{[0,2]} \|_{L^\infty(\Sigma_0^1)} \leq C,$$

(3.4.6b)

$$\| \mathcal{P}_{[1,17]}^i \mu \|_{L^\infty(\Sigma_0^1)} \leq C\hat{\epsilon},$$

(3.4.6c)

$$\| L^i_{(\text{small})} \|_{L^\infty(\mathcal{P}_0^{2\delta_*^{-1}})} \leq C\hat{\epsilon},$$

(3.4.6d)

$$\| \mu - 1 \|_{L^\infty(\mathcal{P}_0^{2\delta_*^{-1}})} \leq C\hat{\epsilon}.$$

(3.4.6e)

Proof. Readers can consult [29] Lemma 7.3 for the main ideas on how to prove the estimates along $\Sigma_0^1$ based on Lemma 3.8 and the assumptions of Subsect. 3.3 on the data for $\Psi$ and $\tilde{W}$. The data in [29] were compactly supported in $\Sigma_0^1$, which is different than the present context, but that minor detail does not necessitate any substantial changes in the proof.

---

60Some of the constants denoted by “$C$” can also be chosen to be independent of $\delta$ and $\delta_*^{-1}$. We use the symbol “$C_\bullet$” only when it is important that the constant can be chosen to be independent of $\delta$ and $\delta_*^{-1}$.
To obtain the $L^\infty(\mathcal{P}_0^{2\delta_*^{-1}})$ bounds for $L^i_{(Small)}$ and $\mu - 1$ stated in (3.4.6a)-(3.4.6b), we first use the evolution equations (2.10.1)-(2.10.2) (recall that $L = \frac{\partial}{\partial t}$), Lemma 2.37, and the fundamental theorem of calculus to deduce that for $(t, \vartheta) \in [0, 2\delta_*^{-1}] \times \mathbb{T}$, we have the following estimate, where $f$ is smooth in its arguments:

$$
\left| \left( \mu - 1 \sum_{a=1}^2 |L^a_{(Small)}| \right) (t, 0, \vartheta) \right| \leq \left| \left( \mu - 1 \sum_{a=1}^2 |L^a_{(Small)}| \right) (0, 0, \vartheta) \right| + C \int_0^t \left\{ |f(\mu - 1, L^1_{(Small)}, L^2_{(Small)}, \Psi)| \right\} (s, 0, \vartheta) ds.
$$

Moreover, from (1.7.6)-(1.7.7) and (3.4.1), we deduce the schematic relations $\mu|_{\Sigma_0} = 1 + \Psi f(\Psi)$ and $L^i_{(Small)} = \Psi f(\Psi)$, where the functions $f$ are smooth. Hence, from the smallness assumption (3.3.7), we deduce that the first term on RHS (3.4.7) is $\leq C \tilde{\epsilon}$. Moreover, from (3.3.7), we deduce that the time integral on RHS (3.4.7) is $\leq C \tilde{\epsilon} \int_0^t \left\{ |f(\mu - 1, L^1_{(Small)}, L^2_{(Small)})| \right\} (s, 0, \vartheta) ds$.

Hence, from Gronwall’s inequality, we conclude that $$\left| \left( \mu - 1 \sum_{a=1}^2 |L^a_{(Small)}| \right) (t, 0, \vartheta) \right| \leq C \tilde{\epsilon}$$ for $t \in [0, 2\delta_*^{-1}]$, which yields the desired bounds (3.4.6a)-(3.4.6b).

3.5. $T_{(Boot)}$, the positivity of $\mu$, and the diffeomorphism property of $\Upsilon$. To control the solution up to the shock and to derive estimates, we find it convenient to rely on a set of bootstrap assumptions. In this subsection, we state some basic bootstrap assumptions.

We start by fixing a real number $T_{(Boot)}$ with

$$0 < T_{(Boot)} \leq 2\delta_*^{-1},$$

where $\delta_* > 0$ is defined in (3.3.1).

We assume that on the spacetime domain $\mathcal{M}_{T_{(Boot)}, U_0}$ (see (1.8.3f)), we have

$$\mu > 0.$$ 

Inequality (BA$\mu > 0$) implies that no shocks are present in $\mathcal{M}_{T_{(Boot)}, U_0}$.

We also assume that

The change of variables map $\Upsilon$ from Def. 2.23 is a $C^1$ diffeomorphism from $[0, T_{(Boot)}) \times [0, U_0] \times \mathbb{T}$ onto its image.

3.6. Fundamental $L^\infty$ bootstrap assumptions. Our fundamental bootstrap assumptions for $\Psi$ and $\vec{W}$ are that the following inequalities hold on $\mathcal{M}_{T_{(Boot)}, U_0}$ (see Subsect. 3.2 regarding the vectorfield operator notation):

$$\| \mathcal{P}_{[1,1]} \Psi \|_{L^\infty(\Sigma^T_\epsilon)}, \| \mathcal{P}_{\leq 10} \vec{W} \|_{L^\infty(\Sigma^T_\epsilon)} \leq \epsilon,$$

where $\epsilon$ is a small positive bootstrap parameter whose smallness we describe in Sect. 3.8.
3.7. **Auxiliary \( L^\infty \) bootstrap assumptions.** In deriving pointwise estimates, we find it convenient to make the following auxiliary bootstrap assumptions. In Prop. [5.9], we will derive strict improvements of these assumptions.

**Auxiliary bootstrap assumptions for small quantities.** We assume that the following inequalities hold on \( \mathcal{M}_{T(Boot), U_0} \):

\[
\| \Psi \|_{L^\infty(\Sigma_T)} \leq \hat{\alpha} + \varepsilon^{1/2}, \quad (AUX1\Psi)
\]

\[
\| \mathcal{F}^{[1,10] ; 1} \Psi \|_{L^\infty(\Sigma_T)} \leq \varepsilon^{1/2}, \quad (AUX2\Psi)
\]

\[
\| \mathcal{F}^{\leq 10 ; 1} \tilde{W} \|_{L^\infty(\Sigma_T)} \leq \varepsilon^{1/2}, \quad (AUX1\tilde{W})
\]

\[
\| L \mathcal{F}^{[1,9]} \mu \|_{L^\infty(\Sigma_T)} , \| \mathcal{F}^{[1,9]} \mu \|_{L^\infty(\Sigma_T)} \leq \varepsilon^{1/2}, \quad (AUX1\mu)
\]

\[
\| \mathcal{F}^{[1,9]} \mu \|_{L^\infty(\Sigma_T)} \leq \hat{\alpha}^{1/2}, \quad (AUX1L(Small))
\]

\[
\| \mathcal{F}^{[1,9]; 1} \mathcal{F}^{[1,9]} \mu \|_{L^\infty(\Sigma_T)} \leq \varepsilon^{1/2}, \quad (AUX2L(Small))
\]

\[
\| \mathcal{F}^{\leq 8 ; 1} \chi \|_{L^\infty(\Sigma_T)} \leq \varepsilon^{1/2}. \quad (AUX1\chi)
\]

**Auxiliary bootstrap assumptions for quantities that are allowed to be large.**

\[
\| \tilde{X} \tilde{\Psi} \|_{L^\infty(\Sigma_T^0)} \leq \| \tilde{X} \tilde{\Psi} \|_{L^\infty(\Sigma_T^0)} + \varepsilon^{1/2}, \quad (AUX2\tilde{\Psi})
\]

\[
\| L \mu \|_{L^\infty(\Sigma_T^0)} \leq \frac{1}{2} \left\| G_{LL} \tilde{X} \tilde{\Psi} \right\|_{L^\infty(\Sigma_T^0)} + \varepsilon^{1/2}, \quad (AUX2\mu)
\]

\[
\| \mu \|_{L^\infty(\Sigma_T^0)} \leq 1 + \hat{\delta}_1 \| G_{LL} \tilde{X} \tilde{\Psi} \|_{L^\infty(\Sigma_T^0)} + \hat{\alpha}^{1/2} + \varepsilon^{1/2}, \quad (AUX3\mu)
\]

\[
\| \tilde{X} L^{i(Small)}_{(Small)} \|_{L^\infty(\Sigma_T^0)} \leq \| \tilde{X} L^{i(Small)}_{(Small)} \|_{L^\infty(\Sigma_T^0)} + \varepsilon^{1/2}. \quad (AUX2L(Small))
\]

3.8. **Smallness assumptions.** For the remainder of the article, when we say that “\( A \) is small relative to \( B \),” we mean that there exists a continuous increasing function \( f : (0, \infty) \to (0, \infty) \) such that \( A < f(B) \). In principle, the functions \( f \) could always be chosen to be polynomials with positive coefficients or exponential functions. However, to avoid lengthening the paper, we typically do not specify the form of \( f \).

Throughout the rest of the paper, we make the following smallness assumptions. We continually adjust the required smallness in order to close our estimates.

- The bootstrap parameter \( \varepsilon \) and the data smallness parameter \( \hat{\epsilon} \) from Subsect. [3.3] are small relative to 1 (i.e., small in an absolute sense, without regard for the other parameters).
- \( \varepsilon \) and \( \hat{\epsilon} \) are small relative to \( \hat{\delta}^{-1} \), where \( \hat{\delta} \) is the data-size parameter from Subsect. [3.3]
- \( \varepsilon \) and \( \hat{\epsilon} \) are small relative to the data-size parameter \( \hat{\delta}_s \) from Def. [3.6]
- The data-size parameter \( \hat{\alpha} \) from Subsect. [3.3] is small relative to 1.
• We assume that\footnote{In the proof of the main theorem (Theorem 10.1), one sets $\varepsilon = C' \hat{\varepsilon}$, where $C' > 1$ is chosen to be sufficiently large and $\hat{\varepsilon}$ is assumed to be sufficiently small. This is compatible with (3.8.1).}

\[ \hat{\varepsilon} \leq \varepsilon. \] (3.8.1)

The first two assumptions will allow us, in particular, to treat error terms of size $\varepsilon \delta^k$ as small quantities, where $k \geq 0$ is an integer. The third assumption is relevant because we only need to control the solution for times $t < 2\delta_{\varepsilon}^{-1}$, which is plenty of time for us to show that a shock forms; hence, in many estimates, we can therefore consider factors of $t$ as being bounded by the “constant” $C = 2\delta_{\varepsilon}^{-1}$. The assumption (3.8.1) is convenient for closing our bootstrap argument. The smallness assumption on $\hat{\alpha}$ allows us to control the size of some key structural coefficients in our estimates (see, for example, RHS (9.3.1a)) and ensures that the solution remains in the regime of hyperbolicity of the equations.

3.9. Existence of simple plane waves and of admissible initial data. In this subsection, we show that under the assumptions (1.7.5) on the semilinear inhomogeneous terms, there exist plane symmetric initial data (i.e., initial data on $\Sigma_0$ that depend only on the Cartesian coordinate $x^1$) for the system (1.7.2a)-(1.7.2b) that are compactly supported in $\Sigma_0^1$ and such that the solution has the following four properties.

(1) The solution is plane symmetric, i.e., it depends only on the Cartesian coordinates $t$ and $x^1$, and, since $Y = \partial_2$ in plane symmetry, the $Y$ derivatives of the solution are 0.

(2) The solution is simple and outgoing, i.e., $w \equiv 0$ and $L \Psi = 0$.

(3) The assumptions of Subsect. 3.3 hold with $\hat{\varepsilon} = 0$, consistent with the smallness assumptions of Subsect. 3.8.

(4) The $L^\infty$ assumption (3.3.3a) holds, where $\alpha$ can be made arbitrarily small, consistent with the smallness assumptions of Subsect. 3.8.

The key point is that (non-symmetric) perturbations of the above solutions will obey the smallness assumptions of Subsect. 3.8 and hence fall under the scope of our main results.

Remark 3.10 (The vanishing of $\hat{\varepsilon}$ for simple plane symmetric waves). It is straightforward, though somewhat tedious, to show that if assumptions (1) and (2) above hold, then (3) follows automatically. That is, for simple outgoing plane wave solutions (which by definition verify $L \Psi \equiv 0$ and $\tilde{W} \equiv 0$) whose initial data are supported in $\Sigma_0^1$, the assumptions of Subsect. 3.3 hold with $\hat{\varepsilon} = 0$. The model problem of Subsubsection 1.8.3 is a good starting point for readers interested in working out the details.

Remark 3.11 (Ignoring the $x^2$ direction in this subsection). In this subsection only, we ignore the $x^2$ direction (since we are considering plane symmetric solutions). For example, here we identity $\Sigma_s$ with the constant-time hypersurface $\{(t, x^1) \in \mathbb{R} \times \mathbb{R} \mid t = s\}$. To show that solutions with the properties (1)-(4) exist, we first show that for plane symmetric initial data that are compactly supported in $\Sigma_0^1$ and such that $w|_{\Sigma_0^1} = \partial_t w|_{\Sigma_0^1} = L \Psi|_{\Sigma_0^1} = 0$, the solution to (1.7.2a)-(1.7.2b) is also plane symmetric (i.e., it depends only on $t$ and $x^1$) and moreover, that $w = \partial_t w = L \Psi = 0$, as long as the solution remains smooth. The fact that plane symmetric initial data lead to plane symmetric solutions with $Y = \partial_2$ is a standard consequence of the fact that equations (1.7.2a)-(1.7.2b) and the eikonal equation
are invariant under the Cartesian coordinate translations $x^2 \to x^2 + a$ (with $a \in [0, 1)$ and $x^2 + a$ interpreted mod $\mathbb{T}$), and we will not discuss these facts further here. Next, we note that in plane symmetry, equations (1.7.2a)-(1.7.2b) can be written in the following (schematic) form:

\begin{align}
(\mu L + 2\tilde{X})(L\Psi) &= f \cdot L\Psi + f \cdot (w, \partial w), \\
(h^{-1})^{\alpha\beta}(\Psi, \tilde{W}) \partial_{\alpha} \partial_{\beta} w &= f \cdot L\Psi + f \cdot (w, \partial w),
\end{align}

where the $f$ are smooth functions of $\Psi$, $w$, $\partial w$, etc. (the precise details of the $f$ are not important here). Equations (3.9.1a)-(3.9.1b) follow from equations (1.7.2a)-(1.7.2b), (2.11.1a), and (2.13.1b). Lemma 2.37, our assumptions (1.7.5) on the semilinear inhomogeneous terms, and the fact that all $\partial$ derivatives of all scalar unknowns vanish in plane symmetry.

We will now sketch a proof that if the (plane symmetric) initial data for (3.9.1a)-(3.9.1b) verify $w|_{\Sigma_0} = \partial_t w|_{\Sigma_0} = L\Psi|_{\Sigma_0} = 0$, then $w = \partial_t w = L\Psi = 0$, as long as the solution remains smooth. To start, we assume that we have a smooth plane symmetric solution to (3.9.1a)-(3.9.1b) with $\mu > 0$. Multiplying equation (3.9.1a) by $L\Psi$, integrating by parts over $\Sigma_t$, and using the assumption $L\Psi|_{\Sigma_0} = 0$, we obtain the a priori energy estimate

$$
\int_{\Sigma_t} (L\Psi)^2 \, dx^1 \lesssim \int_{s=0}^{t} \int_{\Sigma_s} (L\Psi)^2 \, dx^1 \, ds + \int_{s=0}^{t} \int_{\Sigma_s} |L\Psi|(|w| + |\partial w|) \, dx^1 \, ds,
$$

where the implicit constants depend on the solution (in particular they can depend on an upper bound for $1/\mu$). Similarly, using standard energy estimates for the wave equation (3.9.1b) (in the spirit of the estimates of Prop. 4.7) and the assumption $w|_{\Sigma_0} = \partial_t w|_{\Sigma_0} = 0$, we obtain the a priori energy estimate

$$
\int_{\Sigma_t} \{|\partial w|^2 + w^2\} \, dx^1 \lesssim \int_{s=0}^{t} \int_{\Sigma_s} \{|\partial w|^2 + w^2\} \, dx^1 \, ds + \int_{s=0}^{t} \int_{\Sigma_s} |L\Psi|(|w| + |\partial w|) \, dx^1 \, ds.
$$

Hence, setting $Q(t) := \int_{\Sigma_t} \{(L\Psi)^2 + |\partial w|^2 + w^2\} \, dx^1$ and adding the two a priori energy estimates, we find that $Q(t) \lesssim \int_{s=0}^{t} Q(s) \, ds$. From Gronwall’s inequality, we conclude that $Q(t) = 0$ (for times $t$ such that the solution is smooth), which is the desired result. We have therefore shown that equations (1.7.2a)-(1.7.2b) admit simple plane wave solutions with $w = 0$ and $L\Psi = 0$, starting from any smooth initial data that are compactly supported in $\Sigma_0$ and such that $w|_{\Sigma_0} = \partial_t w|_{\Sigma_0} = L\Psi|_{\Sigma_0} = 0$.

To complete our discussion, it remains for us to show that there exist plane symmetric initial data for $\Psi$ that satisfy our smallness assumptions and such that $L\Psi|_{\Sigma_0} = 0$. In our construction, we will think of $\Psi|_{\Sigma_0}$ and $\partial_t \Psi|_{\Sigma_0}$ as the initial data that we are free to prescribe. To proceed, we let $\phi = \phi(x^1)$ be any smooth, non-trivial function of the Cartesian coordinate $x^1$ that is compactly supported in $[0, 1]$, and we set $\Psi|_{\Sigma_0} := \phi$. We now construct data for $\partial_t \Psi$ such $L\Psi|_{\Sigma_0} = 0$. Using (2.8.5) and the second identities in (2.2.9a) and (3.4.1), we see that $L\Psi|_{\Sigma_0} = 0$ is equivalent to $\partial_t \Psi|_{\Sigma_0} = -L^1 \partial_1 \Psi|_{\Sigma_0} = -L^1 \partial_1 \phi = -\left\{ \sqrt{(g^{-1})^{11}} \circ \phi - (g^{-1})^{01} \circ \phi \right\} \partial_1 \phi$. Put differently, we can prescribe $\partial_t \Psi|_{\Sigma_0}$ in terms of $\phi$ to achieve the desired result $L\Psi|_{\Sigma_0} = 0$.

We have therefore constructed plane symmetric initial data such that $L\Psi|_{\Sigma_0} = 0$. To complete the discussion in this subsection, it remains only for us to point out that by rescaling $\phi \to \lambda \phi$ (where $\phi$ is as in the previous paragraph) and choosing the real number $\lambda$ to be sufficiently small but non-zero, we can ensure that $\|\Psi\|_{L^\infty(\Sigma_0^t)}$ is as small as we want, consistent with our assumption (3.3.3a) and with the smallness assumption for $\phi$ that we imposed in Subsect. 3.8.
4. Energies, null fluxes, and energy-null flux identities

In this section, we define the energies and null fluxes that we use in our $L^2$ analysis. We also provide the basic energy-null flux identities for solutions to the fast wave equation (1.7.2a) and to the slow wave equation, in the first-order form (1.7.11a)-(1.7.11d).

4.1. Definitions of the energies and null fluxes.

4.1.1. Energies and null fluxes for the fast wave.

**Definition 4.1 (Energy and null flux for the fast wave).** In terms of the geometric forms of Def. 2.41, we define the fast wave energy functional $\mathbb{E}_{(Fast)}[\cdot]$ and the fast wave null flux functional $\mathbb{F}_{(Fast)}[\cdot]$ as follows:

\[
\mathbb{E}_{(Fast)}[f](t, u) = \int_{\Sigma_t^u} \left\{ \frac{1}{2} (1 + 2\mu)(Lf)^2 + 2\mu(Lf)\bar{X}f + 2(\bar{X}\Psi)^2 + \frac{1}{2} (1 + 2\mu)|\partial f|^2 \right\} d\omega,
\]

(4.1.1a)

\[
\mathbb{F}_{(Fast)}[f](t, u) = \int_{\mathcal{P}_u^i} \left\{ (1 + \mu)(Lf)^2 + \mu|\partial f|^2 \right\} d\omega.
\]

(4.1.1b)

4.1.2. Energies and null fluxes for the slow wave. Let

\[
\vec{V} := (v, v_0, v_1, v_2)
\]

(4.1.2)

be an array comprising four scalar functions. In later applications, the entries of $\vec{V}$ will be derivatives of the entries of the slow wave array $\vec{W}$ defined in (1.7.1). To construct energies and null fluxes for the slow wave, we will rely on the compatible current vectorfield $J = J[\vec{V}]$, which we define relative to the Cartesian coordinates as follows:

\[
J^\alpha[\vec{V}] := 2Q^{\alpha\beta}[\vec{V}]\delta^0_\beta - v^2 (h^{-1})^{\alpha\beta}\delta^0_\beta.
\]

(4.1.3)

In (4.1.3),

\[
Q^{\alpha\beta}[\vec{V}] := (h^{-1})^{\alpha\kappa}(h^{-1})^{\beta\lambda}v_\kappa v_\lambda - \frac{1}{2} (h^{-1})^{\alpha\beta}(h^{-1})^{\kappa\lambda}v_\kappa v_\lambda
\]

(4.1.4)

is the type $(2,0)$ energy-momentum tensorfield of the slow wave equation (1.7.2b).

**Remark 4.2 (Suppression of some arguments of $Q$).** Although $Q^{\alpha\beta}[\vec{V}]$ depends on $(\Psi, \vec{W})$ through the Cartesian component functions $(h^{-1})^{\alpha\beta} = (h^{-1})^{\alpha\beta}(\Psi, \vec{W})$, we typically suppress this dependence.

Note that (1.7.13) and our assumption $(g^{-1})^{\alpha\beta}(\Psi = 0) = (m^{-1})^{\alpha\beta} = \text{diag}(-1, 1, 1)$ together imply that when $|\gamma| + |\vec{W}|$ is sufficiently small, the one-form with Cartesian components $\delta^0_\alpha$ is past-directed (by (1.7.14)) and h-timelike. Thus, the product $2Q^{\alpha\beta}[\vec{V}]\delta^0_\beta$ on RHS (4.1.3) is the contraction of the energy-momentum tensorfield of the slow wave with a past-directed $h$-timelike (see Footnote 56) one-form. We also note the following explicit formulas, the first of which relies on the second relation in (1.7.14), where $(i = 1, 2)$:

\[
J^0[\vec{V}] = 2(h^{-1})^{00}(h^{-1})^{0\alpha}v_\alpha v_\beta + (h^{-1})^{0\alpha}v_\alpha v_\beta + v^2,
\]

(4.1.5a)

\[
J^i[\vec{V}] = 2(h^{-1})^{0i}(h^{-1})^{0\alpha}v_\alpha v_\beta - (h^{-1})^{00}(h^{-1})^{\alpha\beta}v_\alpha v_\beta - (h^{-1})^{0\alpha}v^2.
\]

(4.1.5b)
We now again consider the past-directed one-form with Cartesian components \( \delta^0_\alpha \), which we have already shown to be \( h \)-timelike when \( |\gamma| + |\vec{W}| \) is sufficiently small. Since, on RHS \( (4.1.3) \), this one-form is contracted against the energy-momentum tensorfield \( Q[\vec{V}] \), the well-known dominant energy condition for \( Q[\vec{V}] \) implies that if \( \omega \) is any non-trivial past-directed, \( h \)-timelike one-form and if \( \vec{V} \neq 0 \), then \( J^\alpha \omega_\alpha > 0 \). It follows that \( h(J,J) \leq 0 \) and thus, by definition, \( J \) is \( h \)-causal. Moreover, taking \( \omega_\alpha := \delta^0_\alpha \), we find that \( J^0 > 0 \) whenever \( \vec{V} \neq 0 \). Thus, by \( (1.7.12) \) (with \( J[\vec{V}] \) in the role of \( V \) in \( (1.7.12) \)), the following holds when \( |\gamma| + |\vec{W}| \) is sufficiently small:

\[
\vec{V} \neq 0 \implies \text{the vectorfield } J[\vec{V}] \text{ is future-directed and } g \text{-timelike.} \quad (4.1.6)
\]

We will use these facts in the proof of Lemma 4.4.

We find it convenient to define the slow wave energy and the slow wave null flux relative to the Cartesian forms. However, when describing their coerciveness properties and deriving energy estimates, we use the geometric forms; see Lemma 4.4.

**Definition 4.3 (Energy and null flux for the slow wave).** Let \( J^\alpha[\vec{V}] \) be the compatible current vectorfield with Cartesian components given by \( (4.1.5a)-(4.1.5b) \). In terms of the Cartesian forms of Def. \( 2.44 \) and the one-form \( H_\alpha \) defined in \( (2.17.1) \), we define the slow wave energy functional \( E_{(\text{Slow})}[\cdot] \) and the slow wave null flux functional \( F_{(\text{Slow})}[\cdot] \) as follows:

\[
E_{(\text{Slow})}[\vec{V}](t,u) := \int_{\Sigma^t_u} J^0[\vec{V}] d\Sigma, \quad F_{(\text{Slow})}[\vec{V}](t,u) := \int_{P^t_u} J^\alpha[\vec{V}] H_\alpha dP. \quad (4.1.7)
\]

**4.2. Coerciveness of the energy and null flux for the slow wave.** The coerciveness properties of the energy and null flux for the fast wave are fairly apparent from Def. 4.1. In contrast, it takes some effort to reveal the coerciveness of the energy and null flux for the slow wave. The next lemma yields the desired coerciveness.

**Lemma 4.4 (Coerciveness of the energy and null flux for the slow wave).** In terms of the geometric forms of Def. \( 2.44 \) the slow wave energy \( E_{(\text{Slow})}[\cdot] \) and the slow wave null flux \( F_{(\text{Slow})}[\cdot] \) from Def. \( 4.3 \) enjoy the following coerciveness properties, valid when \( |\gamma| + |\vec{W}| \) is sufficiently small:

\[
E_{(\text{Slow})}[\vec{V}](t,u) \approx \int_{\Sigma^t_u} \mu \left\{ v^2 + \sum_{\alpha=0}^{2} v_\alpha^2 \right\} d\Sigma, \quad (4.2.1a)
\]

\[
F_{(\text{Slow})}[\vec{V}](t,u) \approx \int_{P^t_u} \left\{ v^2 + \sum_{\alpha=0}^{2} v_\alpha^2 \right\} dP. \quad (4.2.1b)
\]

**Remark 4.5 (On the necessity of the null fluxes and the necessity of the slow speed of the slow wave).** It is critically important for our analysis that the null flux \( F_{(\text{Slow})}[\vec{V}] \) controls \( \vec{V} \) without any degenerate factor of \( \mu \), as RHS \( (4.2.1b) \) shows. Similar remarks apply to the fast wave null flux \( F_{(\text{Fast})}[f](t,u) \) defined in \( (4.1.1b) \), which controls \( (Lf)^2 \) with a weight that does not degenerate as \( \mu \to 0 \). We also recall that, as we described in Subsubsection 1.8.6, we use the spacetime integrals from Def. 9.2 to obtain non-degenerate control of the \( d \) derivatives of the fast wave. We also note that to derive the estimate \( (4.2.1b) \),
we fundamentally rely on the assumption that the wave speed of $\vec{W}$ is slower than the wave speed of $\Psi$, and that this is the main spot in the article where we use this assumption.

**Proof of Lemma 4.4.** Just above equation (4.1.6), we showed that $J^0 = J^0[\vec{V}] > 0$ as long as $\vec{V} \neq 0$ and $|\gamma| + |\vec{W}|$ is sufficiently small. Since $J^0[\vec{V}]$ is precisely quadratic in its arguments $\vec{V}$, the desired estimate (4.2.1a) follows from this fact, the second identity in (2.18.1), and the first definition in (4.1.7).

To prove (4.2.1b), we first note that the one-form $H$ defined in (2.17.1) is past-directed (in view of the last identity in (2.2.9a)) and $g$-null. Thus, by (4.1.6), $J^\alpha H_\alpha > 0$ whenever $\vec{V} \neq 0$ and $|\gamma| + |\vec{W}|$ is sufficiently small. Since $J^\alpha H_\alpha$ is precisely quadratic in $\vec{V}$, the desired estimate (4.2.1b) follows from the last identity in (2.18.1) and the second definition in (4.1.7).

**4.3. Energy-null flux identities.** In this subsection, we derive energy-null flux identities that we later will use to control solutions to the system (1.7.2a) + (1.7.11a)-(1.7.11d).

**4.3.1. Energy-null flux identities for the fast wave.**

**Proposition 4.6.** [29] Proposition 3.5; **Fundamental energy-null flux identity for the fast wave**] For solutions $f$ to the inhomogeneous wave equation

$$\mu \Box_{g(\Psi)} f = \mathfrak{F},$$

we have the following identity for $t \geq 0$ and $u \in [0, U_0]$:

$$E_{(Fast)}[f](t, u) + F_{(Fast)}[f](t, u) = E_{(Fast)}[f](0, u) + F_{(Fast)}[f](t, 0) - \int_{\mathcal{M}_{t,u}} \left\{ (1 + 2\mu)(Lf) + 2\vec{X}f \right\} \mathfrak{F} d\nu$$

$$- \frac{1}{2} \int_{\mathcal{M}_{t,u}} [L\mu - |\phi f|^2] d\nu + \sum_{i=1}^{5} \int_{\mathcal{M}_{t,u}} (T)\mathfrak{P}_{(i)}[f] d\nu,$$

where $f_+ := \max\{f, 0\}$, $f_- := \max\{-f, 0\}$, and

$$(T)\mathfrak{P}_{(1)}[f] := (Lf)^2 \left\{ -\frac{1}{2} L\mu + \vec{X} \mu - \frac{1}{2} \mu tr_g X - tr_g k^{(Trans-\Psi)} - \mu tr_g k^{(Tan-\Psi)} \right\},$$

$$(T)\mathfrak{P}_{(2)}[f] := -(Lf)(\vec{X} f) \left\{ tr_g X + 2 tr_g k^{(Trans-\Psi)} + 2 \mu tr_g k^{(Tan-\Psi)} \right\},$$

$$(T)\mathfrak{P}_{(3)}[f] := \mu |\phi f|^2 \left\{ \frac{1}{2} [L\mu]^+ \mu + \frac{\vec{X} \mu}{\mu} + 2L\mu - \frac{1}{2} tr_g X - tr_g k^{(Trans-\Psi)} - \mu tr_g k^{(Tan-\Psi)} \right\},$$

$$(T)\mathfrak{P}_{(4)}[f] := (Lf)(\phi^f) \left\{ (1 - 2\mu)\phi^\mu + 2\vec{\zeta}^{(Trans-\Psi)} + 2\mu \vec{\zeta}^{(Tan-\Psi)} \right\},$$

$$(T)\mathfrak{P}_{(5)}[f] := -2(\vec{X} f)(\phi^f) \left\{ \phi^\mu + 2\vec{\zeta}^{(Trans-\Psi)} + 2\mu \vec{\zeta}^{(Tan-\Psi)} \right\}.$$

The tensorfields $\chi$, $\vec{\zeta}^{(Trans-\Psi)}$, $k^{(Trans-\Psi)}$, $\vec{\zeta}^{(Tan-\Psi)}$, and $k^{(Tan-\Psi)}$ from above are as in (2.11.1a), (2.5.4a), (2.5.4b), (2.5.5a), and (2.5.5b), while the symbol “$T$” in (4.3.2a)-(4.3.2e) merely signifies that the energies and error terms are tied to the multiplier vectorfield from (1.8.31), as is shown by the proof of [29] Proposition 3.5.
4.3.2. **Energy-null flux identities for the slow wave.** We now derive an analog of Prop. 4.6 for the slow wave variable.

**Proposition 4.7 (Fundamental energy-null flux identity for the slow wave).** Solutions $\vec{V} := (v, v_0, v_1, v_2)$ to the inhomogeneous system

\[
\begin{align*}
\mu \partial_t v_0 &= \mu (h^{-1})^{ab} \partial_a v_b + 2\mu (h^{-1})^{0a} \partial_a v_0 + F_0, \\
\mu \partial_t v_i &= \mu \partial_t v_0 + F_i, \\
\mu \partial_t v = \mu v_0 + F, \\
\mu \partial_t v_j &= \mu \partial_j v_i + F_{ij}
\end{align*}
\]  

verify the following energy identity for $t \geq 0$ and $u \in [0, U_0]$:

\[
\mathbb{E}_{(\text{Slow})}[\vec{V}](t, u) + \mathbb{F}_{(\text{Slow})}[\vec{V}](t, u) = \mathbb{E}_{(\text{Slow})}[\vec{V}](0, u) + \mathbb{F}_{(\text{Slow})}[\vec{V}](t, 0)
+ \int_{\mathcal{M}_{t,u}} \{1 + \gamma f(\gamma)\} \mathcal{M}[\vec{V}] \, d\omega 
+ \int_{\mathcal{M}_{t,u}} \{1 + \gamma f(\gamma)\} \left\{4(h^{-1})^{\alpha 0} (h^{-1})^{0a} v_\alpha F_\beta + 2(h^{-1})^{\alpha \beta} v_\alpha F_\beta + 2(h^{-1})^{\alpha a} (h^{-1})^{00} v_\alpha F_{ab} + 2\nu F \right\} \, d\omega,
\]

where the schematically denoted functions $\gamma f(\gamma)$ are smooth and vanish when $\gamma = 0$, and

\[
\mathcal{M}[\vec{V}] := 4\mu (\partial_t (h^{-1})^{\alpha 0})(h^{-1})^{0a} v_\alpha v_\beta + \mu (\partial_t (h^{-1})^{\alpha \beta}) v_\alpha v_\beta 
+ 2\mu (\partial_a (h^{-1})^{\alpha a})(h^{-1})^{0a} v_\alpha v_\beta + 2\mu (h^{-1})^{\alpha a} (\partial_a (h^{-1})^{0a}) v_\alpha v_\beta 
- \mu (\partial_a (h^{-1})^{00})(h^{-1})^{\alpha \beta} v_\alpha v_\beta - \mu (h^{-1})^{\alpha 0} (\partial_a (h^{-1})^{00}) v_\alpha v_\beta - \mu (\partial_a (h^{-1})^{00})v^2 
- 2\mu (h^{-1})^{\alpha 0} v_\alpha v_\beta.
\]

**Remark 4.8.** Note that the above expressions depend on $(\Psi, \vec{W})$ through $(h^{-1})^{\alpha \beta} = (h^{-1})^{\alpha \beta}(\Psi, \vec{W})$.

**Proof of Prop. 4.7.** We consider the vectorfield $J = J[\vec{V}]$ defined relative to the Cartesian coordinates by (4.1.3). Using the second relation in (1.7.14), the identities (4.1.5a)-(4.1.5b), and equations (4.3.3a)-(4.3.3d), we compute that

\[
\begin{align*}
\partial_a J^\alpha &= 4(\partial_t (h^{-1})^{\alpha 0})(h^{-1})^{0a} v_\alpha v_\beta + (\partial_t (h^{-1})^{\alpha \beta}) v_\alpha v_\beta 
+ 2(\partial_a (h^{-1})^{\alpha a})(h^{-1})^{0a} v_\alpha v_\beta + 2(h^{-1})^{\alpha a} (\partial_a (h^{-1})^{0a}) v_\alpha v_\beta 
- (\partial_a (h^{-1})^{00})(h^{-1})^{\alpha \beta} v_\alpha v_\beta - (h^{-1})^{\alpha 0} (\partial_a (h^{-1})^{00}) v_\alpha v_\beta - (\partial_a (h^{-1})^{00})v^2 
- 2(h^{-1})^{\alpha 0} v_\alpha v_\beta 
+ \frac{4}{\mu} (h^{-1})^{\alpha 0} F_\alpha v_\beta + \frac{2}{\mu} (h^{-1})^{\alpha \beta} F_\alpha v_\beta + \frac{2}{\mu} (h^{-1})^{\alpha a} (h^{-1})^{00} v_\alpha F_{ab} + \frac{2}{\mu} v F.
\end{align*}
\]

We now apply the divergence theorem to the vectorfield $J$ on the region $\mathcal{M}_{t,u}$, where we use the Cartesian coordinates, the Euclidean metric $\delta^{\alpha \beta} := \text{diag}(1, 1, 1)$ on $\mathbb{R} \times \Sigma$, and the Cartesian forms of Def. 2.44 in all computations. As the final step, we use the identities in (2.18.1) to express all integrals as integrals with respect to the geometric integration measures corresponding to Def. 2.41. Also taking into account Def. 4.3 we arrive at the
5. Preliminary pointwise estimates

In this section, we use the data-size assumptions, smallness assumptions, and bootstrap assumptions of Sect. \ref{sec:3} to derive preliminary $L^\infty$ and pointwise estimates for the solution. These estimates serve as the starting point for related estimates that we derive in Sects. \ref{sec:6}-\ref{sec:8}.

Remark 5.1 \textit{(Many estimates were proved in \cite{29}).} Many of the estimates involving the fast wave variable $\Psi$ and the eikonal function are independent of the slow wave variable $\tilde{W}$ and were proved in \cite{29}; thus, we cite \cite{29} for many of the estimates.

5.1. Notation for repeated differentiation.

Definition 5.2 \textit{(Notation for repeated differentiation).} Recall that the commutation vectorfield sets $\mathcal{Z}$ and $\mathcal{P}$ are defined in Def. \ref{def:2.26}. We label the three vectorfields in $\mathcal{Z}$ as follows: $Z_{(1)} = L$, $Z_{(2)} = Y$, and $Z_{(3)} = \tilde{X}$. Note that $\mathcal{P} = \{Z_{(1)}, Z_{(2)}\}$. We define the following vectorfield operators:

- If $\vec{I} = (\ell_1, \ell_2, \ldots, \ell_N)$ is a multi-index of order $|\vec{I}| := N$ with $\ell_1, \ell_2, \ldots, \ell_N \in \{1, 2, 3\}$, then $\mathcal{Z}^\vec{I} := Z_{(\ell_1)} Z_{(\ell_2)} \cdots Z_{(\ell_N)}$ denotes the corresponding $N$th order differential operator. We write $\mathcal{Z}^N$ rather than $\mathcal{Z}^\vec{I}$ when we are not concerned with the structure of $\vec{I}$, and we sometimes omit the superscript when $N = 1$.
- Similarly, $\mathcal{P}^\vec{I} := \mathcal{P}_{Z_{(\ell_1)}} \mathcal{P}_{Z_{(\ell_2)}} \cdots \mathcal{P}_{Z_{(\ell_N)}}$ denotes an $N$th order $\ell_{t,u}$-projected Lie derivative operator (see Def. \ref{def:2.12}), and we write $\mathcal{P}^N$ when we are not concerned with the structure of $\vec{I}$.

- If $\vec{I} = (\ell_1, \ell_2, \ldots, \ell_N)$, then $\vec{I}_1 + \vec{I}_2 = \vec{I}$ means that $\vec{I}_1 = (k_1, k_2, \ldots, k_m)$ and $\vec{I}_2 = (\ell_{m+1}, k_{m+2}, \ldots, \ell_N)$, where $1 \leq m \leq N$ and $k_1, k_2, \ldots, k_N$ is a permutation of $1, 2, \ldots, N$.

- Sums such as $\vec{I}_1 + \vec{I}_2 + \cdots + \vec{I}_M = \vec{I}$ have an analogous meaning.

- $\mathcal{P}_{\ell_{t,u}}$-tangential vectorfield operators such as $\mathcal{P}^\vec{I}$ are defined analogously, except in this case we have $\ell_1, \ell_2, \ldots, \ell_N \in \{1, 2\}$. We write $\mathcal{P}^N$ rather than $\mathcal{P}^\vec{I}$ when we are not concerned with the structure of $\vec{I}$, and we sometimes omit the superscript when $N = 1$.

5.2. Basic assumptions, facts, and estimates that we use silently. For the reader’s convenience, we present here some basic assumptions, facts, and estimates (similar to those from \cite{29} Section 8.2) that we silently use throughout the rest of the paper when deriving estimates.

(1) All of the estimates that we derive hold on the bootstrap region $\mathcal{M}_{T_{(\text{Boot})}, U_0}$. Moreover, in deriving estimates, we rely on the data-size and bootstrap assumptions of Subsects. \ref{sec:3.3}-\ref{sec:3.7} the smallness assumptions of Subsect. \ref{sec:3.8} and in particular the estimates for the data of the eikonal function quantities provided by Lemma \ref{lem:3.9}. Moreover, when we refer to “the bootstrap assumptions,” we mean the fundamental bootstrap assumptions of Subsect. \ref{sec:3.6} and the auxiliary bootstrap assumptions of Subsect. \ref{sec:3.7}.

desired identity (4.3.4). Note that the one-form $H_\alpha$ on RHS (4.1.7) is the Euclidean unit-length co-normal to the hypersurfaces $\mathcal{P}_{\ell_{t,u}}$, which is the reason that $J^a[\tilde{V}] H_\alpha$ arises when we apply the standard divergence theorem relative to the Cartesian coordinates on $\mathcal{M}_{t,u}$. □
(2) We often use the assumption (3.8.1) without explicitly mentioning it.
(3) All quantities that we estimate can be controlled in terms of the quantities \( \gamma = \{ \Psi, \mu - 1, L_1^{(Small)}, L_2^{(Small)}, \bar{W} \} \), and their derivatives. Note that many of these quantities are small, but for the solutions under consideration, the \( \bar{X} \) derivatives of \( \gamma \) do not have to be small, nor do \( \mu - 1 \) or \( L \mu \).
(4) We typically use the Leibniz rule for the operators \( \mathcal{L}_z \) and \( \nabla \) when deriving pointwise estimates for the \( \mathcal{L}_z \) and \( \nabla \) derivatives of tensor products of the schematic form \( \prod_{i=1}^m v_i \), where the \( v_i \) are scalar functions or \( \ell_{t,u} \)-tangent tensors. Our derivative counts are such that all \( v_i \) except at most one are uniformly bounded in \( L^\infty \) on \( \mathcal{M}_{T(\text{Boot}),\mathcal{U}} \). Thus, our pointwise estimates often explicitly feature (on the right-hand sides) only the factor with the most derivatives on it, multiplied by a constant (often implicit) that uniformly bounds the other factors. In some estimates, the right-hand sides also gain a smallness factor, such as \( \hat{\alpha} \) or \( \hat{\epsilon}^{1/2} \), generated by the remaining \( v_i \)'s.
(5) The operators \( \mathcal{L}_z^N \) commute through \( \phi \), as is shown by Lemma (2.27).
(6) For scalar functions \( f \), we have \( |Y f| = \{ 1 + O(\gamma) \} |df| = \{ 1 + O_4(\alpha^{1/2}) + O(\check{\epsilon}^{1/2}) \} |df| \), a fact which follows from the proofs of Lemmas [5.3] and Lemma [5.4] and the bootstrap assumptions. Hence, for scalar functions \( f \), we sometimes schematically depict \( \phi f \) as \( (1 + O(\gamma)) Pf \) or \( Pf \) when the factor \( 1 + O(\gamma) \) is not important. Similarly, Lemma [2.37] the schematic identity \( \nabla_{\mathcal{L}} \xi = \mathcal{L}_{\gamma} \xi + \sum \xi \cdot \nabla Y \), and the proof of Lemma [5.4] imply that we can depict \( \Delta f \) by \( f(\mathcal{P}^{[0]} \gamma) \phi_1 \mathcal{P}^{[0]} f \) (see Subsect. 3.2 regarding the notation \( \mathcal{P}^{[0]} \) or \( \mathcal{P}^{[0]} f \) when the factor \( f(\mathcal{P}^{[0]} \gamma) \) is not important, and, for type \((0,m)\) \( \ell_{t,u} \)-tangent tensorfields \( \xi \), \( \nabla \xi \) by \( f(\mathcal{P}^{[0]} \gamma, \hat{\phi}^{-1}, \hat{\phi} x^1, \hat{\phi} x^2) \mathcal{L}^{[0]} \xi \) (or \( \mathcal{L}^{[0]} \xi \) when the factor \( f(\mathcal{P}^{[0]} \gamma, \hat{\phi}^{-1}, \hat{\phi} x^1, \hat{\phi} x^2) \mathcal{L}^{[0]} \xi \) is not important).
(7) The constants \( C \) and the implicit constants in our estimates are allowed to depend on the data-size parameters \( \hat{\delta} \) and \( \hat{\delta}^{-1} \). In contrast, the constants \( C \) can be chosen to be independent of \( \hat{\delta} \) and \( \hat{\delta}^{-1} \). See Subsect. 1.6 for a precise description of the way in which we allow constants to depend on the various parameters.

5.3. Omission of the independent variables in some expressions. We use the following notational conventions in the rest of the article.

- Many of our pointwise estimates are stated in the form
  \[ |f_1| \lesssim F(t)|f_2| \]
  for some function \( F \). Unless we otherwise indicate, it is understood that both \( f_1 \) and \( f_2 \) are evaluated at the point with geometric coordinates \((t, u, \vartheta)\).
- Unless we otherwise indicate, in integrals \( \int_{t,u} f \vartheta \), the integrand \( f \) and the length form \( d\vartheta \) are viewed as functions of \((t, u, \vartheta)\) and \( \vartheta \) is the integration variable.
- Unless we otherwise indicate, in integrals \( \int_{\Sigma_t} f \varpi \), the integrand \( f \) and the area form \( d\varpi \) are viewed as functions of \((t, u', \vartheta)\) and \((u', \vartheta)\) are the integration variables.

\footnote{In \cite{29}, we schematically denoted \( \Delta f \) by \( f(\mathcal{P}^{[0]} \gamma, \hat{\phi}^{-1}, \hat{\phi} x^1, \hat{\phi} x^2) \mathcal{L}^{[0]} f \). Here we note that in fact, the dependence on \( f \) on \( \hat{\phi}^{-1} \) is not needed.}

\footnote{In the analogous discussion in \cite{29}, the dependence of \( f \) on \( \hat{\phi} x^1, \hat{\phi} x^2 \) was mistakenly omitted.
5.4. Differential operator comparison estimates. Our main goal in this subsection is to derive differential operator comparison estimates. We start with a simple lemma in which we show that the pointwise norm $|\cdot|$ of $\ell_{t,u}$-tangent tensors can be controlled by contractions against the vectorfield $Y$.

**Lemma 5.3 (The norm of $\ell_{t,u}$-tangent tensors can be measured via $Y$ contractions).** Let $\xi_{\alpha_1,\ldots,\alpha_n}$ be a type $^{(n)}_{\ell_{t,u}}$ $\ell_{t,u}$-tangent tensor with $n \geq 1$. Under the data-size and bootstrap assumptions of Subsects. 3.3-3.7 and the smallness assumptions of Subsect. 3.8, we have
\[
|\xi| = \left\{ 1 + O_\ast(\delta^{1/2}) + O(\varepsilon^{1/2}) \right\} |\xi_{Y,Y,\ldots,Y}|. \tag{5.4.1}
\]
The same result holds if $|\xi_{Y,Y,\ldots,Y}|$ is replaced with $|\xi_{Y}|, |\xi_{Y,Y}|, \ldots$, where $\xi_{Y}$ is the type $^{(0)}_{\ell_n}$ tensor with components $Y^{\alpha_1} \xi_{\alpha_1,\alpha_2,\ldots,\alpha_n}$, and similarly for $\xi_{YY,\ldots,Y}$, etc.

*Proof.* See Subsect. 5.2 for some comments on the analysis. (5.4.1) is easy to derive relative to the Cartesian coordinates by using the decomposition $(\delta^{-1})^{ij} = \frac{1}{|Y|^2} Y^i Y^j$ and the estimate $|Y| = 1 + O_\ast(\delta^{1/2}) + O(\varepsilon^{1/2})$. This latter estimate follows from the identity $|Y|^2 = g_{ab} Y^a Y^b = (\delta_{ab} + g_{ab}^{\text{Small}})(\delta^a_2 + Y^a_{\text{Small}})(\delta^b_2 + Y^b_{\text{Small}})$, the fact that $g_{ab}^{\text{Small}} = f(Y)$ with $f$ smooth and similarly for $Y^a_{\text{Small}}$ (see Lemma 2.37), and the bootstrap assumptions.

We now provide the main result of this subsection.

**Lemma 5.4 (Controlling $\nabla$ derivatives in terms of $Y$ derivatives).** Let $f$ be a scalar function on $\ell_{t,u}$. Under the data-size and bootstrap assumptions of Subsects. 3.3-3.7 and the smallness assumptions of Subsect. 3.8, the following comparison estimates hold on $\mathcal{M}_{T_{(\text{Boot})} U_0}$:
\[
|\partial f| \leq (1 + C_\ast \delta^{1/2} + C_\varepsilon^{1/2}) |Y f|, \quad \|\nabla^2 f\| \leq (1 + C_\ast \delta^{1/2} + C_\varepsilon^{1/2}) |\partial (Y f)| + C_\varepsilon^{1/2} |\partial f|. \tag{5.4.2}
\]

*Proof.* See Subsect. 5.2 for some comments on the analysis. The first inequality in (5.4.2) follows directly from Lemma 5.3. To prove the second, we first use Lemma 5.3, the identity $\nabla^2 f = Y \cdot \partial (Y f) - \nabla_Y Y \cdot \partial f$, and the estimate $|Y| = 1 + O_\ast(\delta^{1/2}) + O(\varepsilon^{1/2})$ noted in the proof of Lemma 5.3, to deduce that
\[
\|\nabla^2 f\| \leq (1 + C_\ast \delta^{1/2} + C_\varepsilon^{1/2}) |\nabla_{YY} f| \leq (1 + C_\ast \delta^{1/2} + C_\varepsilon^{1/2}) \left\{ |\partial (Y f)| + \|\nabla_Y Y\| |\partial f| \right\}. \tag{5.4.3}
\]
Next, we use Lemma 5.3 and the identity $(Y) \partial_{YY} = \nabla_Y (\partial (Y Y)) = Y (g_{ab} Y^a Y^b)$ to deduce that
\[
\|\nabla_Y Y\| \leq |g(\nabla_Y Y, Y)| \lesssim |(Y) \partial_{YY}| \lesssim |Y (g_{ab} Y^a Y^b)|. \tag{5.4.4}
\]
Since Lemma 2.37 implies that $g_{ab}Y^aY^b = f(\gamma)$ with $f$ smooth, the bootstrap assumptions yield that RHS (5.4.4) is $\lesssim |Y\gamma| \lesssim \varepsilon^{1/2}$. The desired second inequality in (5.4.2) now follows from this estimate, (5.4.3), and (5.4.4). \hfill $\square$

5.5. Pointwise estimates for the derivatives of the $x^i$ and for the Lie derivatives of the Riemannian metric induced on $\ell_{t,u}$.

Lemma 5.5 (Pointwise estimates for $x^1$). Assume that $1 \leq N \leq 18$. Let $x^i = x^i(t,u,\vartheta)$ denote the Cartesian coordinate function and let $\dot{x}^i = \dot{x}^i(u,\vartheta) := x^i(0,u,\vartheta)$. Then the following estimates hold for $i = 1,2$ (see Subsect. 3.2 regarding the vectorfield operator notation):

\begin{align*}
|x^i - \dot{x}^i| &\lesssim 1, \\
|\dot{x}^i| &\lesssim 1, \\
|\dot{x}^i| &\lesssim |\mathcal{D}[1,N]|, \\
|\dot{x}^i| &\lesssim |\mathcal{D}[1,N]| + |\mathcal{D}[1,N]|.
\end{align*}

(5.5.1a)

(5.5.1b)

(5.5.1c)

(5.5.1d)

In the case $i = 2$ at fixed $u,\vartheta$, LHS (5.5.1a) is to be interpreted as the Euclidean distance traveled by the point $x^2$ in the flat universal covering space $\mathbb{R}$ of $\mathbb{T}$ along the corresponding integral curve of $L$ over the time interval $[0,t]$.

Proof. See Subsect. 5.2 for some comments on the analysis. Lemma 2.37 implies that for $V \in \{L,X,Y\}$, the component $V^i = V x^i$ verifies $V^i = f(\gamma)$ with $f$ smooth. The estimates of the lemma therefore follow easily from the bootstrap assumptions, except for (5.5.1a). To obtain (5.5.1a), we first argue as above to deduce $|Lx^i| = |L^i| = |f(\gamma)| \lesssim 1$. Since $L = \partial / \partial t$, we can integrate with respect to time starting from $t = 0$ and use the previous estimate to conclude (5.5.1a). \hfill $\square$

Lemma 5.6 (Crude pointwise estimates for the Lie derivatives of $\mathcal{D}$ and $\mathcal{D}^{-1}$). Assume that $N \leq 18$. Then the following estimates hold (see Subsect. 3.2 regarding the vectorfield operator notation):

\begin{align*}
|\mathcal{L}_x^{N+1}\mathcal{D}|, |\mathcal{L}_x^{N+1}\mathcal{D}^{-1}|, |\mathcal{D}^{N}\mathcal{D}^{X}|, |\mathcal{D}^{N}\mathcal{D}^{\mathcal{P}\text{tr}X}| &\lesssim |\mathcal{D}[1,N]|, \\
|\mathcal{L}_x^{N+1;1}\mathcal{D}|, |\mathcal{L}_x^{N+1;1}\mathcal{D}^{-1}|, |\mathcal{D}^{N;1}\mathcal{D}^{X}|, |\mathcal{D}^{N;1}\mathcal{D}^{\mathcal{P}\text{tr}X}| &\lesssim |\mathcal{D}[1,N;1]| + |\mathcal{D}[1,N]|, \\
|\mathcal{L}_x^{N+1;1}\mathcal{D}|, |\mathcal{L}_x^{N+1;1}\mathcal{D}^{-1}| &\lesssim |\mathcal{D}[1,N;1]| + |\mathcal{D}[1,N]|.
\end{align*}

(5.5.2a)

(5.5.2b)

(5.5.2c)

Proof. See Subsect. 5.2 for some comments on the analysis. By Lemma 2.37, we have $\mathcal{D} = f(\gamma, \dot{x}^1, \dot{x}^2)$. The desired estimates for $\mathcal{L}_x^{N+1}\mathcal{D}$ thus follow from Lemma 5.5 and the bootstrap assumptions. The desired estimates for $\mathcal{L}_x^{N+1}\mathcal{D}^{-1}$ then follow from repeated use of the schematic identity $\mathcal{L}_x\mathcal{D}^{-1} = -\mathcal{D}^{-1}\mathcal{L}_x$ (which is standard, see [29 Lemma 2.9]) and the estimates for $\mathcal{L}_x^{N+1}\mathcal{D}$. The estimates for $\mathcal{L}_x^{N}\mathcal{D}^{X}$ and $\mathcal{D}^{N}\mathcal{D}^{\text{tr}X}$ follow from the estimates for $\mathcal{L}_x^{N+1}\mathcal{D}$ and $\mathcal{L}_x^{N+1}\mathcal{D}^{-1}$ since $\mathcal{D} \sim \mathcal{D}_P \mathcal{D}$ (see (2.4.4)) and $\text{tr}X \sim \mathcal{D}^{-1} \mathcal{L}_x^\mathcal{D}$. \hfill $\square$
5.6. Commutator estimates. In this subsection, we establish some commutator estimates.

**Lemma 5.7 (Pure $\mathcal{P}_u$-tangential commutator estimates).** Assume that $1 \leq N \leq 18$. Let $\bar{I}$ be an order $|\bar{I}| = N + 1$ multi-index for the set $\mathcal{P}$ of $\mathcal{P}_u$-tangential commutation vectorfields (see Def. 5.2), and let $\bar{P}$ be any permutation of $\bar{I}$. Let $f$ be a scalar function, and let $\bar{\eta}$ be an $\ell_{t,u}$-tangent one-form or a type $(\frac{1}{2})$ $\ell_{t,u}$-tangent tensorfield. Then the following commutator estimates hold, where products involving the operators $\mathcal{P}_x^{[1,\lfloor N/2 \rfloor]}$ or $\mathcal{L}_{x}^{[1,N-1]}$ are absent when $N = 1$:

$$\left| \mathcal{P}_{\bar{I}} f - \mathcal{P}_{\bar{P}} f \right| \lesssim \varepsilon^{1/2} \left| \mathcal{P}_x^{[1,N]} f \right| + \left| \mathcal{P}_x^{[1,\lfloor N/2 \rfloor]} f \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|. \quad (5.6.1)$$

Moreover, if $1 \leq N \leq 17$ and $\bar{I}$ is as above, then the following commutator estimates hold:

$$\begin{align*}
\left| [\nabla^2, \mathcal{P}_x^N] f \right| & \lesssim \varepsilon^{1/2} \left| \mathcal{P}_x^{[1,N]} f \right| + \left| \mathcal{P}_x^{[1,\lfloor N/2 \rfloor]} f \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|, \quad (5.6.2a) \\
\left| [\Delta, \mathcal{P}_x^N] f \right| & \lesssim \varepsilon^{1/2} \left| \mathcal{P}_x^{[1,N+1]} f \right| + \left| \mathcal{P}_x^{[1,\lfloor N/2 \rfloor]} f \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|, \quad (5.6.2b)
\end{align*}$$

$$\begin{align*}
\left| \mathcal{L}_{x}^{\bar{I}} \bar{\eta} - \mathcal{L}_{x}^{\bar{P}} \bar{\eta} \right| & \lesssim \varepsilon^{1/2} \left| \mathcal{L}_{x}^{[1,N]} \bar{\eta} \right| + \left| \mathcal{L}_{x}^{[1,\lfloor N/2 \rfloor]} \bar{\eta} \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|, \quad (5.6.3a) \\
\left| [\nabla, \mathcal{L}_{x}^N] \bar{\eta} \right| & \lesssim \varepsilon^{1/2} \left| \mathcal{L}_{x}^{[1,N-1]} \bar{\eta} \right| + \left| \mathcal{L}_{x}^{[1,\lfloor N/2 \rfloor]} \bar{\eta} \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|, \quad (5.6.3b) \\
\left| [\text{div}, \mathcal{L}_{x}^N] \bar{\eta} \right| & \lesssim \varepsilon^{1/2} \left| \mathcal{L}_{x}^{[1,N]} \bar{\eta} \right| + \left| \mathcal{L}_{x}^{[1,\lfloor N/2 \rfloor]} \bar{\eta} \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|. \quad (5.6.3c)
\end{align*}$$

Finally, if $1 \leq N \leq 17$, then we have the following alternate version of (5.6.2a):

$$\left| [\nabla^2, \mathcal{P}_x^N] f \right| \lesssim \left| \mathcal{P}_x^{[1,\lfloor N/2 \rfloor+1]} \gamma \right| \left| \mathcal{P}_x^{[1,N]} f \right| + \left| \mathcal{P}_x^{[1,\lfloor N/2 \rfloor]} f \right| \left| \mathcal{P}_x^{[1,N+1]} \gamma \right|. \quad (5.6.4)$$

**Discussion of proof.** The estimates of Lemma 5.7 were essentially proved in [29, Lemma 8.7], based in part on bootstrap assumptions that are analogs of the bootstrap assumptions of the present article and estimates that are analogs of the estimates of Lemmas 5.5 and 5.6. We note that the right-hand sides of the estimates of Lemma 5.7 are slightly different than the right-hand sides of the estimates of [29, Lemma 8.7]. The difference is that on the right-hand sides of the estimates of Lemma 5.7 all products contain a factor involving at least one differentiation with respect to a vectorfield belonging to the $\mathcal{P}_u$-tangential subset $\mathcal{P}$. In particular, the estimates hold true without the presence of pure order-zero products such as $|f|\gamma$ on the right-hand sides. This structure was not stated in the estimates of [29, Lemma 8.7], although the availability of this structure follows from the proof of [29, Lemma 8.7].

**Lemma 5.8 (Mixed $\mathcal{P}_u$-transversal-tangent commutator estimates).** Assume that $1 \leq N \leq 18$. Let $2^{\bar{I}}$ be a $2^{\bar{I}}$-multi-indexed operator containing $\text{exactly one} \ X$ factor, and assume that $|\bar{I}| = N + 1$. Let $\bar{P}$ be any permutation of $\bar{I}$. Let $f$ be a scalar function. Then the following commutator estimates hold (see Subsect. 3.2 regarding the vectorfield operator...
notation):

\[
\left| \mathcal{L}^T f - \mathcal{L}^T f \right| \lesssim \left| \mathcal{P}^{[1,N]}_* f \right| + \varepsilon^{1/2} \left| Y \mathcal{L}^{[N-1:1]} f \right|
\]

Absent if \( N = 1 \)

\[+ \left| \mathcal{P}^{[1,[N/2]]}_* f \right| \left( \mathcal{P}^{[1,N]}_* \mathcal{Y} \mathcal{L}^{[1,[N+1]}_* \mathcal{Y} \right) + \left| Y \mathcal{L}^{[1,[N/2]-1:1]} f \right| \left| \mathcal{P}^{[1,N]}_* \mathcal{Y} \right| .
\]

\[\text{Absent if } N \leq 3; \quad f \gg \varepsilon \]

Moreover, if \( 1 \leq N \leq 17 \), then the following estimates hold:

\[
\left| \mathcal{L}^{2, \mathcal{L}^{[N:1]} f} \right| \lesssim \left| \mathcal{L}^{[1,N]:1 f} \right|
\]

\[\quad + \left| \mathcal{P}^{[1,[N/2]]}_* f \right| \left( \mathcal{P}^{[1,N+1]}_* \mathcal{Y} \mathcal{L}^{[1,[N+1]}_* \mathcal{Y} \right) + \left| \mathcal{P}^{[1,[N/2]]}_* f \right| \left| \mathcal{P}^{[1,N+1]}_* \mathcal{Y} \right| ,
\]

\[
\left| [\Delta, \mathcal{L}^{[N:1]} f] \right| \lesssim \left| \mathcal{L}^{[1,N+1]:1 f} \right|
\]

\[\quad + \left| \mathcal{P}^{[1,[N/2]]}_* f \right| \left( \mathcal{P}^{[1,N+1]}_* \mathcal{Y} \mathcal{L}^{[1,[N+1]}_* \mathcal{Y} \right) + \left| \mathcal{P}^{[1,[N/2]]}_* f \right| \left| \mathcal{P}^{[1,N+1]}_* \mathcal{Y} \right| .
\]

Proof. The estimates were essentially proved as \[29\] Lemma 8.8, based in part on bootstrap assumptions that are analogs of the bootstrap assumptions of the present article and estimates that are analogs of the estimates of Lemmas 5.5 and 5.6. We note that the right-hand sides of the estimates of Lemma 5.8 are slightly different than the right-hand sides of the estimates of \[29\] Lemma 8.8. The difference is that on the right-hand sides of the estimates of Lemma 5.8, no pure order-zero terms such as \(|f|\) or \(|\gamma|\) appear. This structure was not stated in the estimates of \[29\] Lemma 8.8, although the availability of this structure follows from the proof of \[29\] Lemma 8.8.

\[\Box\]

5.7. Transport inequalities and strict improvements of the auxiliary bootstrap assumptions. In this subsection, we use the previous estimates to derive transport inequalities for the eikonal function quantities and strict improvements of the auxiliary bootstrap assumptions stated in Subsect. 3.7. The transport inequalities form the starting point for our derivation of \( L^2 \) estimates for the below-top-order derivatives of the eikonal function quantities as well as their top-order derivatives involving at least one \( L \) differentiation (see Lemma 5.18). The main challenge in proving the proposition is to propagate the smallness of the \( \delta \)-sized and the \( \epsilon \)-sized quantities, even though some terms in the evolution equations involve \( \delta \)-sized quantities, which are allowed to be large. To this end, we must find and exploit effective partial decoupling between various quantities, which is present because of the special structure of the evolution equations relative to the geometric coordinates, because of our assumptions on the structure of the semilinear inhomogeneous terms in the wave equations (especially (1.7.5)), and because of the good properties of the commutation vectorfield sets \( \mathcal{L} \) and \( \mathcal{P} \).

Proposition 5.9 (Transport inequalities and strict improvements of the auxiliary bootstrap assumptions). The following estimates hold (see Subsect. 3.2 regarding the vectorfield operator notation).
Transport inequalities for the eikonal function quantities.

- **Transport inequalities for $\mu$.** The following pointwise estimate holds:
  \[ |L\mu| \lesssim |\mathcal{D}\Psi| . \tag{5.7.1a} \]

  Moreover, for $1 \leq N \leq 18$, the following estimates hold:
  \[ |L\mathcal{D}_{\mu}^{N}|, |\mathcal{D}_{\mu}^{N}| \lesssim |\mathcal{D}_{\ast}^{[1,N+1];1}\Psi| + |\mathcal{D}_{\ast}^{[1,N]}\gamma| + \varepsilon |\mathcal{D}_{\ast}^{[1,N]}\gamma| . \tag{5.7.1b} \]

- **Transport inequalities for $L_{\text{(Small)}}^i$ and $\text{tr}_g \chi$.** For $N \leq 18$, the following estimates hold:
  \[ \left| \left( L\mathcal{D}_{\mu}^{N} L_{\text{(Small)}}^i \right), \left( \mathcal{D}_{\mu}^{N-1} L_{\mu} \text{tr}_g \chi \right) \right| \lesssim |\mathcal{D}_{\ast}^{[1,N+1];1}\Psi| + \varepsilon |\mathcal{D}_{\ast}^{[1,N]}\gamma| , \tag{5.7.2a} \]
  \[ \left| \left( L\mathcal{D}_{\mu}^{N-1} L_{\text{(Small)}}^i \right), \left( \mathcal{D}_{\mu}^{N-1;1} L_{\mu} \text{tr}_g \chi \right) \right| \lesssim |\mathcal{D}_{\ast}^{[1,N+1];1}\Psi| + \left( \varepsilon \mathcal{D}_{\ast}^{[1,N]}\gamma \right) . \tag{5.7.2b} \]

$L^\infty$ estimates for $\Psi$, $\tilde{W}$, and the eikonal function quantities.

- **$L^\infty$ estimates involving at most one transversal derivative of $\Psi$.** The following estimates hold:
  \[ \|\Psi\|_{L^\infty(\Sigma_T^\prime)} \leq \tilde{\alpha} + C\varepsilon , \tag{5.7.3a} \]
  \[ \|\mathcal{D}_{\ast}^{[1,10];1}\Psi\|_{L^\infty(\Sigma_T^\prime)} \leq C\varepsilon , \tag{5.7.3b} \]
  \[ \|\tilde{X}\Psi\|_{L^\infty(\Sigma_T^\prime)} \leq \|\tilde{X}\Psi\|_{L^\infty(\Sigma_T^\prime)} + C\varepsilon . \tag{5.7.3c} \]

- **$L^\infty$ estimates involving at most one transversal derivative of $\tilde{W}$.** The following estimates hold:
  \[ \|\mathcal{D}^{[1,10;1]}\tilde{W}\|_{L^\infty(\Sigma_T^\prime)} \leq C\varepsilon . \tag{5.7.4} \]

- **$L^\infty$ estimates for $\mu$.** The following estimates hold:
  \[ \|L\mu\|_{L^\infty(\Sigma_T^\prime)} = \frac{1}{2} \|G_{LL}\tilde{X}\Psi\|_{L^\infty(\Sigma_T^\prime)} + \mathcal{O}(\varepsilon) , \tag{5.7.5a} \]
  \[ \|L\mathcal{D}_{\ast}^{[1,9]}\mu\|_{L^\infty(\Sigma_T^\prime)} , \|\mathcal{D}_{\ast}^{[1,9]}\mu\|_{L^\infty(\Sigma_T^\prime)} \leq C\varepsilon , \tag{5.7.5b} \]
  \[ \|\mu\|_{L^\infty(\Sigma_T^\prime)} \leq 1 + \delta_{\ast}^{-1} \|G_{LL}\tilde{X}\Psi\|_{L^\infty(\Sigma_T^\prime)} + C_{\ast}\tilde{\alpha} + C\varepsilon . \tag{5.7.5c} \]

- **$L^\infty$ estimates for $L_{\text{(Small)}}^i$ and $\chi$.** The following estimates hold:
  \[ \|L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} \leq C_{\ast}\tilde{\alpha} + C\varepsilon , \tag{5.7.7a} \]
  \[ \|L\mathcal{D}^{[1,10]}L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} , \|\mathcal{D}_{\ast}^{[1,10]}L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} \leq C\varepsilon , \tag{5.7.7b} \]
  \[ \|L\mathcal{D}^{[1,9];1}L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} , \|\mathcal{D}_{\ast}^{[1,9];1}L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} \leq C\varepsilon , \tag{5.7.7c} \]
  \[ \|\tilde{X}L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} \leq \|\tilde{X}L_{\text{(Small)}}^i\|_{L^\infty(\Sigma_T^\prime)} + C\varepsilon , \tag{5.7.7d} \]
Proof outline. See Subsect. 5.2 for some comments on the analysis. Throughout, we refer to the data-size assumptions of Subsect. 3.3 and the bounds of Lemma 3.9 as the “conditions on the data.”

To derive (5.7.4) in the case \( Z \leq 10;1 \), we simply note that the desired bound is one of the bootstrap assumptions from \( \text{(BA) } \Psi - \vec{W} \). To prove (5.7.4) in the remaining case in which \( Z \leq 10;1 \) contains a factor of \( \vec{X} \), we first apply \( P \leq 9 \) to the identity (2.15.1) and use the bootstrap assumptions to deduce that \( \| \mathcal{P} \leq 9 \vec{X} \vec{W} \|_{L^\infty(\Sigma^t)} \lesssim \varepsilon \). We then use the commutator estimate (5.6.5) with \( f = \vec{W} \), the estimate just proved for \( P \leq 9 \vec{X} \vec{W} \), and the bootstrap assumptions, which allow us to arbitrarily commute the vectorfields in the expression \( \mathcal{P} \leq 9 \vec{X} \vec{W} \) up to errors bounded in \( \| \cdot \|_{L^\infty(\Sigma^t)} \) by \( \lesssim \varepsilon \). In total, we have derived the desired bound \( \| \mathcal{P} \leq 10;1 \vec{W} \|_{L^\infty(\Sigma^t)} \lesssim \varepsilon \).

The remaining estimates in Prop. 5.9 can be established using arguments nearly identical to the ones used in proving [29, Proposition 8.10], as we now outline. Specifically, one uses the transport equations of Lemma 2.31, the estimates of Lemmas 5.5-5.6, the commutator estimates of Subsect. 5.6, and the conditions on the data to derive the desired bounds for \( \mu \) and \( L_i(\text{Small}) \); these bounds are not explicitly tied to \( \vec{W} \) and hence the proofs from [29, Proposition 8.10] go through nearly verbatim. There are two minor differences that we now highlight. i) Note that the estimates (5.7.1a), (5.7.1b), (5.7.2a), and (5.7.2b) do not feature any order 0 terms such as \( |\gamma| \) on the RHS. This is different compared to the analogous estimates stated in [29, Proposition 8.10], but follows from the proof given there and from the commutator estimates of Lemmas 5.7 and 5.8 (see also the remarks made in the discussion of the proofs of Lemmas 5.7 and 5.8). ii) The estimates (5.7.3a), (5.7.6a), (5.7.7a) feature the parameter \( \bar{\alpha} \) on the RHS, which is different compared to the analogous estimates stated in [29, Proposition 8.10]. The difference stems from the fact that some of the order 0 quantities in this paper are controlled by the data-size parameter \( \bar{\alpha} \), which is not featured in [29]; see also Remark 1.12.

The estimates for \( \chi \) then follow from the estimates for \( \mu \) and \( L_i(\text{Small}) \) described above and Lemmas 2.33 and 2.37.

To derive the desired estimate (5.7.3c) for \( \Psi \) and the estimate (5.7.3b) for \( \Psi \) when \( \mathcal{Z}^{[1,10];1}_i \) contains exactly one factor of \( \vec{X} \) (the desired bounds in the case \( \mathcal{Z}^{[1,10];1}_i = \mathcal{P}^{[1,10]} \) are restatements of one of the bootstrap assumptions \( \text{(BA) } \Psi - \vec{W} \)), one can use equation (2.13.1a), equation (2.10.1), Lemma 2.37, Lemma 2.39, and the assumptions (1.7.5) on the semilinear terms to rewrite the wave equation (1.7.2a) for \( \Psi \) in the following schematic.
“transport equation” form:
\[ L\ddot{X}\Psi = f(\gamma)\Delta\Psi + f(\gamma, \dot{\theta}, \phi, \phi_1, \phi_2, P, \Psi, \dot{X})PP\Psi + f(\gamma, \dot{W}, \theta, \phi_1, \phi_2, P, \Psi, \dot{X})P\gamma + f(\gamma, \ddot{W}, P, \Psi, \dot{X})\ddot{W}. \]

Then by applying \( P^{\leq 9} \) to (5.7.9) and using the commutator estimates of Subsect. 5.6 and the bootstrap assumptions, one can show that \( L[P^{\leq 9}\dot{X}] \leq \varepsilon \), from which the bounds \( \|\dot{X}\Psi\|_{L^\infty(\Sigma^\ell_t)} \leq \|\dot{X}\Psi\|_{L^\infty(\Sigma^\ell_t)} + C\varepsilon \) and \( \|P^{[1,9]}\dot{X}\Psi\|_{L^\infty(\Sigma^\ell_t)} \leq \varepsilon \) easily follow by integrating in time (recall that \( L = \frac{\partial}{\partial t} \)) and using the conditions on the data. Then by further applications of the commutator estimates of Subsect. 5.6, we obtain \( \|2^{[1,10]}\Psi\|_{L^\infty(\Sigma^\ell_t)} \leq \varepsilon \). More precisely, all terms that arise from differentiating RHS (5.7.9) with \( P^{\leq 9} \) were handled in the proof of [29, Proposition 8.10] except for the ones involving \( \ddot{W} \). Note in particular that the commutator estimates needed to commute \( P^{\leq 9} \) through the operator \( L \) on LHS (5.7.9) and through the operator \( \Delta \) on RHS (5.7.9) do not involve \( \ddot{W} \) in any way. That is, the only influence of \( \ddot{W} \) on the estimates under consideration is through the terms \( P^{\leq 9}\ddot{W} \) that arise from RHS (5.7.9). Due to the bootstrap assumption \( \|P^{[1,10]}\ddot{W}\|_{L^\infty(\Sigma^\ell_t)} \leq \varepsilon \) stated in \( [\text{BA}\Psi - \ddot{W}] \), the products containing a factor of \( P^{\leq 9}\ddot{W} \) make only a negligible \( O(\varepsilon) \) contribution to the estimates. For this reason, the analysis for \( \Psi \) in the present context is a negligible \( O(\varepsilon) \) perturbation of the analogous analysis carried out in the proof of [29, Proposition 8.10].

The following corollary is an immediate consequence of the fact that we have improved the auxiliary bootstrap assumptions of Subsect. 3.7 by showing that they hold with \( \varepsilon^{1/2} \) replaced by \( C\varepsilon \) and with \( \tilde{\alpha}^{1/2} \) replaced by \( C\tilde{\alpha} \).

**Corollary 5.10** (\( \varepsilon^{1/2} \rightarrow C\varepsilon \) and \( \tilde{\alpha}^{1/2} \rightarrow C\tilde{\alpha} \)). *All prior inequalities whose right-hand sides feature an explicit factor of \( \varepsilon^{1/2} \) remain true with \( \varepsilon^{1/2} \) replaced by \( C\varepsilon \). Moreover, all prior inequalities whose right-hand sides feature an explicit factor of \( \tilde{\alpha}^{1/2} \) remain true with \( \tilde{\alpha}^{1/2} \) replaced by \( C\tilde{\alpha} \). This is true in particular for the auxiliary bootstrap assumptions of Subsect. 3.7.*

**Remark 5.11** (The auxiliary bootstrap assumptions are now redundant). Since we have derived strict improvements of the auxiliary bootstrap assumptions of Subsect. 3.7 when proving estimates later in the paper, we no longer need to state them as assumptions.

6. \( L^\infty \) ESTIMATES INVOLVING HIGHER-ORDER TRANSVERSAL DERIVATIVES

Our energy estimates rely on the delicate estimate \( \|\tilde{X}_\mu\|_{L^\infty(\Sigma^\ell_t)} \leq \frac{C}{\sqrt{T(\text{Boot}) - t}} \) (see (7.1.13)), whose proof relies on the bound \( \|\tilde{X}_\mu\|_{L^\infty(\Sigma^\ell_t)} \leq 1 \). In this section, we derive this bound and related ones that are needed to prove it. In particular, it turns out that to obtain the desired estimates for \( \mu \), we must show that \( \|\tilde{X}_\mu\|_{L^\infty(\Sigma^\ell_t)} \leq 1 \).
6.1. Auxiliary $L^\infty$ bootstrap assumptions. To facilitate the analysis, we introduce the following auxiliary bootstrap assumptions. In Prop. 6.2, we derive strict improvements of the assumptions based on the estimates of Sect. 5 and our assumptions on the data.

**Auxiliary bootstrap assumptions for small quantities.** We assume that the following inequalities hold on $\mathcal{M}_{T(Boot),U_0}$ (see Subsect. 3.2 regarding the vectorfield operator notation):

\[
\begin{align*}
\|\mathcal{F}_{*}[1,4]:2\Psi\|_{L^\infty(\Sigma^\mu_i)} & \leq \varepsilon^{1/2}, \\
\|\mathcal{F\lesssim}3,2\mathcal{W}\|_{L^\infty(\Sigma^\mu_i)} & \leq \varepsilon^{1/2}, \\
\|\mathcal{X}Y\mu\|_{L^\infty(\Sigma^\mu_i)} & , \quad \|\mathcal{X}LL\mu\|_{L^\infty(\Sigma^\mu_i)} , \quad \|\mathcal{X}YY\mu\|_{L^\infty(\Sigma^\mu_i)} , \quad \|\mathcal{X}LY\mu\|_{L^\infty(\Sigma^\mu_i)} & \leq \varepsilon^{1/2},
\end{align*}
\]  

(\text{BA}'1\Psi) \quad (\text{BA}'1\tilde{W}) \quad (\text{BA}'1\mu)

and

(\text{BA}'1\mu) \text{ also holds for all permutations of the vectorfield operators on LHS (BA'}1\mu),

(\text{BA}'2L(Small))

**Auxiliary bootstrap assumptions for quantities that are allowed to be large.** We assume that the following inequalities hold on $\mathcal{M}_{T(Boot),U_0}$:

\[
\begin{align*}
\|\mathcal{X}^M\|_{L^\infty(\Sigma^\mu_i)} & \leq \|\mathcal{X}^M\|_{L^\infty(\Sigma^\mu_i)} + \varepsilon^{1/2}, \quad (2 \leq M \leq 3), \\
\|\mathcal{X}^M\|_{L^\infty(\Sigma^\mu_i)} & \leq \frac{1}{2} \|\mathcal{X}^M\{G_{LL}\mathcal{X}\Psi}\|_{L^\infty(\Sigma^\mu_i)} + \varepsilon^{1/2}, \quad (1 \leq M \leq 2), \\
\|\mathcal{X}^M\|_{L^\infty(\Sigma^\mu_i)} & \leq \|\mathcal{X}^M\|_{L^\infty(\Sigma^\mu_i)} + \hat{\delta}_{*}^{-1} \|\mathcal{X}^M\{G_{LL}\mathcal{X}\Psi}\|_{L^\infty(\Sigma^\mu_i)} + \varepsilon^{1/2}, \quad (1 \leq M \leq 2), \\
\|\mathcal{X}X^i_{\text{Small}}\|_{L^\infty(\Sigma^\mu_i)} & \leq \|\mathcal{X}X^i_{\text{Small}}\|_{L^\infty(\Sigma^\mu_i)} + \varepsilon^{1/2}.
\end{align*}
\]  

(\text{BA}'2\Psi) \quad (\text{BA}'2\mu) \quad (\text{BA}'3\mu) \quad (\text{BA}'2L(Small))

6.2. Commutator estimates involving two transversal derivatives. We now provide some basic commutator estimates involving two factors of the $\mathcal{P}_a$-transversal vectorfield $\mathcal{X}$.

**Lemma 6.1.** [29 Lemma 9.1; Mixed $\mathcal{P}_a$-transversal-tangent commutator estimates involving two $\mathcal{X}$ derivatives] Let $\mathcal{F}$ be a $\mathcal{F}$-multi-indexed operator containing exactly two $\mathcal{X}$ factors, and assume that $3 \leq |\vec{I}| := N + 1 \leq 4$. Let $\vec{I}$ be any permutation of $\vec{I}$. Under the data-size and bootstrap assumptions of Subsects. 3.3-3.6 and Subsect. 6.1 and the smallness assumptions of Subsect. 3.8, the following commutator estimates hold for functions $f$ on $\mathcal{M}_{T(Boot),U_0}$ (see Subsect. 3.2 regarding the vectorfield operator notation):

\[
\begin{align*}
\|\mathcal{F}f - \mathcal{F}\vec{I}f\| & \lesssim \|Y\mathcal{F}X^{\leq N-1}:f\| + \|Y\mathcal{F}X^{\leq N-1}:f\|.
\end{align*}
\]  

(Absent if $N = 2$)
Moreover, we have

\[ |[\Delta, \tilde{X}\tilde{X}]f| \lesssim |Y\mathcal{F}^{\leq 2}f|. \]  

(6.2.2)

\textit{Discussion of the proof.} Thanks in part to the \( L^\infty \) estimates of Prop. [5.9] and the bootstrap assumption of Subsect. [6.1], the lemma follows from the same arguments given in [29, Lemma 9.1]. In particular, we stress that these estimates do not depend on the slow wave variables \( \tilde{W} \). We note that we have ignored a smallness factor from [29, Lemma 9.1] that could have been placed in front of the second product on RHS (6.2.1); the smallness factor is not important for our estimates. \( \square \)

6.3. The main estimates involving higher-order transversal derivatives. We now prove the main result of Sect. [6]

\textbf{Proposition 6.2} (\( L^\infty \) estimates involving higher-order transversal derivatives). Under the data-size and bootstrap assumptions of Subsects. [3.3-3.6] and Subsect. [6.1] and the smallness assumptions of Subsect. [3.8], the following statements hold true on \( M_{T(\text{Boot}), \mathcal{U}_0} \) (see Subsect. [3.2] regarding the vectorfield operator notation).

\textbf{\( L^\infty \) estimates involving two or three transversal derivatives of \( \Psi \).} The following estimates hold:

\[ \| \mathcal{F}^{[1,4],[2]} \Psi \|_{L^\infty(\Sigma_T^\delta)} \leq C \varepsilon, \]  

(6.3.1a)

\[ \| \tilde{X}\tilde{X}\Psi \|_{L^\infty(\Sigma_T^\delta)} \leq \| \tilde{X}\tilde{X}\Psi \|_{L^\infty(\Sigma_0^\delta)} + C \varepsilon, \]  

(6.3.1b)

\[ \| L\tilde{X}\tilde{X}\tilde{X}\Psi \|_{L^\infty(\Sigma_T^\delta)} \leq C \varepsilon, \]  

(6.3.1c)

\[ \| \tilde{X}\tilde{X}\tilde{X}\Psi \|_{L^\infty(\Sigma_T^\delta)} \leq \| \tilde{X}\tilde{X}\tilde{X}\Psi \|_{L^\infty(\Sigma_0^\delta)} + C \varepsilon. \]  

(6.3.1d)

\textbf{\( L^\infty \) estimates involving one or two transversal derivatives of \( \mu \).} The following estimates hold:

\[ \| L\tilde{X}\mu \|_{L^\infty(\Sigma_T^\delta)} \leq \frac{1}{2} \| \tilde{X} \left( G_{LL}\tilde{X}\Psi \right) \|_{L^\infty(\Sigma_0^\delta)} + C \varepsilon, \]  

(6.3.2a)

\[ \| \tilde{X}\mu \|_{L^\infty(\Sigma_T^\delta)} \leq \tilde{X}\mu \|_{L^\infty(\Sigma_0^\delta)} + \delta_0^{-1} \| \tilde{X} \left( G_{LL}\tilde{X}\Psi \right) \|_{L^\infty(\Sigma_0^\delta)} + C \varepsilon, \]  

(6.3.2b)

\[ \| L\tilde{X}Y\mu \|_{L^\infty(\Sigma_T^\delta)}, \| L\tilde{X}LL\mu \|_{L^\infty(\Sigma_T^\delta)}, \| L\tilde{X}YY\mu \|_{L^\infty(\Sigma_T^\delta)}, \| L\tilde{X}LY\mu \|_{L^\infty(\Sigma_T^\delta)} \leq C \varepsilon, \]  

(6.3.2c)

\[ \| \tilde{X}Y\mu \|_{L^\infty(\Sigma_T^\delta)}, \| \tilde{X}LL\mu \|_{L^\infty(\Sigma_T^\delta)}, \| \tilde{X}YY\mu \|_{L^\infty(\Sigma_T^\delta)}, \| \tilde{X}LY\mu \|_{L^\infty(\Sigma_T^\delta)} \leq C \varepsilon, \]  

(6.3.2d)

(6.3.2c) – (6.3.2d) also hold for all permutations of the vectorfield operators on the LHS.

(6.3.2e)
\[ \left\| \mathcal{L} \mathcal{L} \frac{\partial}{\partial x} \mu \right\|_{L^\infty(\Sigma^p_t)} \leq \frac{1}{2} \left\| \mathcal{L} \mathcal{L} \left( G_{LL} \mathcal{L} \mathcal{L} \Psi \right) \right\|_{L^\infty(\Sigma^p_0)} + C\varepsilon, \quad (6.3.2f) \]
\[ \left\| \mathcal{L} \mathcal{L} \frac{\partial}{\partial x} \mu \right\|_{L^\infty(\Sigma^p_t)} \leq \left\| \mathcal{L} \mathcal{L} \frac{\partial}{\partial x} \mu \right\|_{L^\infty(\Sigma^p_0)} + \delta^{-1} \left\| \mathcal{L} \mathcal{L} \left( G_{LL} \mathcal{L} \mathcal{L} \Psi \right) \right\|_{L^\infty(\Sigma^p_0)} + C\varepsilon. \quad (6.3.2g) \]

**L^\infty estimates involving one or two transversal derivatives of \( L^i_{(Small)} \).** The following estimates hold:
\[ \left\| \mathcal{L}^{[1,3];2} L^i_{(Small)} \right\|_{L^\infty(\Sigma^p_t)} \leq C\varepsilon, \quad (6.3.3a) \]
\[ \left\| \mathcal{L} \mathcal{L} \frac{\partial}{\partial x} L^i_{(Small)} \right\|_{L^\infty(\Sigma^p_t)} \leq \left\| \mathcal{L} \mathcal{L} \frac{\partial}{\partial x} L^i_{(Small)} \right\|_{L^\infty(\Sigma^p_0)} + C\varepsilon. \quad (6.3.3b) \]

**L^\infty estimates involving two transversal derivatives of \( \tilde{W} \).** The following estimates hold:
\[ \left\| \mathcal{L}^{\leq 3;2} \tilde{W} \right\|_{L^\infty(\Sigma^p_t)} \leq C\varepsilon. \quad (6.3.4) \]

**Sharp pointwise estimates involving the critical factor \( G_{LL} \).** Moreover, if \( 0 \leq M \leq 2 \) and \( 0 \leq s \leq t < T_{(Boot)} \), then we have the following estimates:
\[ \left| \mathcal{L}^M G_{LL}(t, u, \vartheta) - \mathcal{L}^M G_{LL}(s, u, \vartheta) \right| \leq C\varepsilon(t - s), \quad (6.3.5) \]
\[ \left| \mathcal{L}^M \left\{ G_{LL} \mathcal{L} \mathcal{L} \Psi \right\}(t, u, \vartheta) - \mathcal{L}^M \left\{ G_{LL} \mathcal{L} \mathcal{L} \Psi \right\}(s, u, \vartheta) \right| \leq C\varepsilon(t - s). \quad (6.3.6) \]

Furthermore, with \( L_{(Flat)} := \partial_t + \partial_1 \), we have
\[ L\mu(t, u, \vartheta) = \frac{1}{2} \left\{ 1 + \mathcal{O}_\ast(\hat{\alpha}) \right\} G_{L_{(Flat)} L_{(Flat)}}(\Psi = 0) \mathcal{L} \mathcal{L} \Psi(t, u, \vartheta) + \mathcal{O}(\varepsilon), \quad (6.3.7) \]
where \( G_{L_{(Flat)} L_{(Flat)}}(\Psi = 0) \) is a non-zero constant (see \((1.7.9)\)).

**Remark 6.3 (Strict improvement of the auxiliary bootstrap assumptions).** Note in particular that the estimates of Prop. 6.2 yield strict improvements of the auxiliary bootstrap assumptions of Subsect. 6.1 whenever \( \varepsilon \) is sufficiently small. Hence, when proving estimates later in the paper, we no longer need to state them as assumptions.

**Proof of Prop. 6.2.** See Subsect. 5.2 for some comments on the analysis. Throughout this proof, we refer to the data-size assumptions of Subsect. 3.3 and the bounds of Lemma 3.9 as the “conditions on the data.” Moreover, we refer to the auxiliary bootstrap assumptions of Subsect. 6.1 simply as “the bootstrap assumptions.”

**Proof of (6.3.4):** We first note that by \((5.7.4)\), it suffices to show that \( \left\| \mathcal{L}^{\leq 3;2} \tilde{W} \right\|_{L^\infty(\Sigma^p_t)} \lesssim \varepsilon \) whenever \( \mathcal{L}^{\leq 3;2} \) contains precisely two factors of \( \mathcal{L} \). To proceed, we apply \( \mathcal{L}^{\leq 1} \mathcal{L} \mathcal{L} \) to the identity \((2.15.1)\). Using the \( L^\infty \) estimates of Prop. 5.9 and the bootstrap assumptions, we deduce that \( \left\| \mathcal{L}^{\leq 1} \mathcal{L} \mathcal{L} \tilde{W} \right\|_{L^\infty(\Sigma^p_t)} \lesssim \varepsilon \). Then using the commutator estimate \((6.2.1)\) with \( f = \tilde{W} \) and the estimate \((5.7.4)\), we can arbitrarily permute the vectorfield factors in the expression \( \mathcal{L}^{\leq 1} \mathcal{L} \mathcal{L} \tilde{W} \) up to error terms that are bounded in \( \left\| \cdot \right\|_{L^\infty(\Sigma^p_t)} \) by \( \lesssim \varepsilon \), which yields the desired bound \((6.3.4)\).
Proof of (6.3.1a)-(6.3.1b): By (5.7.3b), it suffices to prove (6.3.1a) when the operator $\mathcal{P}_{[1,2]}$ contains precisely two factors of $\hat{X}$. To proceed, we commute the wave equation (6.3.7) with $\mathcal{P}^{\leq 2}\hat{X}$ and use Lemmas 5.5 and 5.6, the commutator estimate (5.6.6b) with $f = \Psi$ (to commute $\mathcal{P}^{\leq 2}\hat{X}$ through $\Delta$), the commutator estimate (5.6.5) with $f = X\Psi$ (to commute $\mathcal{P}^{\leq 2}\hat{X}$ through the operator $L$ on LHS (5.7.9)), the $L^\infty$ estimates of Prop. 5.9, Cor. 5.10, and the bootstrap assumptions to deduce

$$\left| L\mathcal{P}^{\leq 2}\hat{X}\hat{X}\Psi \right| \lesssim \varepsilon. \quad (6.3.8)$$

Since $L = \frac{\partial}{\partial t}$, from (6.3.8), the fundamental theorem of calculus, and the conditions on the data, we deduce (6.3.1b) as well as the bound $|\mathcal{P}^{[1,2]}\hat{X}\hat{X}\Psi| \lesssim \varepsilon$. Next, using the commutator estimate (6.2.1), the bootstrap assumptions, and the $L^\infty$ estimates of Prop. 5.9 we can reorder the vectorfield factors in the terms $P\hat{X}\hat{X}\Psi$ up to error terms that are bounded in $|\cdot|_{L^\infty(\Sigma^r)}$ by $\lesssim \varepsilon$ to deduce that $\|\mathcal{P}^{[3,2]}\mathcal{O}\|_{L^\infty(\Sigma^r)} \leq C\varepsilon$. Finally, using this bound, we can similarly reorder the vectorfield factors in the terms $\mathcal{P}^{2}\hat{X}\hat{X}\Psi$ up to error terms that are bounded in $\|\cdot\|_{L^\infty(\Sigma^r)}$ by $\lesssim \varepsilon$, which in total yields (6.3.1a).

Proof of (6.3.7): First, we note that (5.7.3b) implies that $\|L\hat{X}\Psi\|_{L^\infty(\Sigma^r)} \lesssim \varepsilon$. Since $L = \frac{\partial}{\partial t}$, from this bound and the fundamental theorem of calculus, we deduce that $\hat{X}\Psi(t,u,\vartheta) = \hat{X}\Psi(0,u,\vartheta) + O(\varepsilon)$. Similarly, from (5.7.5b), we deduce that $L\mu(t,u,\vartheta) = L\mu(0,u,\vartheta) + O(\varepsilon)$. Next, we use (2.10.1), the fact that $G_{LL}, G_{LX} = f(\gamma)$ (see Lemma 2.37), and the $L^\infty$ estimates of Prop. 5.9 to deduce that $L\mu(0,u,\vartheta) = \frac{1}{2}[G_{LL}\hat{X}\Psi](0,u,\vartheta) + O(\varepsilon)$. Since $L^0 = L^0_{(Flat)} = 1$, $L^1 = L^1_{(Flat)} + L^1_{(Small)}$, and $G_{\alpha\beta} = G_{\alpha\beta}(\Psi = 0) + O(\varepsilon)$, we can use the conditions on the data to deduce, with the help of (1.7.9), the estimate $G_{LL}(0,u,\vartheta) = \{1 + O(\varepsilon)\} G_{LL}(\text{Flat}) + O(\varepsilon)(\Psi = 0)$. Combining this estimate with the previous ones and using (5.7.3c), we conclude (6.3.7).

Proof of (6.3.5)-(6.3.6) in the cases $0 \leq M \leq 1$: It suffices to prove that for $0 \leq M \leq 1$, we have

$$\left| L\hat{X}^M G_{LL} \right| \lesssim \varepsilon, \quad \left| L\hat{X}^M \left\{ G_{LL}\hat{X}\Psi \right\} \right| \lesssim \varepsilon. \quad (6.3.9)$$

Once we have shown (6.3.9), we can use the fact that $L = \frac{\partial}{\partial t}$ to obtain the desired estimates by integrating from time $s$ to $t$ and using the estimates (6.3.9). To proceed, we first use Lemma 2.37 to deduce that $G_{LL} = f(\gamma)$ and $G_{LL}\hat{X}\Psi = f(\gamma)\hat{X}\Psi$. Hence, to obtain (6.3.9) when $M = 0$, we differentiate these two identities with $L$ and use the $L^\infty$ estimates of Prop. 5.9 and the bootstrap assumptions. The proof is similar in the case $M = 1$, but we must also use the estimate $\|L\hat{X}\hat{X}\Psi\|_{L^\infty(\Sigma^r)} \lesssim \varepsilon$, which is a consequence of the previously established estimate (6.3.1a).

Proof of (6.3.2a)-(6.3.2e): Let $1 \leq K \leq 3$ be an integer and let $\mathcal{P}^{K,1}$ be an operator containing exactly one factor of $\hat{X}$. We commute equation (2.10.1) with $\mathcal{P}^{(K,1)}$ and use the
aforementioned relations \( G_{LL}, G_{LX} = f(\gamma) \), the \( L^\infty \) estimates of Prop. 5.9 and the bootstrap assumptions to deduce
\[
\left| L \mathcal{F}^{K:1} \mu \right| \leq \frac{1}{2} \left| \mathcal{F}^{K:1} \left\{ G_{LL} \tilde{X} \Psi \right\} \right| + \left| \mathcal{F}^{[1,K+1]:1} \Psi \right| + \left| [L, \mathcal{F}^{K:1}] \mu \right|. 
\] (6.3.10)
We now show that the last two terms on RHS (6.3.10) are \( \lesssim \varepsilon \). We already proved \( \left| \mathcal{F}^{[1,K+1]:1} \Psi \right| \lesssim \varepsilon \) in Prop. 5.9. To bound \( [L, \mathcal{F}^{K:1}] \mu \), we use the commutator estimate (6.6.5) with \( f = \mu \), the \( L^\infty \) estimates of Prop. 5.9 and Cor. 5.10 to deduce that \( \left| [L, \mathcal{F}^{K:1}] \mu \right| \lesssim \mathcal{P}^{[1,K]} \mu \) and \( \varepsilon \left| Y L^\leq K-1:1 \mu \right| \). The \( L^\infty \) estimates of Prop. 5.9 imply that \( \left| \mathcal{F}^{[1,K]} \mu \right| \lesssim \varepsilon \), while the bootstrap assumptions imply that \( \varepsilon \left| Y L^\leq K-1:1 \mu \right| \lesssim \varepsilon \) as well. We have thus shown that
\[
\left\| L \mathcal{F}^{K:1} \mu \right\|_{L^\infty(\Sigma_T^\varepsilon)} \leq \frac{1}{2} \left\| \mathcal{F}^{K:1} \left\{ G_{LL} \tilde{X} \Psi \right\} \right\|_{L^\infty(\Sigma_T^\varepsilon)} + C \varepsilon. 
\] (6.3.11)
We split the remainder of the proof into two cases, starting with the case \( \mathcal{F}^{K:1} = \tilde{X} \). Using the bound (6.3.6) with \( s = 0 \) and \( M = 1 \) (established above), we can replace the norm \( \left\| \cdot \right\|_{L^\infty(\Sigma_T^\varepsilon)} \) on RHS (6.3.11) with the norm \( \left\| \cdot \right\|_{L^\infty(\Sigma_T^\varepsilon)} \) plus an error term that is bounded in the norm \( \left\| \cdot \right\|_{L^\infty(\Sigma_T^\varepsilon)} \) by \( \leq C \varepsilon \), which yields (6.3.2a). Using (6.3.2a), recalling that \( L = \partial / \partial t \), and using the fundamental theorem of calculus as well as the assumption \( T_{(Boot)} \leq 2\delta_{s-1} \), we conclude (6.3.2b). In the remaining case, \( \mathcal{F}^{K:1} \) is not the operator \( \tilde{X} \). That is, \( 2 \leq K \leq 3 \) and \( \mathcal{F}^{K:1} \) must contain a \( \mathcal{P}_u \)-tangent factor, which is equivalent to \( \mathcal{F}^{K:1} = \mathcal{F}^{K:1} \). Recalling that \( G_{LL} \tilde{X} \Psi = f(\gamma) \tilde{X} \Psi \) and using the estimates of Prop. 5.9, the bootstrap assumptions, and (6.3.1a), we find that \( \left\| \mathcal{F}^{K:1} \left\{ G_{LL} \tilde{X} \Psi \right\} \right\|_{L^\infty(\Sigma_T^\varepsilon)} \lesssim \varepsilon \). Thus, in this case, we have shown that RHS (6.3.11) \( \lesssim \varepsilon \). From the estimate \( \left\| L \mathcal{F}^{K:1} \mu \right\|_{L^\infty(\Sigma_T^\varepsilon)} \lesssim \varepsilon \), the fact that \( L = \partial / \partial t \), and the fundamental theorem of calculus, we conclude that \( \left\| \mathcal{F}^{K:1} \mu \right\|_{L^\infty(\Sigma_T^\varepsilon)} \leq \left\| \mathcal{F}^{K:1} \mu \right\|_{L^\infty(\Sigma_T^\varepsilon)} + C \varepsilon \). The bounds (6.3.2c)-(6.3.2d) now follow from the previous estimates and the conditions on the data. It remains for us to prove the estimate (6.3.2e) concerning the permutations of the vectorfields in (6.3.2c)-(6.3.2d). To obtain the desired bound, we use the commutator estimate (6.6.5) with \( f = \mu \), the \( L^\infty \) estimates of Prop. 5.9 the estimates (6.3.2c)-(6.3.2d), and the bootstrap assumptions.

**Proof of (6.3.3a) and (6.3.3b):** We may assume that the operator \( \mathcal{F}^{[1,3]:2} \) in (6.3.3a) contains two factors of \( \tilde{X} \) since otherwise the desired estimate is implied by (5.7.7c). To proceed, we first use Lemma 2.37 to express (2.10.3) in the schematic form \( XL^i_{(Small)} = f(\gamma, g^{-1}, d\gamma_1, d\gamma_2) \tilde{X} \Psi + f(\gamma, g^{-1}, d\gamma_1, d\gamma_2) P \Psi + f(\gamma, g^{-1}, d\gamma_1, d\gamma_2) d\mu \). We now apply \( P \tilde{X} \) to this identity, where \( P \in \mathcal{P} \). Using Lemmas 5.5 and 5.6, the \( L^\infty \) estimates of Prop. 5.9 the already proven estimates (6.3.1a) and (6.3.2c)-(6.3.2e), and the bootstrap assumptions, we deduce that
\[
\left| P \tilde{X} L^i_{(Small)} \right| \lesssim \left| \mathcal{F}^{[1,3]:2} \Psi \right| + \left| \mathcal{F}^{[1,3]:1} \gamma \right| + \left| Y L^\leq 2:1 \mu \right| + \left| \mathcal{P}_u^{[1,2]} \mu \right| \lesssim \varepsilon. 
\] (6.3.12)
Also using the commutator estimate (6.2.1) with \( f = L^i_{(Small)} \) and the \( L^\infty \) estimates of Prop. 5.9, we can arbitrarily reorder the vectorfield factors in the expression \( P \tilde{X} L^i_{(Small)} \)
up to error terms bounded in the norm \( \| \cdot \|_{L^\infty(S^2)} \) by \( \lesssim \varepsilon \), which yields (6.3.3a). Moreover, a special case of (6.3.3a) is the bound \( |L\hat{X}\hat{X}L_{(\text{small})}^i| \lesssim \varepsilon \). From this estimate, the fact that \( L = \frac{\partial}{\partial t} \), and the fundamental theorem of calculus, we conclude (6.3.3b).

**Proof of (6.3.1c) and (6.3.1d):** As a preliminary step, we establish the bounds \( |\mathcal{L}_{\hat{X}\hat{X}}\hat{g}^{-1}| \lesssim 1 \) and \( |\mathcal{L}_{\hat{X}\hat{X}}\hat{d}x^i| \lesssim 1 \). To handle the terms \( \mathcal{L}_{\hat{X}\hat{X}}\hat{d}x^i = \hat{d}\hat{X}\hat{X}x^i \), we first note that Lemma 2.37 yields \( \hat{X}x^i = \hat{X}^i = f(\gamma) \). Thus, from the \( L^\infty \) estimates of Prop. 5.9 and the bootstrap assumptions, we obtain \( |\hat{d}\hat{X}\hat{X}x^i| \lesssim |\mathcal{Z}^{2;1}_\gamma| \lesssim 1 \) as desired. To handle the terms \( \mathcal{L}_{\hat{X}\hat{X}}\hat{g}^{-1} \), we rely on the basic identity \( \mathcal{L}_{\hat{X}}\hat{g}^{-1} = -(\mathcal{L}_\gamma\hat{g})^{\#} \), which was proved in [29, Lemma 2.9]. From this identity, Lemma 5.6, and the \( L^\infty \) estimates of Prop. 5.9, we deduce that \( |\mathcal{L}_{\hat{X}\hat{X}}\hat{g}^{-1}| \lesssim |\mathcal{L}_{\hat{X}\hat{X}}\hat{g}| + 1 \). Moreover, Lemma 2.37 yields that \( \hat{g} = f(\gamma, \hat{d}x^1, \hat{d}x^2) \). Thus, from Lemma 5.5, the \( L^\infty \) estimates of Prop. 5.9, the bootstrap assumptions, and the bound \( |\hat{d}\hat{X}\hat{X}x^i| \lesssim 1 \) proved above, we conclude the desired bound \( |\mathcal{L}_{\hat{X}\hat{X}}\hat{g}^{-1}| \lesssim 1 \).

We now commute equation (5.7.9) with \( \hat{X}\hat{X} \) and use Lemmas 5.5 and 5.6, the \( L^\infty \) estimates of Prop. 5.9, the bootstrap assumptions, and the bounds \( |\mathcal{L}_{\hat{X}\hat{X}}\hat{g}^{-1}| \lesssim 1 \) and \( |\mathcal{L}_{\hat{X}\hat{X}}\hat{d}x| \lesssim 1 \) proved above to deduce that

\[
\begin{align*}
|L\hat{X}\hat{X}\hat{X}\hat{Y}| & \lesssim |\mathcal{Z}^{[1,4]}_\gamma\hat{Y}| + |\mathcal{Z}^{[1,3]}_\gamma\hat{\gamma}| + |\hat{X}^{\leq 2}\hat{W}| \\
& \quad + |[\Delta, \hat{X}\hat{X}]\hat{Y}| + |L\hat{X}\hat{X}\hat{X}\hat{Y} - \hat{X}\hat{X}L\hat{X}\hat{Y}|. 
\end{align*}
\]

(6.3.13)

Next, we note that the already proven estimates (6.3.1a), (6.3.3a), and (6.3.4) imply that \( |\mathcal{Z}^{[1,4]}_\gamma\hat{Y}| \lesssim \varepsilon \), \( |\mathcal{Z}^{[1,3]}_\gamma\hat{\gamma}| \lesssim \varepsilon \), and \( |\hat{X}^{\leq 2}\hat{W}| \lesssim \varepsilon \). Next, we use (6.2.2) with \( f = \hat{Y} \) to bound the commutator term \( |[\Delta, \hat{X}\hat{X}]\hat{Y}| \) by \( \lesssim \) the first term on RHS (6.3.13) (and hence it is \( \lesssim \varepsilon \) too). Next, we use (6.2.1) with \( f = \hat{X}\hat{Y} \) and \( N = 2 \) and the bound \( |\mathcal{Z}^{[1,4]}_\gamma\hat{Y}| \lesssim \varepsilon \) mentioned above to deduce that \( |L\hat{X}\hat{X}\hat{X}\hat{Y} - \hat{X}\hat{X}L\hat{X}\hat{Y}| \lesssim |\mathcal{Z}^{[1,3]}_\gamma\hat{\gamma}| \lesssim \varepsilon \). Combining these estimates, we deduce that \( |L\hat{X}\hat{X}\hat{X}\hat{Y}| \lesssim \varepsilon \), which implies (6.3.1c). From (6.3.1c), the fact that \( L = \frac{\partial}{\partial t} \), and the fundamental theorem of calculus, we conclude the desired estimate (6.3.1d).

**Proof of (6.3.5)-(6.3.6) in the case \( M = 2 \):** The proof is very similar to the proof given above in the cases \( M = 1 \), so we only highlight the main new ingredients needed in the case \( M = 2 \): we must also use the estimates \( |L\hat{X}\hat{X}\hat{X}\hat{Y}| \lesssim \varepsilon \) and \( |L\hat{X}\hat{X}L_{(\text{small})}^i| \lesssim \varepsilon \) established in (6.3.1c) and (6.3.3a) in order to deduce (6.3.9) in the case \( M = 2 \).

**Proof of (6.3.2d)-(6.3.2g):** We commute equation (2.10.1) with \( \hat{X}\hat{X} \) and argue as in the proof of (6.3.10) to obtain

\[
|L\hat{X}\hat{X}\hat{Y}| \leq \frac{1}{2} |\hat{X}\hat{X} \left\{ G_{LL}\hat{X}\hat{Y} \right\}| + |\mathcal{Z}^{[1,3]}_\gamma\hat{\gamma}| + |L\hat{X}\hat{X}\hat{Y} - \hat{X}\hat{X}L\hat{Y}|.
\]

(6.3.14)

Using the commutator estimate (6.2.1) with \( f = \hat{Y} \), the \( L^\infty \) estimates of Prop. 5.9 and the already proven bounds (6.3.2d)-(6.3.2c), we deduce that \( |L\hat{X}\hat{X}\hat{Y} - \hat{X}\hat{X}L\hat{Y}| \lesssim |\mathcal{Z}^{\leq 1}\gamma| \lesssim \varepsilon \).
Next, we use (6.3.1a) to deduce that \( |Z_{[1,3]}^{[1,3]:2}| \lesssim \varepsilon \). Thus, we have shown that the last two terms on RHS (6.3.14) \( \lesssim \varepsilon \). The remainder of the proof of (6.3.2f)-(6.3.2g) now proceeds as in the proof of (6.3.2a)-(6.3.2b), thanks to the availability of the already proven estimates (6.3.5)-(6.3.6) in the case \( M = 2 \).

\[ \square \]

7. Sharp estimates for \( \mu \)

In this section, we derive sharp estimates for \( \mu \), its derivatives, and various time integrals, many of which involve the singular factor \( \frac{1}{\mu} \). These estimates play a fundamental role in our energy estimates because our energies contain \( \mu \) weights and because in our energy identities, we will encounter error integrals that involve the derivatives of \( \mu \) and/or factors of \( \frac{1}{\mu} \). The main results of this section are Props. 7.6 and Prop. 7.7.

7.1. Sharp \( L^\infty \) estimates and pointwise estimates for \( \mu \). We define the following quantities in order to facilitate our analysis of \( \mu \).

**Definition 7.1** (Auxiliary quantities used to analyze \( \mu \)). We define the following quantities, where \( 0 \leq s \leq t \):

\[
M(s, u, \vartheta; t) := \int_{s'=s}^{s'=t} \{ L\mu(t, u, \vartheta) - L\mu(s', u, \vartheta) \} \, ds',
\]

\[
\hat{\mu}(u, \vartheta) := \mu(s = 0, u, \vartheta),
\]

\[
\tilde{M}(s, u, \vartheta; t) := \frac{M(s, u, \vartheta; t)}{\hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t)},
\]

\[
\mu_{(\text{approx})}(s, u, \vartheta; t) := 1 + \frac{L\mu(t, u, \vartheta)}{\hat{\mu}(u, \vartheta) - M(0, u, \vartheta; t)} s + \tilde{M}(s, u, \vartheta; t).
\]

As we outlined in Subsubsect. 1.8.6, our high-order energies are allowed to blow up as the shock forms. Specifically, the best estimates that we are able to derive allow for the possibility that the high-order energies blow up like negative powers of the quantity \( \mu_* \), which we now define; see Prop. 9.12 for the detailed statement.

**Definition 7.2** (Definition of \( \mu_* \)).

\[
\mu_*(t, u) := \min \{ 1, \min_{\Sigma^\sharp} \mu \}.
\]

The following simple estimates play a role in our ensuing analysis.

**Lemma 7.3** (First estimates for the auxiliary quantities). The following estimates hold for \( (t, u, \vartheta) \in [0, T_{(\text{Boot})}] \times [0, U_0] \times \mathbb{T} \) and \( 0 \leq s \leq t \) (see Subsect. 1.6 regarding our use of the notation \( \mathcal{O}_{\cdot}(\cdot) \)):

\[
\hat{\mu}(u, \vartheta) = 1 + \mathcal{O}_{\cdot}(\hat{\alpha}),
\]

\[
\tilde{\mu}(u, \vartheta) = 1 + M(0, u, \vartheta; t) + \mathcal{O}_{\cdot}(\hat{\alpha}) + \mathcal{O}(\varepsilon).
\]
In addition, the following pointwise estimates hold:
\[
|L \mu(t, u, \vartheta) - L \mu(s, u, \vartheta)| \lesssim \varepsilon(t-s),
\]
\[
|M(s, u, \vartheta; t)|, \left| \hat{M}(s, u, \vartheta; t) \right| \lesssim \varepsilon(t-s)^2,
\]
\[
\mu(s, u, \vartheta) = \{1 + O_\varepsilon(\tilde{\alpha}) + O(\varepsilon)\} \mu_{\text{Approx}}(s, u, \vartheta; t).
\]

Proof. (7.1.3) is a restatement of (3.4.5a). The estimate (7.1.5) follows from the mean value theorem and the estimate \(|LL\mu| \lesssim \varepsilon\), which is a special case of (5.7.5b). The estimate (7.1.4) and the estimate (7.1.6) for \(\tilde{M}\) then follow from definition (7.1.1a) and the estimates (7.1.3) and (7.1.5). The estimate (7.1.6) for \(\hat{M}\) follows from definition (7.1.1c), the estimate (7.1.6) for \(\tilde{M}\), and (7.1.4). To prove (7.1.7), we first note the following identity, which is a straightforward consequence of Def. 7.1:
\[
\mu(s, u, \vartheta) = \{\mu(u, \vartheta) - M(0, u, \vartheta; t)\} \mu_{\text{Approx}}(s, u, \vartheta; t).
\]

From (7.1.8) and (7.1.4), we conclude (7.1.7).

To derive some of the most important estimates, we will distinguish between regions in which \(\mu\) is appreciably shrinking and regions in which it is not. We define the relevant regions in the next definition.

**Definition 7.4 (Regions of distinct \(\mu\) behavior).** For each \(t \in [0, T_{\text{Boot}}]\), \(s \in [0, t]\), and \(u \in [0, U_0]\), we partition
\[
[0, u] \times T = (+)^u \cup (-)^u,
\]
\[
\Sigma^u = (+)\Sigma^u_{s, i} \cup (-)\Sigma^u_{s, i},
\]
where
\[
(+)^u_{s, i} := \left\{ (u', \vartheta) \in [0, u] \times T \mid \frac{L \mu(t, u', \vartheta)}{\mu(u', \vartheta) - M(0, u', \vartheta; t)} \geq 0 \right\},
\]
\[
(-)^u_{s, i} := \left\{ (u', \vartheta) \in [0, u] \times T \mid \frac{L \mu(t, u', \vartheta)}{\mu(u', \vartheta) - M(0, u', \vartheta; t)} < 0 \right\},
\]
\[
(+)^u_{s, i} := \left\{ (s, u', \vartheta) \in \Sigma^u_s \mid (u', \vartheta) \in (+)^u_{s, i} \right\},
\]
\[
(-)^u_{s, i} := \left\{ (s, u', \vartheta) \in \Sigma^u_s \mid (u', \vartheta) \in (-)^u_{s, i} \right\}.
\]

**Remark 7.5.** Note that by (7.1.4), the denominators in (7.1.10a)-(7.1.10b) are positive.

The following proposition provides our main sharp estimates for \(\mu\) and its derivatives. The estimates play a fundamental role in controlling the error integrals in our energy estimates.

**Proposition 7.6 (Sharp pointwise estimates for \(\mu\), \(L\mu\), and \(\dot{X}\mu\)).** The following estimates hold for \((t, u, \vartheta) \in [0, T_{\text{Boot}}] \times [0, U_0] \times T\) and \(0 \leq s \leq t\).

**Upper bound for \(\frac{[L\mu]^+}{\mu}\).**
\[
\left\| \frac{[L\mu]^+}{\mu} \right\|_{L^\infty(\Sigma^u_s)} \leq C.
\]
Small $\mu$ implies $L\mu$ is quantitatively negative.

$$\mu(s, u, \vartheta) \leq \frac{1}{4} \implies L\mu(s, u, \vartheta) \leq -\frac{1}{4}\delta_*, \quad (7.1.12)$$

where $\delta_* > 0$ is defined in (3.3.1).

Upper bound for $\frac{[\bar{X}\mu+]_\mu}{\mu}$.

$$\left\| \frac{[\bar{X}\mu+]_\mu}{\mu} \right\|_{L^\infty(\Sigma^2_u)} \leq \frac{C}{\sqrt{T(\text{Boot})} - s}. \quad (7.1.13)$$

Sharp spatially uniform estimates. Consider a time interval $s \in [0, t]$ and consider the $(t, u$-dependent) constant $\kappa$ defined by

$$\kappa := \sup_{(u', \vartheta) \in [0, u] \times T} \frac{[L\mu]_-(t, u', \vartheta)}{\mu(u', \vartheta) - M(0, u', \vartheta; t)}, \quad (7.1.14)$$

and note that $\kappa \geq 0$ in view of the estimate (7.1.4). Then the following estimates hold (see Subsect. 1.6 regarding our use of the notation $O(\cdot)$):

$$\mu_*(s, u) = \{1 + O_*(\alpha) + O(\varepsilon)\} \{1 - \kappa s\}, \quad (7.1.15a)$$

$$\left\| [L\mu]_- \right\|_{L^\infty(\Sigma^2_u)} = \begin{cases} \{1 + O_*(\alpha) + O(\varepsilon^{1/2})\} \kappa, & \text{if } \kappa \geq \varepsilon^{1/2}, \\
O(\varepsilon^{1/2}), & \text{if } \kappa \leq \varepsilon^{1/2}. \end{cases} \quad (7.1.15b)$$

Furthermore, we have

$$\kappa \leq \{1 + O_*(\alpha) + O(\varepsilon)\} \delta_* \quad \kappa \leq \{1 + O_*(\alpha) + O(\varepsilon)\} \delta_* \quad (7.1.16a)$$

Moreover, when $u = 1$, we have

$$\kappa = \{1 + O_*(\alpha) + O(\varepsilon)\} \delta_* \quad \kappa = \{1 + O_*(\alpha) + O(\varepsilon)\} \delta_* \quad (7.1.16b)$$

and

$$\mu_*(s, 1) = \{1 + O_*(\alpha) + O(\varepsilon)\} \left\{1 - \left[1 + O_*(\alpha) + O(\varepsilon)\right] \delta_*, \right\} \quad (7.1.17)$$

Sharp estimates when $(u', \vartheta) \in (+)\Sigma^u_{t}$. We recall that the set $(+)\Sigma^u_{t}$ is defined in (7.1.10a). If $0 \leq s_1 \leq s_2 \leq t$, then the following estimate holds:

$$\sup_{(u', \vartheta) \in (+)\Sigma^u_{t}} \frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} \leq C. \quad (7.1.18)$$

In addition, if $s \in [0, t]$ and $(+)\Sigma^u_{s,t}$ is as defined in (7.1.10c), then

$$\inf_{(+)\Sigma^u_{s,t}} \mu \geq 1 - C_\alpha - C\varepsilon. \quad (7.1.19)$$

Moreover, if $s \in [0, t]$, then

$$\left\| [L\mu]_- \right\|_{L^\infty((+)\Sigma^u_{s,t})} \leq C\varepsilon. \quad (7.1.20)$$
Sharp estimates when \((u^t, \vartheta) \in (-)^{\mathcal{V}}_t\). We recall that \((-)^{\mathcal{V}}_t\) is the set defined in (7.1.10b). Let \(\kappa > 0\) be as in (7.1.14) and consider a time interval \(s \in [0, t]\). Then there exists a constant \(C > 0\) such that

\[
\sup_{0 \leq s_1 \leq s_2 \leq t} \frac{\mu(s_2, u^t, \vartheta)}{\mu(s_1, u^t, \vartheta)} \leq 1 + C \varepsilon. \tag{7.1.21}
\]

Furthermore, if \(s \in [0, t]\) and \((-)^{\mathcal{V}}_s\) is as defined in (7.1.10d), then

\[
\|L\mu\|_{L^\infty((-)^{\mathcal{V}}_s)} \leq C \varepsilon. \tag{7.1.22}
\]

Finally, there exist constants \(C_\bullet > 0\) and \(C > 0\) such that if \(0 \leq s \leq t\), then

\[
\|L\mu\|_{L^\infty((-)^{\mathcal{V}}_s)} \leq \begin{cases} 1 + C \alpha + C_\bullet \varepsilon^{1/2} \kappa, & \text{if } \kappa \geq \varepsilon^{1/2}, \\ C_\bullet \varepsilon^{1/2}, & \text{if } \kappa \leq \varepsilon^{1/2}. \end{cases} \tag{7.1.23}
\]

Approximate time-monotonicity of \(\mu_*^{-1}(s, u)\). There exist constants \(C_\bullet > 0\) and \(C > 0\) such that if \(0 \leq s_1 \leq s_2 \leq t\), then

\[
\mu_*^{-1}(s_1, u) \leq (1 + C \alpha + C \varepsilon) \mu_*^{-1}(s_2, u). \tag{7.1.24}
\]

Proof. See Subsect. 5.2 for some comments on the analysis.

Proof of (7.1.11): We may assume that \(L\mu(s, u, \vartheta) > 0\) since otherwise (7.1.11) is trivial. Then by (7.1.5), for \(0 \leq s' \leq s \leq t < T_{(\text{Boot})} \leq 2\hat{\delta}_*^{-1}\), we have that \(L\mu(s', u, \vartheta) \geq L\mu(s, u, \vartheta) - C \varepsilon(s - s') \geq -C \varepsilon\). Integrating this estimate with respect to \(s'\) starting from \(s' = 0\) and using (7.1.3), we find that \(\mu(s, u, \vartheta) \geq 1 - C \alpha - C \varepsilon\) and thus \(1/\mu(s, u, \vartheta) \leq 1 + C \alpha + C \varepsilon\). Also using the bound \(|L\mu(s, u, \vartheta)| \leq C\) proved in (5.7.5a), we conclude the desired estimate.

Proof of (7.1.12): By (7.1.5), for \(0 \leq s \leq t < T_{(\text{Boot})} \leq 2\hat{\delta}_*^{-1}\), we have that \(L\mu(s, u, \vartheta) = L\mu(0, u, \vartheta) + O(\varepsilon)\). Integrating this estimate with respect to \(s\) starting from \(s = 0\) and using (7.1.3), we find that \(\mu(s, u, \vartheta) = 1 + O_\bullet(\alpha) + O(\varepsilon) + sL\mu(0, u, \vartheta)\). Again using (7.1.5) to deduce that \(L\mu(s, s, \vartheta) = L\mu(s, u, \vartheta) + O(\varepsilon)\), we find that \(\mu(s, u, \vartheta) = 1 + O_\bullet(\alpha) + O(\varepsilon) + sL\mu(s, u, \vartheta)\). It follows that whenever \(\mu(s, u, \vartheta) < 1/4\), we have

\[
L\mu(s, u, \vartheta) \leq -\frac{1}{s} \{3/4 + O_\bullet(\alpha) + O(\varepsilon)\} < -\frac{1}{2} \{3/4 + O_\bullet(\alpha) + O(\varepsilon)\} \hat{\delta}_* < -\frac{1}{4} \hat{\delta}_*
\]

as desired.

Proof of (7.1.16a) and (7.1.16b): We prove only \((7.1.16a)\) since \((7.1.16b)\) follows from nearly identical arguments. From (2.10.1), Lemma 2.37, (7.1.4), (7.1.5), and the \(L^\infty\) estimates of Prop. 5.9, we have

\[
\frac{L\mu(t, u, \vartheta)}{\mu(u, \vartheta) - M(0, u, \vartheta; t)} = \{1 + O_\bullet(\alpha)\} L\mu(0, u, \vartheta) + O(\varepsilon) \tag{7.1.25}
\]

\[
= \frac{1}{2} \{1 + O_\bullet(\alpha)\} \left[ G_{LL} \bar{X} \bar{\Psi}(0, u, \vartheta) + O(\varepsilon) \right].
\]

From (7.1.25) and definitions (3.3.1) and (7.1.14), we conclude that \(\kappa \leq \{1 + O_\bullet(\alpha)\} \hat{\delta}_* + O(\varepsilon) = \{1 + O_\bullet(\alpha) + O(\varepsilon)\} \hat{\delta}_* \) as desired.
Proof of (7.1.15a), (7.1.17), and (7.1.24): We first prove (7.1.15a). We start by establishing the following preliminary estimate for the crucial quantity \( \kappa = \kappa(t, u) \) (see (7.1.14)):

\[
\kappa < 1.
\]

(7.1.26)

We may assume that \( \kappa > 0 \) since otherwise (7.1.26) is trivial. To proceed, we use (7.1.1d), (7.1.4), (7.1.6), and (7.1.8) to deduce that the following estimate holds for \( (s, u', \vartheta) \in [0, t] \times [0, u] \times \mathbb{T} \):

\[
\mu(s, u', \vartheta) = \{1 + \mathcal{O}_*)(\hat{\alpha}) + \mathcal{O}(\varepsilon)\} \left(1 + \frac{L \mu(t, u', \vartheta)}{\mu(u', \vartheta) - M(0, u', \vartheta; t)} s + \mathcal{O}(\varepsilon)(t - s)^2\right).
\]

(7.1.27)

Setting \( s = t \) in equation (7.1.27), taking the min of both sides over \( (u', \vartheta) \in [0, u] \times \mathbb{T} \), and appealing to definitions (7.1.2) and (7.1.14), we deduce that \( \mu_*(t, u) = \{1 + \mathcal{O}_*)(\hat{\alpha}) + \mathcal{O}(\varepsilon)\} (1 - \kappa t) \). Since \( \mu_*(t, u) > 0 \) by \( \mathcal{B}_\alpha \mu > 0 \), we conclude (7.1.26).

Having established the preliminary estimate, we now take the min of both sides of (7.1.27) over \( (u', \vartheta) \in [0, u] \times \mathbb{T} \), appeal to definition (7.1.14), and use the estimate (3.4.6b) to obtain:

\[
\min_{(u', \vartheta) \in [0, u] \times \mathbb{T}} \mu(s, u', \vartheta) = \{1 + \mathcal{O}_*)(\hat{\alpha}) + \mathcal{O}(\varepsilon)\} \left\{1 - \kappa s + \mathcal{O}(\varepsilon)(t - s)^2\right\}.
\]

(7.1.28)

We will show that the terms in the second pair of braces on RHS (7.1.28) verify

\[
1 - \kappa s + \mathcal{O}(\varepsilon)(t - s)^2 = \{1 + f(t, u; t)\} \{1 - \kappa s\},
\]

where

\[
f(s, u; t) = \mathcal{O}(\varepsilon).
\]

(7.1.30)

The desired estimate (7.1.15a) then follows easily from (7.1.28)-(7.1.30) and definition (7.1.2).

To prove (7.1.30), we first use (7.1.29) to solve for \( f(s, u; t) \):

\[
f(s, u; t) = \frac{\mathcal{O}(\varepsilon)(t - s)^2}{1 - \kappa s} = \frac{\mathcal{O}(\varepsilon)(t - s)^2}{1 - \kappa t + \kappa(t - s)}.
\]

(7.1.31)

We start by considering the case \( \kappa \leq (1/4)\hat{\alpha}_* \). Since \( 0 \leq s \leq t < T_{\text{Boot}} \), the desired estimate (7.1.30) follows easily. In remaining case, we have \( \kappa > (1/4)\hat{\alpha}_* \). Using (7.1.26), we deduce that

\[
\text{RHS (7.1.31)} \leq \frac{1}{\kappa} \mathcal{O}(\varepsilon)(t - s) \leq C\varepsilon \hat{\alpha}_*^{-2} \lesssim \varepsilon \text{ as desired.}
\]

Inequality (7.1.24) then follows as a simple consequence of (7.1.15a).

Finally, we observe that the estimate (7.1.17) follows from (7.1.15a) and (7.1.16b).

Proof of (7.1.15b) and (7.1.23): To prove (7.1.15b), we first use (7.1.5) to deduce that for \( 0 \leq s \leq t < T_{\text{Boot}} \), and \( (u', \vartheta) \in [0, u] \times \mathbb{T} \), we have \( L \mu(s, u', \vartheta) = L \mu(t, u', \vartheta) + \mathcal{O}(\varepsilon) \).

Appealing to definition (7.1.14), and using the estimates (5.7.5a) and (7.1.4), we find that

\[
\left\|L \mu\right\|_{L^\infty(\mathcal{S}_T')} = \{1 + \mathcal{O}_*(\hat{\alpha})\} \kappa + \mathcal{O}(\varepsilon). \]

If \( \varepsilon \leq \kappa \), we see that if \( \varepsilon \) is sufficiently small, then we have the desired bound \( \{1 + \mathcal{O}_*(\hat{\alpha})\} \kappa + \mathcal{O}(\varepsilon) = \{1 + \mathcal{O}_*(\hat{\alpha}) + \mathcal{O}(\varepsilon^{1/2})\} \kappa \). On the other hand, if \( \kappa \leq \varepsilon^{1/2} \), then similar reasoning yields that \( \left\|L \mu\right\|_{L^\infty(\mathcal{S}_T')} = \{1 + \mathcal{O}_*(\hat{\alpha})\} \kappa + \mathcal{O}(\varepsilon) = \mathcal{O}(\varepsilon^{1/2}) \) as desired. We have thus proved (7.1.15b).

The estimate (7.1.23) can be proved via a similar argument and we omit the details.
Proof of (7.1.13): We fix times \( s \) and \( t \) with \( 0 \leq s \leq t < T_{\text{Boot}} \leq 2 \hat{\delta}^{-1} \) and a point \( p \in \Sigma_{s}^{u} \) with geometric coordinates \( (s, \tilde{u}, \tilde{\vartheta}) \). Let \( \iota : [0, u] \to \Sigma_{s}^{u} \) be the integral curve of \( \tilde{X} \) that passes through \( p \) and that is parametrized by the values \( u' \) of the eikonal function. We set

\[
F(u') := \mu \circ \iota(u'), \quad \tilde{F}(u') := \frac{d}{du} F(u') = (\tilde{X} \mu) \circ \iota(u').
\]

We must bound \( \frac{\tilde{X} \mu}{\mu} \big|_{\iota} = \frac{[\tilde{F}(\tilde{u})]_{+}}{F(\tilde{u})} \). We may assume that \( \tilde{F}(\tilde{u}) > 0 \) since otherwise the desired estimate is trivial. We now set

\[
H := \sup_{\mathcal{M}_{T_{\text{Boot}}, u_{0}}} \tilde{X} \tilde{X} \mu.
\]

If \( F(\tilde{u}) > \frac{1}{2} \), then the desired estimate is a simple consequence of (6.3.2b). We may therefore also assume that \( F(\tilde{u}) \leq \frac{1}{2} \). Then in view of the estimate \( ||\mu - 1||_{L^{\infty}(\mathcal{P}_{0}^{T_{\text{Boot}}})} \lesssim \varepsilon \) along \( \mathcal{P}_{0}^{T_{\text{Boot}}} \) (see (3.4.6b) and (3.8.1)), we deduce that there exists a \( u'' \in [0, \tilde{u}] \) such that \( \tilde{F}(u'') < 0 \). Considering also the assumption \( \tilde{F}(\tilde{u}) > 0 \), we see that \( H > 0 \). Moreover, by (6.3.2g), we have \( H \leq C \). Furthermore, by continuity, there exists a smallest \( u_{*} \in [0, \tilde{u}] \) such that \( \tilde{F}(u') \geq 0 \) for \( u' \in [u_{*}, \tilde{u}] \). We also set

\[
\mu_{(\text{Min})}(s, u') := \min_{(u'', \vartheta) \in [0, u'] \times T} \mu(s, u'', \vartheta). \tag{7.1.32}
\]

The two main steps in the proof are showing that

\[
\frac{[\tilde{X} \mu(s, \tilde{u}, \tilde{\vartheta})]_{+}}{\mu(s, \tilde{u}, \tilde{\vartheta})} \leq H^{1/2} \frac{1}{\sqrt{\mu_{(\text{Min})}(s, \tilde{u})}} \tag{7.1.33}
\]

and showing that for \( 0 \leq s \leq t < T_{\text{Boot}} \), we have

\[
\mu_{(\text{Min})}(s, u) \geq \max \left\{ \{1 - C_{\ast} \hat{\alpha} - C \varepsilon \} \kappa(t - s), \{1 - C_{\ast} \hat{\alpha} - C \varepsilon \} (1 - \kappa s) \right\}, \tag{7.1.34}
\]

where \( \kappa = \kappa(t, u) \) is defined in (7.1.14). Once we have obtained (7.1.33)-(7.1.34) (we establish these estimates below), we split the remainder of the proof (which is relatively easy) into the two cases \( \kappa \leq \frac{1}{4} \hat{\delta} \) and \( \kappa > \frac{1}{4} \hat{\delta} \). In the first case \( \kappa \leq \frac{1}{4} \hat{\delta} \), we have \( 1 - \kappa s \geq 1 - \frac{1}{4} \hat{\delta} T_{\text{Boot}} \geq \frac{1}{2} \), and the desired bound

\[
\frac{[\tilde{X} \mu(s, \tilde{u}, \tilde{\vartheta})]_{+}}{\mu(s, \tilde{u}, \tilde{\vartheta})} \leq C \leq \frac{C}{T_{\text{Boot}}^{1/2}} \leq \frac{C}{\sqrt{T_{\text{Boot}} - s}} \leq \text{RHS \ (7.1.13)}
\]

follows easily from (7.1.33) and the second term in the min on RHS (7.1.34). In the remaining case \( \kappa > \frac{1}{4} \hat{\delta} \), we have \( \frac{1}{4} \leq C \), and using (7.1.33) and the first term in the min on RHS (7.1.34), we deduce that

\[
\frac{[\tilde{X} \mu(s, \tilde{u}, \tilde{\vartheta})]_{+}}{\mu(s, \tilde{u}, \tilde{\vartheta})} \leq \frac{C}{\sqrt{t - s}}.
\]

Since this estimate holds for all \( t < T_{\text{Boot}} \) with a uniform constant \( C \), we conclude (7.1.13) in this case.
We now prove (7.1.33). To this end, we will show that

\[
\frac{\dot{X}_\mu(s, \tilde{u}, \vartheta)}{\mu(s, \tilde{u}, \vartheta)} \leq 2H^{1/2} \sqrt{\mu(s, \tilde{u}, \vartheta) - \mu_{(\text{Min})}(s, \tilde{u})}. \tag{7.1.35}
\]

Then viewing RHS (7.1.35) as a function of the real variable \(\mu(s, \tilde{u}, \vartheta)\) (with all other parameters fixed) on the domain \([\mu_{(\text{Min})}(s, \tilde{u}), \infty)\), we carry out a simple calculus exercise to find that RHS (7.1.35) \(\leq H^{1/2} \frac{1}{\sqrt{\mu_{(\text{Min})}(s, \tilde{u})}}\), which yields (7.1.33).

We now prove (7.1.35). Let \(u_1\) be as defined just above (7.1.32). For any \(u' \in [u_*, \tilde{u}]\), we use the mean value theorem to obtain

\[
\dot{F}(\tilde{u}) - \dot{F}(u') \leq H(\tilde{u} - u'), \quad F(\tilde{u}) - F(u') \geq \min_{u'' \in [u', \tilde{u}]} \dot{F}(u'')(\tilde{u} - u'). \tag{7.1.36}
\]

Setting \(u_1 := \tilde{u} - \frac{1}{2} \frac{\dot{F}(\tilde{u})}{H}\), we find from the first estimate in (7.1.36) that for \(u' \in [u_1, \tilde{u}]\), we have \(\dot{F}(u') \geq \frac{1}{2} \dot{F}(\tilde{u})\). Using also the second estimate in (7.1.36), we find that \(F(\tilde{u}) - F(u_1) \geq \frac{1}{2} \dot{F}(\tilde{u})(\tilde{u} - u_1) = \frac{1}{4} \frac{\dot{F}^2(\tilde{u})}{H}\). Noting that the definition (7.1.32) of \(\mu_{(\text{Min})}\) implies that \(F(u_1) \geq \mu_{(\text{Min})}(s, \tilde{u})\), we deduce from the previous estimate that

\[
\mu(s, \tilde{u}, \vartheta) - \mu_{(\text{Min})}(s, \tilde{u}) \geq \frac{1}{4} \frac{[\dot{X}_\mu(s, \tilde{u}, \vartheta)]^2}{H}. \tag{7.1.37}
\]

Taking the square root of (7.1.37), rearranging, and dividing by \(\mu(s, \tilde{u}, \vartheta)\), we conclude the desired estimate (7.1.35).

It remains for us to prove (7.1.34). Reasoning as in the proof of (7.1.27)-(7.1.30) and using (7.1.26), we find that for \(0 \leq s \leq t \leq T_{(\text{Boot})}\) and \(u' \in [0, u]\), we have \(\mu_{(\text{Min})}(s, u') \geq \{1 - C_* \alpha - C_\varepsilon\} (1 - ks) \geq \{1 - C_* \alpha - C_\varepsilon\} \kappa(t - s)\). From these two inequalities, we conclude (7.1.34).

**Proof of (7.1.21)**: A straightforward modification of the proof of (7.1.15a), based on equations (7.1.1d) and (7.1.8), yields that for \(0 \leq s_1 \leq s_2 \leq t < T_{(\text{Boot})}\) and \((u', \vartheta) \in (-)^{\nu_i}\), we have

\[
\frac{\mu(s_2, u', \vartheta)}{\mu(s_1, u', \vartheta)} = \left\{1 + O(\varepsilon)\right\} \left\{1 + \frac{L\mu(t, u', \vartheta)}{\mu(u', \vartheta) - M(0, u', \vartheta; t)} s_2 \right\} \left\{1 + \frac{L\mu(t, u', \vartheta)}{\mu(u', \vartheta) - M(0, u', \vartheta; t)} s_1 \right\}. \tag{7.1.21}
\]

The estimate (7.1.21) then follows as a simple consequence.

**Proof of (7.1.18), (7.1.19), and (7.1.20)**: By (7.1.5), if \((u', \vartheta) \in (-)^{\nu_i}\) and \(0 \leq s' \leq s \leq t < T_{(\text{Boot})}\), then \([L\mu]_+(s', u', \vartheta) \leq C_\varepsilon\) and \(L\mu(s', u, \vartheta) \geq -C_\varepsilon\). Integrating the latter estimate with respect to \(s'\) from 0 to \(s\) and using (7.1.3), we find that \(\mu(s, u', \vartheta) \geq 1 - C_* \alpha - C_\varepsilon\). Moreover, from (5.7.6a), we have the crude bound \(\mu(s, u', \vartheta) \leq C\). The desired bounds (7.1.18), (7.1.19), and (7.1.20) now readily follow from these estimates.

**Proof of (7.1.22)**: By (7.1.5), if \((u', \vartheta) \in (-)^{\nu_i}\) and \(0 \leq s \leq t < T_{(\text{Boot})}\), then \([L\mu]_+(s, u', \vartheta) = [L\mu]_+(t, u', \vartheta) + O(\varepsilon) = O(\varepsilon)\). The desired bound (7.1.22) thus follows.
7.2. Sharp time-integral estimates involving $\mu$. In deriving a priori energy estimates, we use a Gronwall argument that features time integrals involving difficult factors of $\mu^{-B}$ for various constants $B > 0$. In the next proposition, we bound these time integrals.

Proposition 7.7 (Fundamental estimates for time integrals involving $\mu^{-1}$). Let

$$1 < B \leq 100$$

be a real number. The following estimates hold for $(t, u) \in [0, T_{\text{Boot}}) \times [0, U_0]$.

Estimates relevant for borderline top-order spacetime integrals. There exist constants $C_\star > 0$ (see Subsect. 1.6 regarding our use of the notation $C_\star$) and $C > 0$ such that

$$\int_{s=0}^{t} \left\| L \mu^{-1} \right\|_{L^\infty(\Sigma_s)} \frac{1}{\mu^B(s, u)} \, ds \leq \frac{1 + C_\star \hat{\alpha} + C \varepsilon^{1/2}}{B - 1} \mu^{-B}(t, u). \quad (7.2.1)$$

Estimates relevant for borderline top-order hypersurface integrals. Let $(-)_{\Sigma_{t, u}^u}$ be the subset of $\Sigma_t$ defined in (7.1.10d). There exist constants $C_\star > 0$ and $C > 0$ such that

$$\left\| L \mu \right\|_{L^\infty((-)_{\Sigma_{t, u}^u})} \int_{s=0}^{t} \frac{1}{\mu^B(s, u)} \, ds \leq \frac{1 + C_\star \hat{\alpha} + C \varepsilon^{1/2}}{B - 1} \mu^{-B}(t, u). \quad (7.2.2)$$

Estimates relevant for less dangerous top-order spacetime integrals. There exists a constant $C > 0$ such that

$$\int_{s=0}^{t} \frac{1}{\mu^B(s, u)} \, ds \leq C \left\{ 1 + \frac{1}{B - 1} \right\} \mu^{-B}(t, u). \quad (7.2.3)$$

Estimates for integrals that lead to only $\ln \mu^{-1}$ degeneracy. There exist constants $C_\star > 0$ and $C > 0$ such that

$$\int_{s=0}^{t} \frac{1}{\mu^B(s, u)} \, ds \leq (1 + C_\star \hat{\alpha} + C \varepsilon^{1/2}) \ln \mu^{-1}(t, u) + C_\star \hat{\alpha} + C \varepsilon^{1/2}, \quad (7.2.4)$$

$$\int_{s=0}^{t} \frac{1}{\mu(s, u)} \, ds \leq C \left\{ \ln \mu^{-1}(t, u) + 1 \right\}. \quad (7.2.5)$$

Estimates for integrals that break the $\mu^{-1}$ degeneracy. There exists a constant $C > 0$ such that

$$\int_{s=0}^{t} \frac{1}{\mu^{9/10}(s, u)} \, ds \leq C. \quad (7.2.6)$$

---

64In practice, to close our energy estimates, we need only to consider values of $B$ that are significantly less than 100. At this point in the paper, we prefer to allow $B$ to be as large as 100 so that we have a comfortable margin of error later in the paper.
Proof. See Subsect. 5.2 for some comments on the analysis.

**Proof of (7.2.1), (7.2.2), and (7.2.4):** To prove (7.2.1), we first consider the case \( \kappa \geq \frac{\varepsilon}{2} \) in (7.1.15b). Using (7.1.15a) and (7.1.15b), we deduce that

\[
\int_{s=0}^{t} \left\| L \mu_{B}(s, u) \right\|_{L_{\infty}(\Sigma_{2})} ds = \left\{ 1 + \mathcal{O}_{\ast}(\hat{\alpha}) + \mathcal{O}(\varepsilon^{1/2}) \right\} \int_{s=0}^{t} \frac{\kappa}{(1 - \kappa s)^{B}} ds
\]

as desired. We now consider the remaining case \( \kappa \leq \frac{\varepsilon}{2} \) in (7.1.15b). Using (7.1.15a), (7.1.15b), and the fact that \( 0 \leq s \leq t < T_{\text{Boot}} = 2\delta_{*}^{-1} \), we see that for \( \varepsilon \) sufficiently small relative to \( \delta_{*} \), we have

\[
\int_{s=0}^{t} \frac{1}{\mu_{*}^{B}(s, u)} ds \leq C \varepsilon^{1/2} \int_{s=0}^{t} \frac{1}{\mu_{*}^{B}(s, u)} ds 
\]

as desired. We have thus proved (7.2.1).

Inequality (7.2.4) can be proved using similar arguments and we omit the details.

Inequality (7.2.2) can be proved using similar arguments with the help of the estimate (7.1.23) and we omit the details.

**Proof of (7.2.3), (7.2.5), and (7.2.6):** To prove (7.2.3), we first use (7.1.15a) to deduce

\[
\int_{s=0}^{t} \frac{1}{\mu_{*}^{B}(s, u)} ds = C \int_{s=0}^{t} \frac{1}{(1 - \kappa s)^{B}} ds
\]

where \( \kappa = \kappa(t, u) \) is defined in (7.1.14). We first assume that \( \kappa \leq \frac{1}{4} \delta_{*} \). Then since \( 0 \leq t < T_{\text{Boot}} < 2\delta_{*}^{-1} \), we see from (7.1.15a) that \( \mu_{*}(s, u) \geq \frac{1}{4} \) for \( 0 \leq s \leq t \) and that RHS (7.2.9) \( \leq C \leq C \mu_{*}^{1-B}(t, u) \) as desired. In the remaining case, we have \( \kappa > \frac{1}{4} \delta_{*} \), and we can use (7.1.15a), the estimate \( \frac{1}{\kappa} \leq C \), and (7.1.26) to bound RHS (7.2.9) by

\[
C \frac{1}{(B - 1) \left( 1 - \kappa t \right)^{B-1}} \leq \frac{C}{(B - 1)} \mu_{*}^{1-B}(t, u) \text{ as desired.}
\]

Inequalities (7.2.5) and (7.2.6) can be proved in a similar fashion. We omit the details, aside from remarking that the last step of the proof of (7.2.6) relies on the trivial estimate \( (1 - \kappa t)^{1/10} \leq 1 \).

\[\square\]

8. **Pointwise estimates for the error terms**

In this section, we use some estimates that we established in prior sections to derive pointwise estimates for the error terms that we encounter in our energy estimates. Remark 5.1 especially applies in this section.
8.1. Definition of “harmless” error terms. Most error terms that we encounter are harmless in the sense that they remain negligible all the way up to the shock. We now precisely define what we mean by “harmless.”

**Definition 8.1 (Harmless terms).** A $Harmless^{[1,N]}$ term is any term such that under the data-size and bootstrap assumptions of Subsects. 3.3-3.6 and the smallness assumptions of Subsect. 3.8, the following bound holds on $\mathcal{M}_{T(\text{Boot}),U_0}$ (see Subsect. 3.2 regarding the vectorfield operator notation):

$$
|Harmless^{[1,N]}| \lesssim |\mathcal{Z}^{[1,N+1]} \Psi| + |\mathcal{Z}^{[1,N]} \gamma| + |\mathcal{D}^{[1,N]} \gamma|.
$$

(8.1.1)

A $Harmless^{\leq N}_{(\text{Slow})}$ term is any term such that under the data-size and bootstrap assumptions of Subsects. 3.3-3.6 and the smallness assumptions of Subsect. 3.8, the following bound holds on $\mathcal{M}_{T(\text{Boot}),U_0}$:

$$
|Harmless^{\leq N}_{(\text{Slow})}| \lesssim |\mathcal{D}^{\leq N} \vec{W}|.
$$

(8.1.2)

**Remark 8.2 (A difference compared to [29]).** Our definition of $Harmless^{[1,N]}$ terms is similar to the definition of the $Harmless^{\leq N}$ terms featured in [29], the difference being that here we do not allow for the presence of order 0 terms on RHS (8.1.1). The reason for our slightly different definition is that in this paper, some of the order 0 quantities are controlled by the smallness parameter $\hat{\alpha}$ rather than by $\hat{\epsilon}$, and we find it convenient to highlight that (based in part on our assumptions (1.7.5) on the semilinear inhomogeneous terms) such order 0 quantities do not appear in our energy estimates. Our definition of $Harmless^{\leq N}_{(\text{Slow})}$ terms accounts for the harmless error terms corresponding to the slow wave variable $\vec{W}$. Note that terms that are order 0 in $\vec{W}$ are allowed on RHS (8.1.2).

8.2. Identification of the key difficult error terms in the commuted equations. As we mentioned, most error terms that arise upon commuting the wave equations are negligible. In the next proposition, we identify those error terms that are not.

**Proposition 8.3 (Identification of the key difficult error term factors).** Recall that $\rho$ is the scalar function from Lemma 2.29. For $1 \leq N \leq 18$, we have the following estimates:

$$
\mu\Box_g(Y^{N-1}L\Psi) = (\partial^\# \Psi) \cdot (\mu \partial Y^{N-1} \text{tr}_g \chi) + Harmless^{[1,N]} + Harmless^{\leq N}_{(\text{Slow})},
$$

(8.2.1a)

$$
\mu\Box_g(Y^N \Psi) = (\vec{X} \Psi) Y^N \text{tr}_g \chi + \rho (\partial^\# \Psi) \cdot (\mu \partial Y^{N-1} \text{tr}_g \chi) + Harmless^{[1,N]} + Harmless^{\leq N}_{(\text{Slow})}.
$$

(8.2.1b)

Furthermore, if $2 \leq N \leq 18$ and $\mathcal{D}^N$ is any $N$th order $\mathcal{P}_a$-tangential operator except for $Y^{N-1}L$ or $Y^N$, then

$$
\mu\Box_g(\mathcal{D}^N \Psi) = Harmless^{[1,N]} + Harmless^{\leq N}_{(\text{Slow})}.
$$

(8.2.2)
In addition, for $1 \leq N \leq 18$, we have the following estimates, $(i, j = 1, 2)$:

$$
\mu \partial_i \mathcal{P}^N w_0 = \mu(h^{-1})^{ab} \partial_a \mathcal{P}^N w_b + 2\mu(h^{-1})^0a \partial_a \mathcal{P}^N w_0 + \text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})},
$$

(8.2.3a)

$$
\mu \partial_i w_i = \mu \partial_i w_0 + \text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})},
$$

(8.2.3b)

$$
\mu \partial_i w = \mu w_0 + \text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})},
$$

(8.2.3c)

$$
\mu \partial_i w_j = \mu \partial_j w_i + \text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})}.
$$

(8.2.3d)

Finally, we have the following estimates:

$$
\mu \partial_i w_0 = \mu(h^{-1})^{ab} \partial_a w_b + 2\mu(h^{-1})^0a \partial_a w_0 + \text{Harmless}^{[1,1]} + \text{Harmless}^{\leq 0}_{(\text{Slow})},
$$

(8.2.4a)

$$
\mu \partial_i w_i = \mu \partial_i w_0,
$$

(8.2.4b)

$$
\mu \partial_i w = \mu w_0,
$$

(8.2.4c)

$$
\mu \partial_i w_j = \mu \partial_j w_i.
$$

(8.2.4d)

**Proof.** See Subsect. 5.2 for some comments on the analysis. We first establish (8.2.3a). From Lemmas 2.37 and 2.39 and the assumptions on the semilinear inhomogeneous terms stated in (1.7.5), we see that the products of $\mu$ and the semilinear inhomogeneous terms on the second line of RHS (1.7.11a) are of the schematic form $f(\gamma, \vec{W}, \vec{X}, \Psi, \bar{\Psi}) P \bar{\Psi} + f(\gamma, \vec{W}, \vec{X}, \Psi, \bar{\Psi}) \vec{W}$. Thus, from the $L^\infty$ estimates of Prop. 5.9, we find that the $\mathcal{P}^N$ derivatives of these terms are bounded in magnitude by $\lesssim \left| \mathcal{P}^{[1,N+1]}_{\ast} \Psi \right| + \left| \mathcal{P}^{[1,N]}_{\ast} Y \right| + \left| \mathcal{P}^{\leq N} \vec{W} \right| = \text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})}$. To complete the proof of (8.2.3a), it remains for us to bound the commutator terms $[\mu \partial_i, \mathcal{P}^N] w_0$, $[(h^{-1})^{ab} \partial_a, \mathcal{P}^N] w_b$, and $[(h^{-1})^0a \partial_a, \mathcal{P}^N] w_0$. We show how to bound the last one; the first two can be bounded similarly. From Lemmas 2.37 and 2.39 and the fact that $(h^{-1})^{a\beta} = (h^{-1})^{a\beta}(\Psi, \vec{W})$, we see that obtaining the desired bounds is equivalent to showing that $[f(\gamma, \vec{W}), P, \mathcal{P}^N] w_0 + [f(\gamma, \vec{W}) \vec{X}, \mathcal{P}^N] w_0 = \text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})}$. To obtain these estimates, we use the commutator estimates (5.6.1) and (5.6.5) with $f = w_0$, the algebraic identity provided by Lemma 2.40 (which allows us to replace $\vec{X} \vec{W}$ with $\vec{W}$ up to error terms), and the $L^\infty$ estimates of Prop. 5.9.

To derive (8.2.3b)-(8.2.3d), we use the same reasoning that we used in the previous paragraph; the analysis is even simpler since, in view of the absence of semilinear inhomogeneous terms on RHSs (1.7.11b)-(1.7.11d), we encounter only commutator error terms.

The estimates (8.2.4a)-(8.2.4d) can be established via arguments similar to but simpler than the ones we used to derive (8.2.3d)-(8.2.3d), and we therefore omit the details.

We now prove the estimates (8.2.1a)-(8.2.2). These estimates were essentially proved in [29, Proposition 11.2], based in part on estimates that are analogs of the estimates of Lemmas 5.5 and 5.6 and the $L^\infty$ estimates of Prop. 5.9. However, the derivatives of $\mu \times$ the semilinear inhomogeneous terms on RHS (1.7.2a) were not treated in [29] (because these terms were not present in that paper). To handle these “new” terms, we first use Lemma 2.37 and the assumptions (1.7.5) to deduce that $\mu \times$ the semilinear inhomogeneous terms on RHS (1.7.2a) are of the schematic form $f(\gamma, \vec{W}, \vec{X}, \Psi, \bar{\Psi}) P \bar{\Psi} + f(\gamma, \vec{W}, \vec{X}, \Psi, \bar{\Psi}) \vec{W}$. Thus, for the same reasons given in the first paragraph of the proof, the $\mathcal{P}^N$ derivatives of
these terms are Harmless\(^{[1,N]}\) + Harmless\(^{≤N}_{(\text{Slow})}\) as desired. We also clarify that the right-hand sides of the estimates \((8.2.1a)-(8.2.2)\) do not feature the order 0 terms |Ψ| or |γ|. This is different compared to the analogous estimates stated in [29, Proposition 11.2], but follows from the proof given there and from the commutator estimates of Lemmas 5.7 and 5.8 (see also the remarks made in the discussion of the proofs of Lemmas 5.7 and 5.8 and Prop. 5.9).

8.3. Pointwise estimates for the most difficult product. Out of all products that we encounter in the energy estimates, the most difficult one to control is the first product on RHS (8.2.1b), namely \((\ddot{X}Ψ)Y^N\text{tr}_{\#}X\). In the next proposition, we derive pointwise estimates for this difficult product. We also derive pointwise estimates for the error term factor \(\mu Y^N\text{tr}_{\#}X\), which is much easier to control due to the factor of \(\mu\). Compared to previous works, the estimates of the proposition involve new terms stemming from the influence of the slow wave variable \(\ddot{W}\) on \(\text{tr}_{\#}X\), that is, on the null mean curvature of the characteristics corresponding to the fast wave \(Ψ\).

**Proposition 8.4 (The key pointwise estimate for \((\ddot{X}Ψ)Y^N\text{tr}_{\#}X\)).** For \(1 \leq N \leq 18\), let

\[
(Y^N)\mathcal{D}^* := \mu Y^N\text{tr}_{\#}X + Y^N \left\{ -G_{LL}\ddot{X}Ψ - \frac{1}{2}\mu\text{tr}_{\#}G\Psi - \frac{1}{2}\mu G_{LL}\Psi + \mu\mathcal{C}_{\#}\cdot \phi\Psi \right\}. \tag{8.3.1}
\]

We have the following pointwise estimate:

\[
\left| (\ddot{X}Ψ)Y^N\text{tr}_{\#}X \right| (t, u, \vartheta) \leq 2 \left\| \frac{[\mathcal{L}]_{\mu}}{\mu} \right\|_{L^\infty(\Sigma_t^u)} \left| \ddot{X}Y^NΨ \right| (t, u, \vartheta) \tag{8.3.2}
\]

\[+ 4 \left\| \frac{[\mathcal{L}]_{\mu}}{\mu} \right\|_{L^\infty(\Sigma_t^u)} \int_{t=0}^{t} \left\| \frac{[\mathcal{L}]_{\mu}}{\mu} \right\|_{L^\infty(\Sigma_{t'}^u)} \left| \ddot{X}Y^NΨ \right| (t', u, \vartheta)\ dt'
\]

\[+ \text{Error},
\]

where

\[
|\text{Error}| (t, u, \vartheta) \lesssim \frac{1}{\mu_* (t, u)} \left| (Y^N)\mathcal{D}^* \right| (0, u, \vartheta) + \left| \mathcal{D}^{[1,N+1]:1}_{\#}Ψ \right| (t, u, \vartheta) \tag{8.3.3}
\]

\[+ \frac{1}{\mu_* (t, u)} \left| \mathcal{D}^{[1,N]:1}_{\#}Ψ \right| (t, u, \vartheta)
\]

\[+ \frac{1}{\mu_* (t, u)} \left| \mathcal{D}^{[1,N]}Ψ \right| (t, u, \vartheta) + \frac{1}{\mu_* (t, u)} \left| \mathcal{D}^{[1,N]}Ψ \right| (t, u, \vartheta)
\]

\[+ \frac{1}{\mu_* (t, u)} \int_{t'=0}^{t} \frac{1}{\mu_* (t', u)} \left| \ddot{X}\mathcal{D}^NΨ \right| (t', u, \vartheta)\ dt'
\]

\[+ \frac{1}{\mu_* (t, u)} \int_{t'=0}^{t} \left| \mathcal{D}^{[1,N+1]:1}_{\#}Ψ \right| (t', u, \vartheta)\ dt'
\]

\[+ \frac{1}{\mu_* (t, u)} \int_{t'=0}^{t} \frac{1}{\mu_* (t', u)} \left\{ \left| \mathcal{D}^{[1,N]:1}_{\#}Ψ \right| + \left| \mathcal{D}^{[1,N]}Ψ \right| + \left| \mathcal{D}^{[1,N]}Ψ \right| \right\} (t', u, \vartheta)\ dt'
\]

\[+ \frac{1}{\mu_* (t, u)} \int_{t'=0}^{t} \left| \mathcal{D}^{≤N}\ddot{W} \right| (t', u, \vartheta)\ dt'.
\]
Furthermore, we have the following less precise pointwise estimate:

\[
\left| \mu^{Y^N} \text{tr}_Y X \right| (t, u, \vartheta) \quad \text{(8.3.4)}
\]

\[
\lesssim \left| (Y^N)\mathcal{L}^{N} \right| (0, u, \vartheta) + \mu \left| \mathcal{P}^{N+1} \Psi \right| (t, u, \vartheta) + \left| \tilde{X} \mathcal{P}^{N} \Psi \right| (t, u, \vartheta)
\]

\[
+ \left| \mathcal{L}^{[1,N;1]} (t, u, \vartheta) + \left| \mathcal{P}^{[1,N]} \gamma \right| (t, u, \vartheta) + \left| \mathcal{P}^{[1,N]} \gamma \right| (t, u, \vartheta)
\]

\[
+ \int_{t'}^{t} \frac{1}{\mu^*(t', u)} \left| \tilde{X} \mathcal{P}^{N} \Psi \right| (t', u, \vartheta) dt' + \int_{t'}^{t} \left| \mathcal{L}^{[1,N;1]} (t', u, \vartheta) \right| dt'
\]

\[
+ \int_{t'}^{t} \frac{1}{\mu^*(t', u)} \left\{ \left| \mathcal{L}^{[1,N;1]} (t', u, \vartheta) \right| + \left| \mathcal{P}^{[1,N]} \gamma \right| + \left| \mathcal{P}^{[1,N]} \gamma \right| \right\} (t', u, \vartheta) dt'
\]

\[
+ \int_{t'}^{t} \left| \mathcal{P}^{N} \mathcal{W} \right| (t', u, \vartheta) dt'.
\]

**Proof outline.** The estimate (8.3.2) was essentially proved in [29, Proposition 11.10], based in part on estimates that are analogs of the estimates of Lemmas 5.5 and 5.6, the \(L^\infty\) estimates of Prop. 5.9, the estimate (6.3.5), and the estimates of Prop. 7.6. We note that on RHS (8.3.3), we have corrected a typo that appeared in [29]. Specifically, the factor \(\left| \tilde{X} \mathcal{P}^{N} \Psi \right|\) in the term \(\varepsilon \frac{1}{\mu^*(t, u)} \int_{t'}^{t} \frac{1}{\mu^*(t', u)} \left| \tilde{X} \mathcal{P}^{N} \Psi \right| (t', u, \vartheta) dt'\) on RHS (8.3.3) was mistakenly listed as \(\left| \mathcal{L}^{[N;1]} \Psi \right|\) in [29, Equation (11.33)]. We also clarify that RHS (8.3.2) does not feature the order 0 terms \(|\Psi|\) or \(|\gamma|\). This is different compared to the analogous estimates stated in [29, Proposition 11.10], but follows from the proof given there (for reasons similar to the ones that we described in the discussion of the proofs of Lemmas 5.7 and 5.8, Prop. 5.9, and Prop. 8.3). In addition, we note that in [29, Proposition 11.10], the coefficient in front of the analog of the second product on RHS (8.3.2) was stated as \(4\) rather than \(1\). Here, we have relegated the \(C\varepsilon\) contribution to the error term \(\varepsilon \frac{1}{\mu^*(t, u)} \int_{t'}^{t} \cdots \) on the fourth line of RHS (8.3.3); this is a minor (essentially cosmetic) change that is justified by the arguments given in the proof of [29, Proposition 11.10].

The only new term appearing on RHS (8.3.2) compared to [29, Proposition 11.10] is the last one on RHS (8.3.3) (which involves the time integral of \(\mathcal{P}^{[N]} \mathcal{W}^t\), whose origin we now explain. To do this, we must explain some features of the proof of (8.3.2), which relies on the “modified” version of \(\text{tr}_Y X\) described in Subsect. 1.8.6, namely the quantity \((Y^N)\mathcal{L}\) defined in (8.3.1). As we explained in the discussion below equation (1.8.40), we are forced to work with \((Y^N)\mathcal{L}\) in order to avoid losing a derivative at the top order. Specifically, to prove (8.3.2), one first derives a transport equation for \((Y^N)\mathcal{L}\) (see the proof of [29, Lemma 11.9] for more details) of the form \(L(\iota(Y^N)\mathcal{L}) = \cdots\), where \(\iota\) is an appropriately defined integrating factor that verifies \(\iota(s, u, \vartheta) = \{1 + \mathcal{O}(\varepsilon)\}\) \(\frac{\mu^2(0, u, \vartheta)}{\mu^2(s, u, \vartheta)}\), and \(\cdots\) contains, among other terms, \(\frac{1}{2} Y^N (\mu G_{LL} \times \text{RHS } (1.7.2a))\); the terms generated by \(\frac{1}{2} Y^N (\mu G_{LL} \times \text{RHS } (1.7.2a))\) are the new ones compared to the terms found in [29, Proposition 11.10]. Using Lemmas 2.37 and 2.39 and our assumptions (1.7.5) on the semilinear inhomogeneous terms, we see that
\[ \frac{1}{2}iY^N (\mu G_{LL} \times \text{RHS (1.7.2a)}) = iY^N \left\{ f(\gamma, \vec{W}, X\Psi, P\Psi)P\Psi + f(\gamma, \vec{W}, X\Psi, P\Psi)\vec{W} \right\}. \]

Therefore, with the help of the \( L^\infty \) estimates of Prop. 5.9, we can pointwise bound these new terms in magnitude by \( \lesssim \iota \left| \mathcal{P}_{i}^{[1, N+1]:1|\Psi} \right| + \iota \left| \mathcal{P}_{i} \leq N \vec{W} \right| + \iota \left| \mathcal{P}_{i}^{[1, N]} |\gamma \right| \). Revisiting the proofs of [29, Lemma 11.9] and [29, Lemma 11.10], which are based on integrating the evolution equation \( L(\iota Y^N) \vec{X} = \cdots \) in time, we obtain, using the above pointwise bounds for the new terms in \( \cdots \), the following estimate:

\[ \left| \mu Y^N \text{tr} \chi \right| (t, u, \vartheta) \leq C \left\{ \sup_{0 \leq t' \leq t} \mu(t, u, \vartheta) \right\}^2 \times \int_{t' = 0}^{t} \left| \mathcal{P}_{i} \leq N \vec{W} \right| (t', u, \vartheta) dt' + \cdots, \]

where the factor \( \left\{ \sup_{0 \leq t' \leq t} \mu(t, u, \vartheta) \right\}^2 \) is generated by the integrating factor \( \iota \) and \( \cdots \) now denotes terms of the same type that appeared in the proof of [29, Lemma 11.9]. From Def. 7.4 and the estimates (7.1.18) and (7.1.21), we find that

\[ \sup_{0 \leq t' \leq t} \mu(t, u, \vartheta) \lesssim C. \] (8.3.5)

It therefore follows that

\[ \left| (\vec{X}\Psi) Y^N \text{tr} \chi \right| (t, u, \vartheta) \leq C \frac{1}{\mu(t, u, \vartheta)} \left| \vec{X}\Psi \right| (t, u, \vartheta) \int_{t' = 0}^{t} \left| \mathcal{P}_{i} \leq N \vec{W} \right| (t', u, \vartheta) dt' + \cdots \] (8.3.6)

where \( \cdots \) again denotes terms that appear in the proof of [29, Lemma 11.9] (and thus on RHS (8.3.2) as well) and to obtain the last inequality in (8.3.6), we used the simple bound \( \left\| \vec{X}\Psi \right\|_{L^\infty (\Sigma^\iota \cup \Sigma)} \lesssim 1 \) (that is, (5.7.3c)). This explains the origin of the last term on RHS (8.3.3) and completes our proof outline of (8.3.2).

Similarly, the estimate (8.3.4) was essentially obtained in [29, Proposition 11.10] using ideas similar to but simpler than the ones used in the proof of (8.3.2). The new terms mentioned in the previous paragraph also make a contribution to RHS (8.3.4) for essentially the same reason that they appeared on RHS (8.3.6). Specifically, they lead to the last term on RHS (8.3.4). In closing, we note that RHS (8.3.4) is less singular with respect to factors \( \frac{1}{\mu} \) compared to RHS (8.3.2). The reason is that LHS (8.3.4) has an extra factor of \( \mu \) in it compared to LHS (8.3.2).

\[ \square \]

8.4. Pointwise estimates for the remaining terms in the energy estimates. We now derive pointwise estimates for the energy estimates error integrands \( (T) \mathcal{P}_{(i)}[f] \) from RHS (4.3.1) and the error integrand \( \{1 + \gamma I(\gamma)\} \mathcal{W}[\vec{V}] \) from (4.3.4).

Lemma 8.5 (Pointwise bounds for the remaining error terms in the energy estimates). Consider the error terms \( (T) \mathcal{P}_{(1)}[f], \ldots, (T) \mathcal{P}_{(5)}[f] \) defined in (4.3.2a)-(4.3.2e). Let \( \varsigma > 0 \) be a real number. Then the following pointwise estimate holds without any absolute
value taken on the left, where the implicit constants are independent of \( \varsigma \):

\[
\sum_{i=1}^{5} (T)\mathcal{P}_{(i)}[f] \lesssim (1 + \varsigma^{-1})(L f)^2 + (1 + \varsigma^{-1})(\dot{X} f)^2 + \mu|\dot{f}|^2 + \varsigma\delta_*|\phi f|^2
\]  

(8.4.1)

\[
+ \frac{1}{\sqrt{T(\text{Boot}) - t}} \mu|\dot{f}|^2.
\]

In addition, we have the following pointwise estimate for the error integrand \( \{1 + \gamma f(\gamma)\} \mathcal{W}[\dot{V}] \) on RHS (4.3.4), where \( \mathcal{W}[\dot{V}] \) is defined by (4.3.5):

\[
\{1 + \gamma f(\gamma)\} \mathcal{W}[\dot{V}] \lesssim |\dot{V}|^2.
\]

(8.4.2)

**Remark 8.6.** In deriving energy estimates, we will rely on the estimate (8.4.1) with \( \mathcal{P}^{N} \Psi \) in the role of \( f \) and the estimate (8.4.2) with \( \mathcal{P}^{N} \dot{W} \) in the role of \( \dot{V} \).

**Proof.** See Subsect. 5.2 for some comments on the analysis. We first prove (8.4.1). Only the term \((T)\mathcal{P}_{(3)}[f]\) is difficult to treat. Specifically, using (2.12.3c), (2.12.3d), (5.5.1b), and the \( L^\infty \) estimates of Props. 5.9 and 6.2, it is straightforward to verify that the terms in braces on RHSs (4.3.2a), (4.3.2b), (4.3.2d), and (4.3.2e) are bounded in magnitude by \( \lesssim 1 \). It follows that for \( i = 1, 2, 4, 5 \), \( (T)\mathcal{P}_{(i)}[f] \) is \( \lesssim \) the terms on the first line of RHS (8.4.1). The quantities \( \varsigma \) and \( \delta_* \) appear on RHS (8.4.1) because we use Young’s inequality to bound \((T)\mathcal{P}_{(5)}[f] \leq |L f||\phi f| \leq \varsigma^{-1}\delta_*^{-1}(L f)^2 + \varsigma\delta_*|\phi|^2 \leq C\varsigma^{-1}(L f)^2 + \varsigma\delta_*|\phi|^2 \). Similar remarks apply to \((T)\mathcal{P}_{(3)}[f] \). To bound \((T)\mathcal{P}_{(3)}[f] \), we also use (7.1.11) and (7.1.13), which allow us to bound the first two terms in braces on RHS (4.3.2e). Note that since no absolute value is taken on LHS (8.4.1), we can replace the factor \( (\dot{X} \mu)/\mu \) from RHS (4.3.2c) with the factor \( [\dot{X} \mu]/\mu \), which is bounded by (7.1.13). This completes our proof of (8.4.1).

To prove (8.4.2), we first use Lemmas 2.37 and 2.39 to deduce that \( \mu \partial_k \left( (h^{-1})^{\alpha\beta}(\Psi, \dot{W}) \right) = f(\gamma)P \Psi + f(\gamma)X \dot{\Psi} + f(\gamma)P \dot{W} + f(\gamma)X \dot{W} \). From this schematic identity and the \( L^\infty \) estimates of Prop. 5.9, we obtain the bounds \( |(h^{-1})^{\alpha\beta}(\Psi, \dot{W})| \lesssim 1 \), \( |\mu \partial_k \left( (h^{-1})^{\alpha\beta}(\Psi, \dot{W}) \right) | \lesssim 1 \), \( |1 + \gamma f(\gamma)| \lesssim 1 \), and \( \mu \lesssim 1 \), from which the desired estimate (8.4.2) easily follows. 

\[ \square \]

9. Energy estimates and improvements of the fundamental \( L^\infty \) bootstrap assumptions

In this section, we derive the main estimates of this article: a priori \( L^2 \) estimates for the solution up to top order. As a simple corollary, we will also derive strict improvements of the fundamental \( L^\infty \) bootstrap assumptions (BA \( \Psi - \dot{W} \)). Remark 5.1 especially applies in this section.

9.1. Definitions of the fundamental \( L^2 \)-controlling quantities. In this subsection, we define the quantities that we use to control the solution in \( L^2 \) up to top order.

**Definition 9.1** (The main coercive quantities used for controlling the solution and its derivatives in \( L^2 \)). In terms of the energies and null fluxes of Defs. 4.1 and 4.3
we define
\[ Q_N(t, u) := \max_{\mu = |\mu|} \sup_{(t', u') \in [0, t] \times [0, u]} \left\{ \mathcal{E}(\text{Fast})[\mathcal{R}_t \Psi](t', u') + \mathcal{F}(\text{Fast})[\mathcal{R}_t \Psi](t', u') \right\}, \]
\[ Q_{[1,N]}(t, u) := \max_{1 \leq M \leq N} Q_M(t, u), \]
\[ \mathcal{W}_N(t, u) := \max_{\mu = |\mu|} \sup_{(t', u') \in [0, t] \times [0, u]} \left\{ \mathcal{E}(\text{Slow})[\mathcal{R}_t \tilde{W}](t', u') + \mathcal{F}(\text{Slow})[\mathcal{R}_t \tilde{W}](t', u') \right\}, \]
\[ \mathcal{W}_{\leq N}(t, u) := \max_{M \leq N} \mathcal{W}_M(t, u). \]

We use the following coercive spacetime integrals to control non-\(\mu\)-weighted error integrals involving geometric torus derivatives. These integrals are generated by the term
\[ \frac{1}{2} \int_{M_{t,u}} |L\mu| - |d\lambda|^2 \text{ on the RHS of the fast wave energy identity (4.3.1).} \]

**Definition 9.2 (Key coercive spacetime integrals).** We associate the following integrals to \(\Psi\), where \(L\mu = |L\mu|\) when \(L\mu < 0\) and \(L\mu = 0\) when \(L\mu \geq 0\):
\[ \mathcal{K}[\Psi](t, u) := \frac{1}{2} \int_{M_{t,u}} |L\mu| - |\Psi|^2 d\varpi, \]
\[ \mathcal{K}_N(t, u) := \max_{\mu = |\mu|} \mathcal{K}[\mathcal{R}_t \Psi](t, u), \]
\[ \mathcal{K}_{[1,N]}(t, u) := \max_{1 \leq M \leq N} \mathcal{K}_M(t, u). \]

**Remark 9.3 (The energies vanish for simple plane wave solutions).** Note that for simple outgoing plane wave solutions, if \(N \geq 1\), then \(Q_{[1,N]}(t, u) \equiv 0\), \(\mathcal{W}_{\leq N}(t, u) \equiv 0\), and \(\mathcal{K}_{[1,N]}(t, u) \equiv 0\). Hence, in some sense, \(Q_{[1,N]}\) and \(\mathcal{W}_{\leq N}\) measure the extent to which the solution deviates from a simple outgoing plane wave. These facts are tied to Lemma \[9.9\] below and to the fact that \(\tilde{\varepsilon} = 0\) for simple outgoing plane wave solutions.

9.2. **The coerciveness of the fundamental \(L^2\)-controlling quantities.**

9.2.1. **Preliminary lemmas.** In this subsection, we quantify the coerciveness of the \(L^2\)-controlling quantities that we defined in Subsect. \[9.1\]. We start with a lemma that provides an identity for the time derivative of integrals over the tori \(\ell_{t,u}\).

**Lemma 9.4.** \[29\] **Lemma 3.6; Identity for the time derivative of \(\ell_{t,u}\) integrals** The following identity holds for scalar-valued functions \(f\):
\[ \frac{\partial}{\partial t} \int_{\ell_{t,u}} f d\lambda_g = \int_{\ell_{t,u}} \{ Lf + tr_g \chi_f \} d\lambda_g. \]

In the next lemma, we derive estimates for the metric component \(v\) defined in (2.6.2).

**Lemma 9.5 (Pointwise estimates for \(v\)).** Let \(v > 0\) be the scalar function defined in (2.6.2). The following estimates hold (see Subsect. \[1.6\] regarding our use of the notation \(\mathcal{C}_\Psi(\cdot)\)):
\[ v(t, u, \vartheta) = \{1 + \mathcal{O}(\varepsilon)\} v(0, u, \vartheta) = 1 + \mathcal{O}_\Psi(\varepsilon) + \mathcal{O}(\varepsilon). \]
Proof. See Subsect. 5.2 for some comments on the analysis. Using (2.11.1c) and (5.7.8a), we deduce $L \ln \nu = \mathcal{O}(\varepsilon)$. Integrating in time, we deduce $\ln \nu(t, u, \vartheta) = \ln \nu(0, u, \vartheta) + \mathcal{O}(\varepsilon)$, which yields the first equality in (9.2.2). The second equality in (9.2.2) then follows from the first one and the estimate $\nu(0, u, \vartheta) = 1 + \mathcal{O}(\alpha)$, which we now derive. To this end, we first note that by construction, we have $\Theta|_{t=0} = \vartheta$. Hence, from (1.7.6)-(1.7.7) and (3.3.3a), we conclude that $\nu^2|_{t=0} = g(\Theta, \Theta)|_{t=0} = g_{22}|_{t=0} = 1 + \mathcal{O}(\alpha)$ as desired. \qed

In the next lemma, we compare various integrals that are computed with respect to forms evaluated at different times.

**Lemma 9.6 (Comparison results for integrals).** Let $p = p(\vartheta)$ be a non-negative function of $\vartheta$. Then the following estimates hold for $(t, u) \in [0, T_{(\text{Boot})}) \times [0, U_0)$:

$$
\int_{\vartheta \in \Sigma^u_t} p(\vartheta) d\lambda_{\bar{g}(0, u, \vartheta)} = \{1 + \mathcal{O}(\varepsilon)\} \int_{\ell \in \Sigma^u_t} p(\vartheta) d\lambda_{\bar{g}(t, u, \vartheta)}. \tag{9.2.3}
$$

Furthermore, let $p = p(u', \vartheta)$ be a non-negative function of $(u', \vartheta) \in [0, u] \times T$ that does not depend on $t$. Then for $s, t \in [0, T_{(\text{Boot})})$ and $u \in [0, U_0)$, we have:

$$
\int_{\Sigma^u_s} p \, d\omega = \{1 + \mathcal{O}(\varepsilon)\} \int_{\Sigma^u_t} p \, d\omega. \tag{9.2.4}
$$

Proof. From (2.16.1) and the first equality in (9.2.2), we deduce that $d\lambda_{\bar{g}(t, u, \vartheta)} = \{1 + \mathcal{O}(\varepsilon)\} d\lambda_{\bar{g}(0, u, \vartheta)}$, which yields (9.2.3). (9.2.4) then follows from (9.2.3) and the fact that $d\omega(t, u', \vartheta) = d\lambda_{\bar{g}(t, u', \vartheta)} du'$ along $\Sigma^u_t$. \qed

We now provide a simple variant of Minkowski’s inequality for integrals.

**Lemma 9.7 (Estimate for the norm $\|\cdot\|_{L^2(\Sigma^u_t)}$ of time-integrated functions).** Let $f$ be a scalar function and set $F(t, u, \vartheta) := \int_{t'=0}^t f(t', u, \vartheta) \, dt'$. The following estimate holds:

$$
\|F\|_{L^2(\Sigma^u_t)} \leq (1 + C \varepsilon) \int_{t'=0}^t \|f\|_{L^2(\Sigma^u_{t'})} \, dt'. \tag{9.2.5}
$$

Proof. Recall that $\|F\|_{L^2(\Sigma^u_t)} := \left\{ \int_{t'=0}^t F^2(t, u, \vartheta) \, d\lambda_{\bar{g}(t, u, \vartheta)} \right\}^{1/2}$. Using (9.2.3), we deduce that for $0 \leq t' \leq t$, we have $d\lambda_{\bar{g}(t, u, \vartheta)} = \{1 + \mathcal{O}(\varepsilon)\} d\lambda_{\bar{g}(0, u, \vartheta)}$. (9.2.5) follows from this estimate and from applying Minkowski’s inequality for integrals (with respect to the measure $d\lambda_{\bar{g}(0, u', \vartheta)} \, du'$) to the equation defining $F$. \qed

**9.2.2. The coerciveness of the fundamental $L^2$-controlling quantities.** We now provide the main lemma of Subsect. 9.2

**Lemma 9.8 (The coerciveness of the fundamental $L^2$-controlling quantities).** Let $1 \leq M \leq N \leq 18$, and let $\mathcal{P}^M$ be an $M$th-order $\mathcal{P}$-tangential vectorfield operator. We have the following bounds for $(t, u) \in [0, T_{(\text{Boot})}) \times [0, U_0)$:

$$
\mathcal{Q}_{[1,N]}(t, u) \geq \max \left\{ \frac{1}{2} \left\| \sqrt{\mu} L \mathcal{P}^M \Psi \right\|_{L^2(\Sigma^u_t)}^2, \left\| \bar{X} \mathcal{P}^M \Psi \right\|_{L^2(\Sigma^u_t)}^2, \frac{1}{2} \left\| \sqrt{\mu} \bar{d} \mathcal{P}^M \Psi \right\|_{L^2(\Sigma^u_t)}^2, \right. \tag{9.2.6}
$$

$$
\left. \left\| L \mathcal{P}^M \Psi \right\|_{L^2(\mathcal{P}^M_0)}^2, \left\| \sqrt{\mu} \bar{d} \mathcal{P}^M \Psi \right\|_{L^2(\mathcal{P}^M_0)}^2 \right\}. \quad \Delta
$$
Moreover, if \( 1 \leq M \leq N \leq 18 \), then the following bounds hold:

\[
\| \mathcal{P}^M \Psi \|_{L^2(\Sigma_T^0)} \leq C \varepsilon + C Q_{[1,N]}^{1/2}(t,u),
\]

\[
\| \mathcal{P}^M \Psi \|_{L^2(t_1,u)} \leq C \varepsilon + C \int_{t_1}^t \frac{1}{\mu_{1/2}(t',u)} Q_{[1,N]}^{1/2}(t',u) dt'.
\]

(9.2.7a)

(9.2.7b)

In addition, with \( 1_{\{\mu \leq 1/4\}} \) denoting the characteristic function of the spacetime subset \( \{(t,u,\vartheta) \in [0,\infty) \times [0,U_0] \times \mathbb{T} | \mu(t,u,\vartheta) \leq 1/4\} \), then for \( 1 \leq M \leq N \leq 18 \), we have the following bound:

\[
\| \Phi_{[1,N]}(t,u) \| \geq \frac{1}{8} \delta \int_{\mathcal{M}_{t,u}} 1_{\{\mu \leq 1/4\}} |\Phi_{\mathcal{M}}^M \Psi|^2 d\varpi.
\]

(9.2.8)

In addition, for \( M \leq N \leq 18 \), we have the following bounds:

\[
\| \mathcal{W}_{\leq N}(t,u) \| \geq \frac{1}{C} \| \sqrt{\mu} \mathcal{P}^M \mathcal{W} \|_{L^2(\Sigma_T^0)}^2 + \frac{1}{C} \| \mathcal{P}^M \mathcal{W} \|_{L^2(P_{N}^0)}^2.
\]

(9.2.9)

Finally, for \( 0 \leq M \leq N-1 \leq 17 \), we have the following bounds:

\[
\| \mathcal{P}^M \mathcal{W} \|_{L^2(\Sigma_T^0)} \leq C \varepsilon + C \| \mathcal{W}_{\leq N}(t,u) \|_{L^2(\Sigma_T^0)}^{1/2} \leq C \varepsilon + C \int_{t_1}^t \frac{1}{\mu_{1/2}(t',u)} \| \mathcal{W}_{\leq N}(t',u) \|_{L^2(\Sigma_T^0)} dt'.
\]

(9.2.10a)

(9.2.10b)

Proof. (9.2.6) follows as a straightforward consequence of definition (4.1.1a), Young’s inequality, and definition (9.1.1b).

(9.2.8) follows from the estimate (7.1.12) and definition (9.1.2c).

The estimate (9.2.9) is a straightforward consequence of Lemma 4.4 and definition (9.1.1d).

To prove (9.2.7a), we first note that it suffices to obtain the desired estimate for \( \| \mathcal{P}^M \Psi \|_{L^2(t_1,u)} \).

The reason is that we can integrate the corresponding estimate for \( \| \mathcal{P}^M \Psi \|_{L^2(t_1,u)}^2 \) with respect to \( u \) to obtain the desired bound for \( \| \mathcal{P}^M \Psi \|_{L^2(\Sigma_T^0)}^2 \). To obtain the desired bound (9.2.7a) for \( \| \mathcal{P}^M \Psi \|_{L^2(t_1,u)} \), we first use (9.2.1) with \( f = |\mathcal{P}^M \Psi|^2 \), Young’s inequality, and the estimate (5.7.8a) to obtain

\[
\frac{d}{dt} \int_{t_1,u} |\mathcal{P}^M \Psi|^2 d\lambda_{y(t',u),\vartheta} = \int_{t_1,u} \left\{ L \left( |\mathcal{P}^M \Psi|^2 \right) + \text{tr} \mathcal{X} |\mathcal{P}^M \Psi|^2 \right\} d\lambda_{y(t',u),\vartheta}
\]

\[
\leq \int_{t_1,u} \left\{ L \mathcal{P}^M \Psi \right\}^2 d\lambda_{y(t',u),\vartheta} + C \int_{t_1,u} |\mathcal{P}^M \Psi|^2 d\lambda_{y(t',u),\vartheta}.
\]

Integrating (9.2.11) with respect to time starting from time 0, we obtain

\[
\| \mathcal{P}^M \Psi \|_{L^2(t_1,u)}^2 \leq \| \mathcal{P}^M \Psi \|_{L^2(t_0,u)}^2 + \| L \mathcal{P}^M \Psi \|_{L^2(P_{N}^0)}^2 + C \int_{t' = 0}^t \| \mathcal{P}^M \Psi \|_{L^2(t',u)}^2 dt'.
\]

(9.2.12)

From the small-data assumption (3.3.8a), we see that the first term on RHS (9.2.12) is \( \lesssim \varepsilon^2 \), while from (9.2.6), we see that the second term \( \| L \mathcal{P}^M \Psi \|_{L^2(P_{N}^0)}^2 \) is \( \lesssim Q_M(t,u) \leq Q_{[1,N]}(t,u) \). Using these bounds and applying Gronwall’s inequality to (9.2.12), we conclude the desired estimate \( \| \mathcal{P}^M \Psi \|_{L^2(t_1,u)}^2 \lesssim \varepsilon^2 + Q_{[1,N]}(t,u) \).
To prove (9.2.7b), we first use the fundamental theorem of calculus to express \( \mathcal{D}^M \Psi(t, u, \vartheta) = \mathcal{D}^M \Psi(0, u, \vartheta) + \int_{t' = 0}^{t} L \mathcal{D}^M \Psi(t', u, \vartheta) \, dt' \). The desired estimate now follows from this identity, (9.2.4) with \( s = 0 \) (which implies that \( \| \mathcal{D}^M \Psi(0, \cdot) \|_{L^2(\Sigma^t_u)} = \{1 + \mathcal{O}(\varepsilon)\} \| \mathcal{D}^M \Psi \|_{L^2(\Sigma^t_u)} \) ), Lemma 9.7, the small-data assumption (3.3.2a), and (9.2.6). To prove (9.2.10b), we use a similar argument based on the small-data assumption (3.3.2b) and (9.2.9).

Finally, we note that (9.2.10a) follows from arguments similar to the ones that we used to prove the estimate (9.2.7b) for \( \| \mathcal{D}^M \Psi \|_{L^2(t', u)} \) together with the small-data assumption (3.3.8b).

\[ \square \]

9.2.3. The initial smallness of the fundamental \( L^2 \)-controlling quantities. The next lemma shows that the fundamental \( L^2 \)-controlling quantities of Def. 9.1 are initially small.

**Lemma 9.9 (The fundamental controlling quantities are initially small).** Assume that \( 1 \leq N \leq 18 \). Under the data-size assumptions of Subsect. 3.5, the following estimates hold for \( (t, u) \in [0, 2\delta^{-1}_s] \times [0, U_0] \) (see also Remark 9.3):

\[
\begin{align*}
Q_{[1,N]}(0, u), Q_{[1,N]}(t, 0) & \lesssim \varepsilon^2, \\
W_{\leq N}(0, u), & \lesssim \varepsilon^2.
\end{align*}
\]

**Proof.** We first note that by (3.4.5a) and (3.4.6b), we have \( \mu \approx 1 \) along \( \Sigma^t_0 \) and along \( \mathcal{P}_0^{2\delta^{-1}_s} \). Using these estimates, (4.1.1a)-(4.1.1b), (4.2.1a)-(4.2.1b), and Def. 9.1, we see that

\[
\begin{align*}
Q_{[1,18]}(0, 1) & \lesssim \| \mathcal{D}_s^{[1,19]} \|_{L^2(\Sigma^t_0)}^2, \\
W_{\leq 18}(0, 1) & \lesssim \| \mathcal{P}^{\leq 18} \|_{L^2(\Sigma^t_0)}^2.
\end{align*}
\]

The estimates (9.2.13a)-(9.2.13b) now follow from (9.2.14)-(9.2.15) and the data assumptions (3.3.2a), (3.3.2b), (3.3.5a), and (3.3.5b). \[ \square \]

9.3. The main a priori energy estimates. In this subsection, we state our main a priori energy estimates. The main step in their proof is deriving \( L^2 \) estimates for the error terms in the commuted equations; we carry out this technical analysis in later subsections.

9.3.1. The system of integral inequalities verified by the energies. We start with a proposition in which we provide the system of integral inequalities verified by the energies. Its proof is located in Subsect. 9.5.

**Proposition 9.10 (Integral inequalities for the fundamental \( L^2 \)-controlling quantities).** Assume that \( 1 \leq N \leq 18 \) and let \( \varsigma > 0 \) be a real number.

**Integral inequalities relevant for top-order energy estimates.** Let \( (-))^\varsigma_{\text{ult}} \) be the subset of \( \Sigma^t \) defined in (7.1.10d). There exists a constant \( C > 0 \), independent of \( \varsigma \), such that following estimates hold for \( (t, u) \in [0, T_{(\text{Boot})}) \times [0, U_0] \), where the fourth-from-last product on RHS (9.3.1a) (which depends on \( Q_{[1,N-1]} \)) is absent in the case \( N = 1 \) and we recall that
we defined the notation $O_\bullet(\cdot)$ in Subsect. 1.6:
\[
\max \left\{ Q_{[1,N]}(t, u), \mathbb{K}_{[1,N]}(t, u), \mathbb{W}_{\leq N}(t, u) \right\}
\leq C(1 + \epsilon^{-1}) \frac{\epsilon^2}{\mu_*^{3/2}}(t, u) 
+ \left\{ 6 + O_\bullet(\alpha) \right\} \int_{t'=0}^{t} \frac{\|[L \mu]_{-}\|_{L^\infty(\Sigma_{t'})}}{\mu_*(t', u)} Q_{[1,N]}(t', u) \, dt'
+ \left\{ 8 \right\} \int_{t'=0}^{t} \frac{\|[L \mu]_{-}\|_{L^\infty(\Sigma_{t'})}}{\mu_*(t', u)} Q_{[1,N]}^{1/2}(t', u) \int_{s=0}^{t'} \frac{\|[L \mu]_{-}\|_{L^\infty(\Sigma_{s})}}{\mu_*(s, u)} Q_{[1,N]}^{1/2}(s, u) \, ds \, dt'
+ \left\{ 2 + O_\bullet(\alpha) \right\} \int_{t'=0}^{t} \frac{Q_{[1,N]}^{1/2}(t', u)}{\mu_*^{1/2}(t, u)} \|L \mu\|_{L^\infty(\Sigma_{t'})} \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \, dt'
+ C \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \int_{s=0}^{t'} \frac{1}{\mu_*(s, u)} Q_{[1,N]}^{1/2}(s, u) \, ds \, dt'
+ C \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t, u)} Q_{[1,N]}^{1/2}(t, u) \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \, dt'
+ C \int_{t'=0}^{t} \frac{Q_{[1,N]}^{1/2}(t, u)}{\mu_*^{1/2}(t, u)} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t, u) \, dt'
+ C \int_{t'=0}^{t} \frac{1}{\sqrt{T_{\text{Boot}}(t') - t'}} Q_{[1,N]}(t', u) \, dt'
+ C(1 + \epsilon^{-1}) \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \, dt'
+ C \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \int_{s=0}^{t'} \frac{1}{\mu_*(s, u)} Q_{[1,N]}^{1/2}(s, u) \, ds \, dt'
+ C \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \int_{s=0}^{t'} \frac{1}{\mu_*(s, u)} \int_{s'=0}^{s} \frac{1}{\mu_*^{1/2}(s', u)} Q_{[1,N]}^{1/2}(s', u) \, ds' \, ds \, dt'
+ C(1 + \epsilon^{-1}) \int_{t'=0}^{u} Q_{[1,N]}(t, u') \, du'
+ C \int_{t'=0}^{t} Q_{[1,N]}(t, u) + C \zeta Q_{[1,N]}(t, u) + C \zeta \mathbb{K}_{[1,N]}(t, u)
+ C \int_{t'=0}^{t} \frac{1}{\mu_*^{5/2}(t', u)} Q_{[1,N-1]}(t', u) \, dt'
+ C \int_{t'=0}^{t} \frac{1}{\mu_*^{1/2}(t', u)} Q_{[1,N]}^{1/2}(t', u) \int_{s=0}^{t'} \frac{1}{\mu_*^{1/2}(s, u)} \mathbb{W}_{\leq N}^{1/2}(s, u) \, ds \, dt'
+ C \int_{t'=0}^{t} \mathbb{W}_{\leq N}(t', u) \, dt'
+ C(1 + \epsilon^{-1}) \int_{t'=0}^{u} \mathbb{W}_{\leq N}(t, u') \, du'.
Integral inequalities relevant for below-top-order energy estimates. Moreover, if \( 2 \leq N \leq 18 \), then we have the following estimates:

\[
\max \left\{ Q_{[1,N-1]}(t,u), K_{[1,N-1]}(t,u), \mathcal{W}_{\leq N-1}(t,u) \right\} \leq C \varepsilon^2
\]

\[
+ C \int_{t'=0}^{t} \frac{1}{\mu^{'1/2}(t',u)} Q_{[1,N-1]}^{1/2}(t',u) \int_{s=0}^{t'} \frac{1}{\mu^{'1/2}(s,u)} Q_{[1,N]}^{1/2}(s,u) \, ds \, dt'
\]

\[
+ C \int_{t'=0}^{t} \frac{1}{\sqrt{T(Boot) - t'}} Q_{[1,N-1]}^{1/2}(t',u) \, dt'
\]

\[
+ C(1 + \varsigma^{-1}) \int_{t'=0}^{t} \frac{1}{\mu^{'1/2}(t',u)} Q_{[1,N-1]}^{1/2}(t',u) \, dt'
\]

\[
+ C \tilde{\varepsilon} \int_{t'=0}^{t} \frac{1}{\mu^{'1/2}(t',u)} Q_{[1,N-1]}^{1/2}(t',u) \, dt'
\]

\[
+ C(1 + \varsigma^{-1}) \int_{u'=0}^{u} Q_{[1,N-1]}(t,u') \, du'
\]

\[
+ C \varsigma \mathcal{K}_{[1,N-1]}(t,u)
\]

\[
+ C \int_{t'=0}^{t} \mathcal{W}_{\leq N-1}(t',u) \, dt'
\]

\[
+ C(1 + \varsigma^{-1}) \int_{u'=0}^{u} \mathcal{W}_{\leq N-1}(t,u') \, du'.
\]

Remark 9.11 (The significance of the “boxed-constant-involving” integrals). The boxed-constant-involving products on RHS (9.3.1a), such as \( \left\{ \mathcal{O}_\text{6} + \mathcal{O}_\text{7} \right\} \int_{t'=0}^{t} \cdots \) are particularly important in that the boxed constants control the maximum possible blowup-rates of our high-order energies. Moreover, the maximum possible energy blowup-rates affect the number of derivatives that we need to close the estimates. These are the reasons that we carefully track the size of the boxed constants. See the proof of Prop. 9.12 for further discussion.

9.3.2. The main a priori energy estimates. We now provide the main a priori energy estimates.

Proposition 9.12 (The main a priori energy estimates). There exists a constant \( C > 0 \) such that under the data-size and bootstrap assumptions of Subsects. 3.3-3.6 and the smallness assumptions of Subsect. 3.8, the following estimates hold for \((t,u) \in [0,T_{(Boot)}] \times [0,U_0]\):

\[
Q_{[1,13+M]}^{1/2}(t,u) + K_{[1,13+M]}^{1/2}(t,u) + \mathcal{W}_{[1,13+M]}^{1/2}(t,u) \leq C \varepsilon \mu^{-(M+9)}(t,u), \quad (0 \leq M \leq 5),
\]

(9.3.2a)

\[
Q_{[1,12]}^{1/2}(t,u) + K_{[1,12]}^{1/2}(t,u) + \mathcal{W}_{[1,12]}^{1/2}(t,u) \leq C \tilde{\varepsilon}.
\]

(9.3.2b)

Discussion of proof. Based on the inequalities of Prop. 9.10 and the sharp estimates of Props. 7.6 and 7.7, the proof of [29] Proposition 14.1] applies with only very minor changes that in
particular account for the terms depending on \( \mathbb{W}_N \), \( N = 1, 2, \cdots, 18 \). In fact, if one views the quantities max \{ \( Q_{[1,N]}(t, u) \), \( K_{[1,N]}(t, u) \), \( \mathbb{W}_{\leq N}(t, u) \) \} and max \{ \( Q_{[1,N-1]}(t, u) \), \( K_{[1,N-1]}(t, u) \), \( \mathbb{W}_{\leq N-1}(t, u) \) \} to be the unknowns in the system of inequalities (9.3.1a)–(9.3.1b), then the proof of [29, Proposition 14.1] goes through almost verbatim. For this reason, we omit the details, noting only that the sharp estimates of Prop. 7.7 are essential for handling the “boxed-constant-involving” products on RHS (9.3.1a) and that the smallness of some factors of type \( O_\cdot(\hat{\alpha}) \) is important for controlling the size of various error term coefficients (such as the coefficients \( 6 + O_\cdot(\hat{\alpha}) \) and \( 2 + O_\cdot(\hat{\alpha}) \) on RHS (9.3.1a) and the factors on the right-hand sides of the estimates of Prop. 7.7 of the form \( C_\cdot(\hat{\alpha}) \)). We also note that the proof of [29, Proposition 14.1] shows that the size of the boxed constants is directly tied to the energy blowup-rates on RHS (9.3.2a). In particular, the boxed constants control the “maximum top-order energy blowup-rate” of \( \mu^{5.9}_\cdot(t, u) \), which is featured on RHS (9.3.2a) in the top-order case \( M = 5 \).

\[\square\]

9.3.3. **Strict improvement of the fundamental bootstrap assumptions.** Using the energy estimates provided by Prop. 9.12, we can derive strict improvements of the fundamental \( L^\infty \) bootstrap assumptions \( (\mathbf{B} \mathbf{A}\Psi - \mathbf{W}) \). The main ingredient in this vein is the following simple Sobolev embedding result.

**Lemma 9.13 (Sobolev embedding along \( \ell_{t,u} \)).** The following estimate holds for scalar-valued functions \( f \) defined on \( \ell_{t,u} \) for \( (t, u) \in [0, T(\text{Boot})] \times [0, U_0] \):

\[\|f\|_{L^\infty(\ell_{t,u})} \leq C \|Y^{\leq 1} f\|_{L^2(\ell_{t,u})}. \tag{9.3.3}\]

**Proof.** Standard Sobolev embedding on \( \mathbb{T} \) yields \( \|f\|_{L^\infty(\mathbb{T})} \leq C \|\Theta^{\leq 1} f\|_{L^2(\mathbb{T})} \), where the integration measure defining \( \| \cdot \|_{L^2(\mathbb{T})} \) is \( d\theta \). Next, we note the estimate \( |Y| = 1 + O_\cdot(\hat{\alpha}) + O(\varepsilon) \), which follows from the proof of Lemma 5.3 and Cor. 5.10. Similarly, from Def. 2.22 and the estimate (9.2.2), we deduce the estimate \( |\Theta| = 1 + O_\cdot(\hat{\alpha}) + O(\varepsilon) \). It follows that \( |\Theta^{\leq 1} f| \leq C |Y^{\leq 1} f| \) and hence \( \|f\|_{L^\infty(\mathbb{T})} \leq C \|\Theta^{\leq 1} f\|_{L^2(\mathbb{T})} \leq C \|Y^{\leq 1} f\|_{L^2(\mathbb{T})} \). Also using the estimate (9.2.2), and referring to definition (2.16.2a), we conclude (9.3.3). \(\square\)

We now derive strict improvements of the bootstrap assumptions \( (\mathbf{B} \mathbf{A}\Psi - \mathbf{W}) \).

**Corollary 9.14 (Strict improvement of the fundamental \( L^\infty \) bootstrap assumptions).** The fundamental bootstrap assumptions \( (\mathbf{B} \mathbf{A}\Psi - \mathbf{W}) \) stated in Subsect. 3.6 hold with RHS \( (\mathbf{B} \mathbf{A}\Psi - \mathbf{W}) \) replaced by \( C\hat{\varepsilon} \). In particular, if \( C\hat{\varepsilon} < \varepsilon \), then we have obtained a strict improvement of the bootstrap assumptions \( (\mathbf{B} \mathbf{A}\Psi - \mathbf{W}) \) on \( M_{T(\text{Boot})} U_0 \).

**Proof.** From (9.2.7a), (9.2.10a), the a priori energy estimates stated in (9.3.2b), and the Sobolev embedding result (9.3.3), we deduce that \( \|\mathcal{Q}^{[1,11]} \|_{L^\infty(\ell_{t,u})} \lesssim \hat{\varepsilon} + \mathbb{W}^{1/2}_{[1,12]}(t, u) \lesssim \hat{\varepsilon} \) and \( \|\mathcal{Q}^{\leq 10} \|_{L^\infty(\ell_{t,u})} \lesssim \hat{\varepsilon} + \mathbb{W}^{2}_{[1,12]}(t, u) \lesssim \hat{\varepsilon} \), from which the desired estimates easily follow. \(\square\)

**Remark 9.15 (The main step in the article).** In view of Cor. 9.14, we have justified the fundamental \( L^\infty \) bootstrap assumptions until the time of first shock formation. This is the main step in the article.
9.4. **Estimates for the energy error integrals.** It remains for us to prove Prop. 9.10. The proof is located in Subsect. 9.5. To prove the proposition, we must bound all of the error integrals appearing in the energy-null flux identities (up to top order) of Props. 4.6 and 4.7 in terms of the fundamental $L^2$-controlling quantities. The error integrals are generated by the inhomogeneous terms on the RHS of the equations of Prop. 8.3 as well as the integrands from Lemma 8.5 (see also Remark 8.6).

9.4.1. **Estimates for the most difficult top-order energy estimate error term.** As an important first step, in the next lemma, we bound the norm $\| \cdot \|_{L^2(\Sigma^\tau)}$ of the most difficult product that we encounter, namely the product $(\dot{X}\Psi)Y^N \text{tr}_g X$ on the RHS of the wave equation (8.2.1b) verified by $Y^N \Psi$. The proof of the lemma is based on the pointwise estimates of Prop. 8.4 which in turn was based on the modified quantities described in Subsubsection 1.8.6. We recall that the modified quantity (8.3.1) was needed in the proof of Prop. 8.4 in order to avoid the loss of a derivative at the top order.

**Lemma 9.16 (L$^2$ bound for the most difficult product).** Assume that $1 \leq N \leq 18$. There exists a constant $C > 0$ such that the following $L^2$ estimate holds for the difficult product $(\dot{X}\Psi)Y^N \text{tr}_g X$ from Prop. 8.4:

\[
\left\| (\dot{X}\Psi)Y^N \text{tr}_g X \right\|_{L^2(\Sigma^\tau)} \leq 2 \left[ \left\| \frac{[L\mu]}{\mu_* (t, u)} \right\|_{L^\infty(\Sigma^\tau)} Q_{[1,N]}^{1/2} (t, u) + \frac{4}{\mu_* (t, u)} \int_t^\tau \left\| \frac{[L\mu]}{\mu_* (s, u)} \right\|_{L^\infty(\Sigma^\tau)} Q_{[1,N]}^{1/2} (s, u) ds + C \varepsilon \frac{1}{\mu_* (t, u)} \int_t^\tau \frac{1}{\mu_* (s, u)} Q_{[1,N]}^{1/2} (s, u) ds + C \frac{1}{\mu_* (t, u)} \int_{s=0}^\tau \frac{1}{\mu_* (s', u)} \int_{s=0}^{s'} \frac{1}{\mu_*^{1/2} (s, u)} Q_{[1,N]}^{1/2} (s, u) ds ds' + C \frac{1}{\mu_*^{1/2} (t, u)} Q_{[1,N]}^{1/2} (t, u) + C \frac{1}{\mu_*^{3/2} (t, u)} Q_{[1,N-1]}^{1/2} (t, u) \right. \\
\left. + C \frac{1}{\mu_*^{1/2} (t, u)} \int_{s=0}^\tau \frac{1}{\mu_*^{1/2} (s, u)} \mathcal{W}_{\leq N}^{1/2} (s, u) ds + C \frac{1}{\mu_*^{3/2} (t, u)} \varepsilon \right].
\]
Furthermore, we have the following less precise estimate:

\[
\|\mu Y^N \text{tr}_g X\|_{L^2(\Sigma^N_t)} \lesssim Q_{[1,N]}^{1/2}(t, u) + \int_{s=0}^{t} \frac{1}{\mu_*(s, u)} Q_{[1,N]}^{1/2}(s, u) \, ds 
+ \int_{s=0}^{t} \frac{1}{\mu_*^{1/2}(s, u)} \mathcal{W}^{1/2}_{\le N}(s, u) \, ds + \epsilon \left\{ \ln \mu_*^{-1}(t, u) + 1 \right\}.
\] (9.4.2)

Proof outline. To prove (9.4.1), we start by taking the norm \(\| \cdot \|_{L^2(\Sigma^N_t)}\) of both sides of inequality (8.3.2). The norms \(\| \cdot \|_{L^2(\Sigma^N_t)}\) of all terms on RHS (8.3.2) were bounded in the proof of [29, Lemma 14.8] up to the following five remarks: i) As we noted in our proof outline of (8.3.2), the right-hand side of (8.3.2) does not feature the order 0 terms \(|\Psi|\) or \(|\gamma|\), which is different than the analogous estimate stated in [29]. It is for this reason that RHS (9.4.1) does not feature any term of size \(O|\gamma|\). ii) The typo correction mentioned in the proof of Prop. 8.4 is important for the proof of [29, Lemma 14.8]. iii) The last term \(\frac{1}{\mu_*(t, u)} \int_{t'=0}^{t} |\mathcal{P}^{\le N} \tilde{W}|(t', u, \vartheta) \, ds\) on RHS (8.3.3) was not present in [29]. To handle this last term, we use (9.2.5) and (9.2.9) to bound its norm \(\| \cdot \|_{L^2(\Sigma^N_t)}\) by

\[
\le C \frac{1}{\mu_*(t, u)} \int_{s=0}^{t} \left\| \mathcal{P}^{\le N} \tilde{W} \right\|_{L^2(\Sigma^N_t)} \, ds \le C \frac{1}{\mu_*(t, u)} \int_{s=0}^{t} \frac{1}{\mu_*^{1/2}(s, u)} \mathcal{W}^{1/2}_{\le N}(s, u) \, ds.
\] (9.4.3)

Clearly RHS (9.4.3) is bounded by the next-to-last product on RHS (9.4.1) as desired. iv) In [29, Lemma 14.8], the coefficient of the analog of the second product on RHS (9.4.1) was stated as 4.05 rather than 4. We note that due to the remarks made in the proof outline of Prop. 8.4, in the present paper, we have relegated the “additional 0.05 contribution” to the error term \(C_\varepsilon \cdots\) on RHS (9.4.1); this is a minor (essentially cosmetic) change that we described in our proof outline of Prop. 8.4. v) In the case \(N = 1\), we use the estimate (9.2.7b) with \(M = 1\) to bound the norm \(\| \cdot \|_{L^2(\Sigma^N_t)}\) of the product \(\frac{1}{\mu_*(t, u)} |\mathcal{Z}_s^{[1,N]}|^{1/2} \Psi|(t, u, \vartheta)\) on RHS (8.3.3) by \(\le\) the sum of the fifth product on RHS (9.4.1) and the last product on RHS (9.4.1). This detail was not mentioned in [29, Lemma 14.8]; it is relevant because the term \(C \frac{1}{\mu_*(t, u)} Q_{[1,N]}^{1/2}(t, u)\) on RHS (9.4.1), which can be used to help control the norm \(\| \cdot \|_{L^2(\Sigma^N_t)}\) of the term \(\frac{1}{\mu_*(t, u)} |\mathcal{Z}_s^{[1,N]}|^{1/2} \Psi|(t, u, \vartheta)\) when \(N > 1\), is absent from RHS (9.4.1) in the case \(N = 1\). This completes our proof outline of (9.4.1).

The estimate (9.4.2) can similarly be proved by taking the norm \(\| \cdot \|_{L^2(\Sigma^N_t)}\) of both sides of inequality (8.3.4). All terms were handled in the proof of [29, Lemma 14.8] (remark i) from the previous paragraph also applies here) except for the last term \(\int_{t'=0}^{t} |\mathcal{P}^{\le N} \tilde{W}|(t', u, \vartheta) \, dt'\) on RHS (8.3.4), which, by the arguments given in the previous paragraph, can be bounded in the norm \(\| \cdot \|_{L^2(\Sigma^N_t)}\) by \(\le C \int_{s=0}^{t} \frac{1}{\mu_*^{1/2}(s, u)} \mathcal{W}^{1/2}_{\le N}(s, u) \, ds\) as desired. \(\square\)

9.4.2. \(L^2\) bounds for less degenerate top-order error integrals. In the next lemma, we bound some up-to-top-order error integrals that appear in our energy estimates. As in the proof of Lemma 9.16, the proof relies on modified quantities, which are needed to avoid the loss of
a derivative. However, the estimates of the lemma are much less degenerate than those of Lemma 9.16 because of the availability of a helpful factor of $\mu$ in the integrands.

**Lemma 9.17 (Bounds for less degenerate top-order error integrals).** Assume that $1 \leq N \leq 18$, let $\mathcal{P}_N$ be any $N^{th}$ order $\mathcal{P}_u$-tangential operator, and let $\rho$ be the scalar function from Lemma 2.29. We have the following following integral estimates:

\[
\left| \int_{\mathcal{M}_{t,u}} (X \mathcal{P}_N \Psi) \left( \frac{\rho}{1} \right) (\mu_d Y^{-1} \mathfrak{g} X) d\varpi \right| \quad (9.4.4a)
\]

\[
\leq \int_{t' = 0}^{t} \{ \ln \mu^{-1}(t', u) + 1 \}^2 Q_{[1,N]}(t', u) dt' + \int_{u' = 0}^{u} Q_{[1,N]}(t, u') du' + \int_{t' = 0}^{t} \mathbb{W}_{\leq N}(t', u) dt' + \hat{\epsilon}^2,
\]

\[
\int_{\mathcal{M}_{t,u}} (1 + 2\mu)(L \mathcal{P}_N \Psi) \left( \frac{\rho}{1} \right) (\mu_d Y^{-1} \mathfrak{g} X) d\varpi \quad (9.4.4b)
\]

\[
\leq \int_{t' = 0}^{t} \{ \ln \mu^{-1}(t', u) + 1 \}^2 Q_{[1,N]}(t', u) dt' + \int_{u' = 0}^{u} Q_{[1,N]}(t, u') du' + \int_{t' = 0}^{t} \mathbb{W}_{\leq N}(t', u) dt' + \hat{\epsilon}^2.
\]

**Proof.** See Subsect. 5.2 for some comments on the analysis. To prove (9.4.4b), we use the fact that $\rho = f(\gamma)\gamma$ (see (2.12.2c)), the $L^\infty$ estimates of Prop. 5.9, Cauchy–Schwarz, and (9.2.6) to deduce

\[
\text{LHS } (9.4.4b) \leq \int_{\mathcal{M}_{t,u}} |L \mathcal{P}_N \Psi|^2 d\varpi + \int_{\mathcal{M}_{t,u}} |\mu Y^{-1} \mathfrak{g} X|^2 d\varpi \quad (9.4.5)
\]

\[
\leq \int_{u' = 0}^{u} |L \mathcal{P}_N \Psi|^2_2 d\varpi + \int_{t' = 0}^{t} \| \mu Y^{-1} \mathfrak{g} X \|^2_{L^2(\Sigma_T)} dt' + \int_{t' = 0}^{t} \| \mu Y^{-1} \mathfrak{g} X \|^2_{L^2(\Sigma_T)} dt'.
\]

To complete the proof of (9.4.4b), we must handle the final integral on RHS (9.4.5). To bound the integral by $\leq$ RHS (9.4.4b), we bound the integrand $\| \mu Y^{-1} \mathfrak{g} X \|^2_{L^2(\Sigma_T)}$ by using inequality (9.4.2) (with $t'$ in place of $t$), simple estimates of the form $ab \lesssim a^2 + b^2$, and the following bounds for the two time integrals on RHS (9.4.2):

\[
\int_{s = 0}^{s'} 1 \mu^{-1/2}_{x}(s, u) ds \lesssim \int_{s = 0}^{s'} 1 \mu^{-1/2}_{x}(s, u) ds \lesssim \mathbb{W}_{\leq N}^{1/2}(t', u).
\]

The above two bounds follow from (7.2.5) and the fact that $Q_{[1,N]}$ and $\mathbb{W}_{\leq N}$ are increasing in their arguments. These steps yield that all terms generated by $\int_{t' = 0}^{t} \| \mu Y^{-1} \mathfrak{g} X \|^2_{L^2(\Sigma_T)} dt'$ are
\( \lesssim \) RHS (9.4.4b), except for the following integral generated by the last term on RHS (9.4.2):
\[
\bar{\epsilon}^2 \int_{t'=0}^{t} \{ \ln \mu^{-1}(t', u) + 1 \}^2 dt'.
\]
Using (7.2.6), we deduce that the above term is \( \lesssim \bar{\epsilon}^2 \) as desired. We have thus proved (9.4.4b).

The proof of (9.4.4a) starts with the following analog of (9.4.5), which can be proved in the same way:

\begin{equation}
\text{LHS (9.4.4a)} \lesssim \int_{t'=0}^{t} \| \tilde{X} \text{d}^N \Psi \|^2_{L^2(\Sigma^0_u)} dt' + \int_{t'=0}^{t} \| \mu Y^N \text{tr}_g X \|^2_{L^2(\Sigma^0_u)} dt' \quad (9.4.6)
\end{equation}
\[
\lesssim \int_{t'=0}^{t} \| Q_{[1,N]}(t', u) \| dt' + \int_{t'=0}^{t} \| \mu Y^N \text{tr}_g X \|^2_{L^2(\Sigma^0_u)} dt'.
\]

The remaining details are similar to the ones that we gave above in our proof of (9.4.4b); we therefore omit them.

9.4.3. Estimates involving simple error terms. In this subsubsection, we derive \( L^2 \) bounds for some simple error terms that we encounter in the energy estimates. We start with a lemma in which we control the \( L^2 \) norms of the “easy derivatives” of the eikonal function quantities. By easy derivatives, we mean ones that we can control without using the modified quantities described in Subsect. 1.8.6.

Lemma 9.18 (\( L^2 \) bounds for the eikonal function quantities that do not require modified quantities). The following estimates hold for \( 1 \leq N \leq 18 \) (see Subsect. 3.2 regarding the vectorfield operator notation):
\begin{align*}
\| L \mathfrak{d}^{[1,N]} \mu \|_{L^2(\Sigma^0_u)} & , \quad \| L \mathfrak{d} \leq N L_{(Small)}^i \|_{L^2(\Sigma^0_u)} , \quad \| L \mathfrak{d} \leq N^{-1} \text{tr}_g X \|_{L^2(\Sigma^0_u)} \lesssim \bar{\epsilon} + \frac{Q_{[1,N]}^{1/2}(t, u)}{\mu^{1/2}(t, u)}, \\
\| L \mathfrak{d} \leq N;1 L_{(Small)}^i \|_{L^2(\Sigma^0_u)} & , \quad \| L \mathfrak{d} \leq N^{-1;1} \text{tr}_g X \|_{L^2(\Sigma^0_u)} \lesssim \bar{\epsilon} + \frac{Q_{[1,N]}^{1/2}(t, u)}{\mu^{1/2}(t, u)}, \\
\| \mathfrak{d}^{[1,N]} \mu \|_{L^2(\Sigma^0_u)} & , \quad \| \mathfrak{d}^{[1,N]} L_{(Small)}^i \|_{L^2(\Sigma^0_u)} , \quad \| \mathfrak{d} \leq N^{-1} \text{tr}_g X \|_{L^2(\Sigma^0_u)} \lesssim \bar{\epsilon} + \int_{s=0}^{t} \frac{Q_{[1,N]}^{1/2}(s, u)}{\mu^{1/2}(s, u)} ds, \\
\| \mathfrak{d}^{[1,N];1} L_{(Small)}^i \|_{L^2(\Sigma^0_u)} & , \quad \| \mathfrak{d}^{[1,N];1} \text{tr}_g X \|_{L^2(\Sigma^0_u)} \lesssim \bar{\epsilon} + \int_{s=0}^{t} \frac{Q_{[1,N]}^{1/2}(s, u)}{\mu^{1/2}(s, u)} ds.
\end{align*}

Proof. Thanks in part to the estimates of Lemmas 3.9, 5.7, and 5.8, Props. 5.9 and 7.7, and Lemma 9.7, the proof of [29] Lemma 14.3 goes through nearly verbatim. In particular, these estimates do not involve the slow wave variable \( \tilde{W} \). One small difference compared to [29], Lemma 14.3] is that we do not state estimates for \( \| L_{(Small)}^i \|_{L^2(\Sigma^0_u)} \) in Lemma 9.18 since
We now estimate the error integrals generated by the terms $\text{Harmless}^{[1,N]}$ and $\text{Harmless}^{\leq N}_{\text{(Slow)}}$ on the RHSs of the equations of Prop. 8.3.

**Lemma 9.19 ($L^2$ bounds for error integrals involving $\text{Harmless}^{[1,N]}$ and $\text{Harmless}^{\leq N}_{\text{(Slow)}}$ terms).** Assume that $1 \leq N \leq 18$ and $\varsigma > 0$. Recall that we defined terms of the form $\text{Harmless}^{[1,N]}$ and $\text{Harmless}^{\leq N}_{\text{(Slow)}}$ in Def. 8.1. We have the following estimates, where the implicit constants are independent of $\varsigma$:

\[
\int_{M_{t,u}} \left\| \left( \frac{1 + \mu}{X} D^{N} \Psi \right) \right\| \left( \frac{\text{Harmless}^{[1,N]}}{\text{Harmless}^{\leq N}_{\text{(Slow)}}} \right) d\varsigma \tag{9.4.8}
\]

\[
\lesssim (1 + \varsigma^{-1}) \int_{t' = 0}^{t} Q_{[1,N]}(t', u) \, dt' + (1 + \varsigma^{-1}) \int_{u' = 0}^{u} Q_{[1,N]}(t, u') \, du'
\]

\[
+ \varsigma \Xi_{[1,N]}(t, u) + (1 + \varsigma^{-1}) \int_{u' = 0}^{u} W_{\leq N}(t, u') \, du' + \epsilon^2.
\]

**Proof.** See Subsect. 5.2 for some comments on the analysis. The bounds for error integrals that do not involve $\vec{W}$ can be derived by using arguments nearly identical to the ones given in the proof of [29, Lemma 14.7]; we therefore omit those details.

It remains for us to prove the desired bounds involving $\vec{W}$, which means that we must estimate the spacetime integrals of various quadratic terms. In this proof, we derive the desired estimates only for some representative quadratic terms. The remaining terms can be similarly bounded and we omit those details. Specifically, we show how bound the integral of the product $|D^{\leq N} \vec{W} | \left| \mathcal{Z}^{[1,N+1];1}_{\ast} \Psi \right|$. We note that our proof of the desired bound relies on all of the main ideas needed to prove all of the estimates stated in the lemma. To proceed, we repeatedly use the commutator estimate (5.6.5) and the $L^\infty$ estimates of Prop. 5.9 to commute the (at most one) factor of $\hat{X}$ in the operator $\mathcal{Z}^{[1,N+1];1}_{\ast}$ so that $\hat{X}$ acts last, which yields

\[
|\mathcal{Z}^{[1,N+1];1}_{\ast} \Psi| \lesssim |\hat{X} D^{[1,N]} \Psi| + |D^{[1,N+1]} \Psi| + |\mathcal{Z}^{[1,N];1}_{\ast} \gamma| + |D^{[1,N]} \Psi|.
\]

Thus, we must bound the integral of the four corresponding products generated by the RHS of the previous inequality. To bound the integral of the first product, we use Young’s inequality and Lemma 9.8 to obtain

\[
\int_{M_{t,u}} \left| D^{\leq N} \vec{W} \right| \left| \hat{X} D^{[1,N]} \Psi \right| d\varsigma \tag{9.4.9}
\]

\[
\lesssim \int_{u' = 0}^{u} \int_{t' = 0}^{t} \left| D^{\leq N} \vec{W} \right|^2 d\varsigma \, du' + \int_{t' = 0}^{t} \int_{\Sigma_{t'}} \left| \hat{X} D^{[1,N]} \Psi \right|^2 d\varsigma \, dt'
\]

\[
\lesssim \int_{u' = 0}^{u} W_{\leq N}(t, u') \, du' + \int_{t' = 0}^{t} Q_{[1,N]}(t', u') \, dt',
\]

which is $\lesssim$ RHS (9.4.8) as desired.
To handle the second product $|\mathcal{P}^{\leq N}\vec{W}| |\mathcal{P}^{[1,N+1]}\Psi|$, we first consider terms of the form $|\mathcal{P}^{\leq N}\vec{W}| |\mathcal{P}^{[1,N+1]}\Psi|$. To bound the corresponding integrals, we use Young’s inequality and Lemma 9.8 and, for terms with more than one derivative on $\Psi$, we consider separately the regions in which $\mu < 1/4$ and $\mu > 1/4$, which in total leads to the following bound:

$$\int_{M_{t,u}} |\mathcal{P}^{\leq N}\vec{W}| |Y\mathcal{P}^{\leq N}\Psi| \, d\varpi$$

$$\leq (1 + \varsigma^{-1}) \int_{u'=0}^{u} \int_{P_{u'}} \left|\mathcal{P}^{\leq N}\vec{W}\right|^2 \, d\varpi \, du' + \varsigma \int_{\mathcal{M}_{t,u}} 1_{\{\mu \leq 1/4\}} \left|d\mathcal{P}^{[1,N]}\Psi\right|^2 \, d\varpi$$

$$+ \int_{t'}^t \int_{\Sigma_{t'}} \mu \left|d\mathcal{P}^{[1,N]}\Psi\right|^2 \, dt' \, d\varpi \, dt'$$

$$+ \int_{t}^t \int_{\Sigma_{t}} |Y\Psi|^2 \, d\varpi \, dt'$$

$$\leq (1 + \varsigma^{-1}) \int_{u'=0}^{u} \mathcal{W}_{\leq N}(t, u') \, du' + \varsigma \mathcal{K}_{[1,N]}(t, u) + \int_{t'}^t \mathcal{Q}_{[1,N]}(t', u) \, dt' + \epsilon^2,$$

which is $\leq$ RHS (9.4.8) as desired. To finish the proof of the desired bounds for the second product $|\mathcal{P}^{\leq N}\vec{W}| |\mathcal{P}^{[1,N+1]}\Psi|$, it remains for us to bound the spacetime integral of the product $|\mathcal{P}^{\leq N}\vec{W}| |L\mathcal{P}^{\leq N}\Psi|$. We can obtain the desired bound by using arguments similar to the ones we used in proving (9.4.10), except that we also rely on the bounds

$$\int_{\mathcal{M}_{t,u}} |L\mathcal{P}^{[1,N]}\Psi|^2 \, d\varpi \leq \int_{u'=0}^{u} \mathcal{Q}_{[1,N]}(t, u') \, du'$$

and

$$\int_{\mathcal{M}_{t,u}} |L\mathcal{P}^{[1,N]}\Psi|^2 \, d\varpi \leq \epsilon^2 + \int_{t'}^t \mathcal{Q}_{[1,N]}(t', u') \, du',$$

which are simple consequences of Lemma 9.8.

To bound the integral of the third product $|\mathcal{P}^{\leq N}\vec{W}| |\mathcal{Z}^{[1,N]}: \gamma|$ and the fourth product $|\mathcal{P}^{\leq N}\vec{W}| |\mathcal{Z}^{[1,N]}: \gamma|$, we use arguments similar to the ones we used above as well as the estimates (9.4.7c) and (9.4.7d) which, when combined with the estimate (7.2.6) and the fact that $\mathcal{Q}_{[1,N]}$ is increasing in its arguments, yield the following spacetime integral bounds:

$$\int_{\mathcal{M}_{t,u}} |\mathcal{Z}^{[1,N]}: \mathcal{P}^{[1,N]}| \, d\varpi \leq \int_{t'}^t \left\{ \int_{s=0}^{t'} Q_{[1,N]}^{1/2}(s, u) \, ds \right\}^2 \, dt' + \epsilon^2$$

$$\leq \int_{t'}^t \mathcal{Q}_{[1,N]}(t', u) \, dt' + \epsilon^2.$$

Finally, we observe that RHS (9.4.11) $\leq$ RHS (9.4.8) as desired. This completes our proof of the representative estimates.

9.4.4. Estimates for the error integrals not depending on the semilinear inhomogeneous terms.

In the next lemma, we derive bounds for the error integrals whose integrands we pointwise bounded in Lemma 8.5.

**Lemma 9.20 (Estimates for the error integrals not depending on the semilinear inhomogeneous terms).** Assume that $1 \leq N \leq 18$. Let $\varsigma > 0$ be a real number. We have the following estimate for the last term on RHS (4.3.1) (with $\mathcal{P}^N\Psi$ in the role of $f$ and
without any absolute value taken on the left), where the implicit constants are independent of \( \varsigma \):

\[
\sum_{i=1}^{5} \int_{\mathcal{M}_{t,u}} \overline{T} \mathcal{P}(i)[\mathcal{P}^N \Psi] d\overline{\omega} \lesssim \int_{t'=0}^{t} \frac{1}{\sqrt{T(\text{Boot}) - t'}} \mathbb{Q}_{[1,N]}(t', u) \, dt' \\
+ (1 + \varsigma^{-1}) \int_{t'=0}^{t} \mathbb{Q}_{[1,N]}(t', u) \, dt' \\
+ (1 + \varsigma^{-1}) \int_{u'=0}^{u} \mathbb{Q}_{[1,N]}(t, u') \, du' + \varsigma \mathbb{K}_{[1,N]}(t, u). \tag{9.4.12}
\]

Moreover, for \( N \leq 18 \), we have the following estimate for the term on the next-to-last line of RHS (4.3.4) (with \( \mathcal{P}^N \bar{W} \) in the role of \( \bar{V} \)):

\[
\int_{\mathcal{M}_{t,u}} \left\{ 1 + \gamma f(\gamma) \right\} \mathcal{W}[\mathcal{P}^N \bar{W}] d\overline{\omega} \leq C \int_{u'=0}^{u} \mathcal{W}_{\leq N}(t, u') \, du'. \tag{9.4.13}
\]

**Proof.** See Subsect. 5.2 for some comments on the analysis. To prove (9.4.12), we integrate (8.4.1) (with \( \mathcal{P}^N \Psi \) in the role of \( f \)) over \( \mathcal{M}_{t,u} \) and use Lemma 9.8.

To prove (9.4.13), we use the pointwise bound (8.4.2) (with \( \mathcal{P}^N \bar{W} \) in the role of \( \bar{V} \)) and the coerciveness estimate (9.2.9) to deduce that

\[
\text{LHS (9.4.13)} \lesssim \int_{u'=0}^{u} \| \mathcal{P}^N \bar{W} \|_{\mathcal{P}^N}^2 \, du' \lesssim \int_{u'=0}^{u} \mathcal{W}_{\leq N}(t, u') \, du' \tag{9.4.14}
\]

as desired. \( \square \)

### 9.5. Proof of Prop. 9.10

Armed with the estimates of the previous subsections, we are now ready to prove Prop. 9.10.

**Proof of (9.3.1a):** Assume that \( 1 \leq N \leq 18 \) and let \( \mathcal{P}^N \) be an \( N \)th-order \( \mathcal{P}_u \)-tangential vectorfield operator. Using (4.3.1) with \( \mathcal{P}^N \Psi \) in the role of \( f \) and appealing to definition (9.1.2a), we deduce the following identity:

\[
\mathcal{E}_{(\text{Fast})}[\mathcal{P}^N \Psi](t, u) + \mathcal{F}_{(\text{Fast})}[\mathcal{P}^N \Psi](t, u) + \mathbb{K}[\mathcal{P}^N \Psi](t, u) \tag{9.5.1}
\]

\[
= \mathcal{E}_{(\text{Fast})}[\mathcal{P}^N \Psi](0, u) + \mathcal{E}_{(\text{Fast})}[\mathcal{P}^N \Psi](t, 0) \\
- \int_{\mathcal{M}_{t,u}} \left\{ (1 + 2\mu)(L \mathcal{P}^N \Psi) + 2 \mathcal{P}_u \mathcal{P}^N \Psi \right\} \mu \Box_g(\mathcal{P}^N \Psi) d\overline{\omega} \\
+ \sum_{i=1}^{5} \int_{\mathcal{M}_{t,u}} \overline{T} \mathcal{P}(i)[\mathcal{P}^N \Psi] d\overline{\omega}.
\]
Similarly, if $N \leq 18$, then by (4.3.4) with $\mathcal{P}^N \vec{W}$ in the role of $\vec{V}$, we have

$$\mathbb{E}_{(\text{Slow})}[\mathcal{P}^N \vec{W}](t, u) + \mathbb{F}_{(\text{Slow})}[\mathcal{P}^N \vec{W}](t, u)$$

$$= \mathbb{E}_{(\text{Slow})}[\mathcal{P}^N \vec{W}](0, u) + \mathbb{F}_{(\text{Slow})}[\mathcal{P}^N \vec{W}](t, 0)$$

$$+ \int_{\mathcal{M}_{t,u}} \{1 + \gamma f(\gamma)\} \mathcal{W}[\mathcal{P}^N \vec{W}] d\varpi$$

$$+ \int_{\mathcal{M}_{t,u}} \{1 + \gamma f(\gamma)\} \{4(h^{-1})^{a_0}(h^{-1})^{b_0}(\mathcal{P}^N w_\alpha) F_\beta + 2(h^{-1})^{a\beta}(\mathcal{P}^N w_\alpha) F_\beta\} d\varpi$$

$$+ \int_{\mathcal{M}_{t,u}} \{1 + \gamma f(\gamma)\} \{2(h^{-1})^{a}(h^{-1})^{b}(\mathcal{P}^N w_\alpha) F_\beta + 2(\mathcal{P}^N w) F\} d\varpi,$$

where $F_0, F_a, F$, and $F_{ab}$ respectively denote the terms $\text{Harmless}^{[1,N]} + \text{Harmless}_{(\text{Slow})}^{\leq N}$ on RHSs (8.2.3a)-(8.2.3d) and/or (8.2.4a). We will show that i) when $1 \leq N \leq 18$, RHS (9.5.1) $\leq$ RHS (9.3.1a); ii) when $1 \leq N \leq 18$, RHS (9.5.2) $\leq$ RHS (9.3.1a); and iii) when $N = 0$, RHS (9.5.2) $\leq$ RHS (9.3.1a) where $N = 1$ in (9.3.1a) (that is, the order 0 energies for $\vec{W}$ are controlled by RHS (9.3.1a) with $N = 1$). Then, in view of Defs. 9.1 and 9.2, we take the appropriate maxes and supremums over these estimates, thereby arriving at the desired estimate (9.3.1a).

We start by showing that when $1 \leq N \leq 18$, we have that RHS (9.5.1) $\leq$ RHS (9.3.1a). The vast majority of the terms on RHS (9.5.1) were suitably bounded by $\leq$ RHS (9.3.1a) in [29, Section 14.8]. In particular, the terms on the first line of RHS (9.5.1) were bounded by $\leq \epsilon^2$ in Lemma 9.9 while the last integral on RHS (9.5.1) was bounded via the estimate (9.4.12); for these terms, these are precisely the same estimates proved in [29]. We now explain the origin of the terms that are new compared to [29] and how to bound them. We stress that all of the new terms are non-borderline in the sense that they do not contribute to the “boxed-constant-involving” terms on RHS (9.3.1a), which drive the blowup-rate of the top-order energies. The new terms are all found within the factor $\mu \square_g(\mathcal{P}^N \Psi)$ in the first error integral $- \int_{\mathcal{M}_{t,u}} \{\{1 + 2\mu\}(L\mathcal{P}^N \Psi) + 2\tilde{X}\mathcal{P}^N \Psi\} \mu \square_g(\mathcal{P}^N \Psi) d\varpi$ on RHS (9.5.1). To bound this error integral, we first use (depending on the structure of $\mathcal{P}^N$) one of equations (8.2.1a)-(8.2.1b) or (8.2.2) to algebraically substitute for $\mu \square_g(\mathcal{P}^N \Psi)$. The error integrals generated by the $\text{Harmless}^{[1,N]}$ terms were suitably bounded in [29, Section 14.8] (alternatively, see Lemma 9.19). To bound the error integrals generated by the terms $\text{Harmless}^{\leq N}_{(\text{Slow})}$, we use Lemma 9.19. It remains for us to bound the error integrals generated by the three products on RHSs (8.2.1a)-(8.2.1b) that are not of the form $\text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})}$. We proceed on a case by case basis, depending on the structure of the commutator vectorfield string $\mathcal{P}^N$. In the case $\mathcal{P}^N = Y^N$, we must bound the difficult error integral

$$-2 \int_{\mathcal{M}_{t,u}} (\tilde{X}Y^N \Psi)(\tilde{X} \Psi)Y^N \text{tr}_g \chi d\varpi,$$
which is generated by the term $(\tilde{X}\Psi)Y^N\tr_{\#}X$ on RHS \((8.2.1b)\), by $\leq$ RHS \((9.3.1a)\). To this end, we first use Cauchy–Schwarz and \((9.2.6)\) to bound the magnitude of \((9.5.3)\) by

$$\leq 2 \int_{t'=0}^{t} Q^{1/2}_{[1,N]}(t',u) \left\| (\tilde{X}\Psi)Y^N\tr_{\#}X \right\|_{L^2(\Sigma^s_{\#})} dt'.$$  \((9.5.4)\)

We now substitute the estimate \((9.4.1)\) (with $t$ replaced by $t'$) for the second integrand factor on RHS \((9.5.4)\). In \([29]\) Section 14.8, all of the corresponding terms that arise from this substitution were bounded by $\leq$ RHS \((9.3.1a)\) except for the term generated by the one product on RHS \((9.4.1)\) involving $\mathbb{W}_{\leq N}$ (that is, the next-to-last product on RHS \((9.4.1)\)). Upon substituting this remaining product into \((9.5.4)\), we generate the following error term, which is new compared to the terms appearing in \([29]\) Section 14.8:

$$C \int_{t'=0}^{t} \frac{1}{\mu_{\#}(t',u)} Q^{1/2}_{[1,N]}(t',u) \int_{s=0}^{t'} \frac{1}{\mu_{\#}}(s,u) \mathbb{W}^{1/2}_{\leq N}(s,u) ds dt'.$$  \((9.5.5)\)

We now observe that the term \((9.5.5)\) is $\leq$ the third-from-last product on RHS \((9.3.1a)\) as desired. We now clarify that in \([29]\), the coefficient of the analog of the third product on RHS \((9.3.1a)\) was stated as \([8.1]\) rather than \([8]\). This is because the coefficient of the second product on RHS \((9.4.1)\) is \([4]\), which is different than \([29]\) Lemma 14.8], where the analogous coefficient was stated as \([4.05]\) (for reasons that we described in our proof outline of Lemma \((9.16)\); this is a minor remark that has no substantial bearing on our analysis. Next, we note that the error integral

$$- \int_{\mathcal{M}_{t,u}} (1 + 2\mu)(LY^N\Psi)(\tilde{X}\Psi)Y^N\tr_{\#}X d\varpi,$$

which is also generated by the term $(\tilde{X}\Psi)Y^N\tr_{\#}X$ on RHS \((8.2.1b)\), can be bounded by $\leq$ RHS \((9.3.1a)\) by using arguments nearly identical to the ones in \([29]\) Section 14.8. In particular, the arguments are independent of $\tilde{W}$ and therefore do not involve the slow wave controlling quantities $\mathbb{W}_{\mathcal{M}}$. We do not repeat the proof here since it is exactly the same and since it relies on a lengthy integration by parts argument in which one trades the factor of $L$ from $LY^N\Psi$ for a factor of $Y$ from $Y^N\tr_{\#}X$. We note that the integration by parts generates some of the “boxed-constant-involving” terms on RHS \((9.3.1a)\), including the “boundary term” $\frac{1}{\mu_{\#}((t',u)} \{2 + \mathcal{O}_\#(\hat{\alpha})\} Q^{1/2}_{[1,N]}(t,u) \| L\mu \|_{L^\infty((-\Sigma^s_{\#})} \cdots$ on the fourth line of RHS \((9.3.1a)\) and a contribution to the term $\frac{1}{\mu_{\#}(t',u)} \{6 + \mathcal{O}_\#(\hat{\alpha})\} \int_{t'=0}^{t} \frac{\left\| [L\mu]_{-} \right\|_{L^\infty(\Sigma^s_{\#})}}{\mu_{\#}(t',u)} Q^{1/2}_{[1,N]}(t',u) dt'$ on the second line of RHS \((9.3.1a)\). We clarify that the factors of $\mathcal{O}_\#(\hat{\alpha})$ appearing in the above two terms arise because in invoking the arguments given in \([29]\) Section 14.8], one must at one point derive pointwise control of $|\Delta Y^{N-1}\Psi|$ in terms of $|\tr_{\#}\Psi| + \cdots$, where $\cdots$ denotes simpler error terms; by \((5.4.2)\) and Cor. \((5.10)\) we in fact have the bound $|\Delta Y^{N-1}\Psi| \leq (1 + \mathcal{O}_\#(\hat{\alpha}) + \mathcal{O}(\varepsilon)) |\tr_{\#}\Psi| + \cdots$, which is the source of the factor $\mathcal{O}_\#(\hat{\alpha})$ in the above estimates. We also clarify that the factor of $\mathcal{O}_\#(\hat{\alpha})$ does not appear in the arguments of \([29]\) since the parameter $\hat{\alpha}$ was not featured in that work (see also Remark \((1.12)\). To
bound the remaining two error integrals generated by RHS (8.2.b), namely

\[-2 \int_{M_{t,u}} (\ddot{X} Y^N \Psi) \rho(\phi^\# \Psi) \cdot (\mu \theta Y^{N-1} \text{tr} \chi) \, d\varpi \]

and

\[-\int_{M_{t,u}} (1 + 2\mu)(LY^N \Psi) \rho(\phi^\# \Psi) \cdot (\mu \theta Y^{N-1} \text{tr} \chi) \, d\varpi,\]

by \(\leq\) RHS (9.3.1a), we simply use Lemma 9.17.

To complete the proof that RHS (9.5.1) \(\leq\) RHS (9.3.1a), it remains only for us to bound the difficult error integrals that arise in the case \(P_N = Y^{N-1}L\), which are generated by the terms on RHS (8.2.a) that are not of the form \(\text{Harmless}^{[1,N]} + \text{Harmless}^{\leq N}_{(\text{Slow})}\). Specifically, we encounter the error integrals

\[-2 \int_{M_{t,u}} (\ddot{X} Y^N - 1 \Psi)(\ddot{X} \Psi) \cdot (\mu \theta Y^{N-1} \text{tr} \chi) \, d\varpi,\]

and

\[-\int_{M_{t,u}} (1 + 2\mu)(LY^N - 1 \Psi)(\ddot{X} \Psi) \cdot (\mu \theta Y^{N-1} \text{tr} \chi) \, d\varpi,\]

which we bounded in Lemma 9.17. We have thus shown that RHS (9.5.1) \(\leq\) RHS (9.3.1a).

To complete the proof of (9.3.1b) the proof of (9.3.1b) is similar to that of (9.3.1a) but involves one key change. To proceed, we let \(\mathcal{P}^{N-1}\) be an \((N - 1)^{st}\)-order \(\mathcal{P}\)-tangential vectorfield operator, where \(2 \leq N \leq 18\). We then argue as above, starting with the identity (9.5.1) with \(\mathcal{P}^{N-1}\) in place of \(\mathcal{P}^N\Psi\) and the identity (9.5.2) with \(\mathcal{P}^{N-1} \vec{W}\) in place of \(\mathcal{P}^N \vec{W}\). We bound almost all error integrals in exactly the same way as before, the key change being that we bound the two most difficult error integrals in a different way. Specifically, the two difficult integrals are

\[-2 \int_{M_{t,u}} (\ddot{X} Y^{N-1} \Psi)(\ddot{X} \Psi) Y^{-1} \text{tr} \chi \, d\varpi,\]

which is an analog of (9.5.3), and

\[-\int_{M_{t,u}} (1 + 2\mu)(LY^{N-1} \Psi)(\ddot{X} \Psi) Y^{-1} \text{tr} \chi \, d\varpi,\]
whose top-order analog we did not discuss in detail above since it was treated in [29, Section 14.8] using arguments that are independent of the slow wave variable \( \tilde{W} \). Both of the above error integrals were shown in [29, Section 14.8] to be bounded by \( \leq \text{RHS (9.3.1b)} \) using a simple argument that does not involve the slow wave controlling quantities \( \mathbb{W}_M \); the key point is to use the derivative-losing estimate (9.4.7c) to control \( \|Y^{N-1}\text{tr}_g X\|_{L^2(\Sigma_t^s)} \). We remark that the arguments in [29, Section 14.8] for bounding these two error integrals lead to the presence of the \( Q_{[1,N]}^{1/2}(s,u) \)-involving double time integral on the second line of RHS (9.3.1b). That is, these estimates lose one derivative (which is permissible below top order) and are therefore coupled to the next-highest-order energy estimates; the gain is that the resulting integrals are less singular with respect to \( \mu_*^{-1} \). Finally, we note that the proofs of the energy estimates for \( \mathcal{R}^{N-1}\tilde{W} \) in the below-top-order cases \( 1 \leq N \leq 18 \) are exactly the same as in the top-order case treated above. We have therefore proved (9.3.1b), which finishes the proof of Prop. 9.10 

\[ \square \]

10. THE MAIN STABLE SHOCK FORMATION THEOREM

We now prove our main result.

**Theorem 10.1 (Stable shock formation).** Consider a solution \( \Psi, \tilde{W} \) to the system (1.7.2a) + (1.7.11a)-(1.7.11d) with nonlinearity verifying the assumptions stated in Subsects. 1.7.1-1.7.3. Let \( \alpha > 0, \, \hat{\epsilon} \geq 0, \, \hat{\delta} > 0, \) and \( \hat{\delta}_* > 0 \) be the data-size parameters introduced in Sect. 3. For each \( U_0 \in [0,1] \), let \( T_{(\text{Lifespan})}:U_0 \) be the classical lifespan of \( \Psi, \tilde{W} \) with respect to the Cartesian coordinates \( \{x^\alpha\}_{\alpha=0,1,2} \) in the region that is completely determined by the non-trivial data lying in \( \Sigma^U_0 \) and the small data given along \( D^\delta_*^{-1} \) (see Figure 2 on pg. 24).

If \( \alpha \) is sufficiently small relative to 1, and if \( \hat{\epsilon} \) is sufficiently small relative to 1, small relative to \( \hat{\delta}_*^{-1} \), and small relative to \( \hat{\delta} \) (in the sense explained in Subsect. 3.8), then the following conclusions hold, where all constants can be chosen to be independent of \( U_0 \).

**Dichotomy of possibilities.** One of the following mutually disjoint possibilities must occur, where \( \mu_*(t,u) = \min\{1,\min_{\Sigma^t_*} \mu\} \).

1. \( T_{(\text{Lifespan})}:U_0 > 2\hat{\delta}_*^{-1} \). In particular, the solution exists classically on the space-time region \( \text{cl} \mathcal{M}_{2\hat{\delta}_*^{-1}, U_0} \), where \( \text{cl} \) denotes closure. Furthermore, \( \inf\{\mu_*(s,U_0) \mid s \in [0,2\hat{\delta}_*^{-1}]\} > 0 \).

2. \( T_{(\text{Lifespan})}:U_0 \leq 2\hat{\delta}_*^{-1} \), and

\[
T_{(\text{Lifespan})}:U_0 = \sup \left\{ t \in [0,2\hat{\delta}_*^{-1}] \mid \inf\{\mu_*(s,U_0) \mid s \in [0,t]\} > 0 \right\}. \quad (10.0.1)
\]

In addition, case II) occurs when \( U_0 = 1 \). In this case, we have:\footnote{\text{See Subsect. 1.6 regarding our use of the notation } \mathcal{O}_*(\alpha).}

\[
T_{(\text{Lifespan})}:1 = \{1 + \mathcal{O}_*(\alpha) + \mathcal{O}(\hat{\epsilon})\} \hat{\delta}_*^{-1}. \quad (10.0.2)
\]

**What happens in Case I.** In case I), all of the bootstrap assumptions from Subsects. 3.5-3.6, the estimates of Props. 3.9 and 6.2, and the energy estimates of Prop. 9.12 hold on \( \text{cl} \mathcal{M}_{2\hat{\delta}_*^{-1}, U_0} \) with the factors of \( \epsilon \) on the RHSs replaced by \( C\hat{\epsilon} \). Moreover, for \( 0 \leq M \leq 5 \)
What happens in Case II). In Case II, all of the bootstrap assumptions from Subsects. 3.3-3.6, the estimates of Props. 5.9 and 6.2, and the energy estimates of Prop. 9.12 hold on $\mathcal{M}_{T(Lifespan)}; U_0 \cup U_0$ with the factors of $\varepsilon$ on the RHS replaced by $C\varepsilon$. Moreover, for $0 \leq M \leq 5$, the estimates [10.0.3a]-[10.0.3d] hold for $(t, u) \in [0, T(Lifespan); U_0) \times [0, U_0)$. In addition, the scalar functions $\mathcal{Z}^{\leq 0; 1}, \mathcal{Z}^{\leq 3; 2}, \mathcal{X} \mathcal{X} \Psi, \mathcal{Z}^{\leq 9; 1} \mathcal{W}, \mathcal{X} \mathcal{X} \mathcal{W}, \mathcal{Z}^{\leq 9; 1} \mathcal{L}^i, \mathcal{X} \mathcal{X} \mathcal{L}^i, \mathcal{Z}^{\leq 3; 1}, \mathcal{Z}^{\leq 3; 1}, \mathcal{X}, \mathcal{X} \mathcal{X} \mathcal{U}, \mathcal{X} \mathcal{X} \mathcal{U}, \mathcal{Z}^{\leq 9; 1} \mathcal{L}^i, \mathcal{X} \mathcal{X} \mathcal{L}^i, \mathcal{Z}^{\leq 3; 1}$, as functions of the geometric coordinates $(t, u, \vartheta)$ belonging to the space $C \left( [0, T(Lifespan); U_0), L^\infty([0, U_0] \times \mathbb{T}) \right)$. Furthermore, the Cartesian component functions $g_{\alpha\beta}(\Psi)$ verify the estimate $g_{\alpha\beta} = m_{\alpha\beta} + O_*(\hat{\alpha}) + O(\varepsilon)$ (where $m_{\alpha\beta} = \text{diag}(-1, 1, 1)$ is the standard Minkowski metric) and have the same extension properties as $\Psi$ (in particular, the same $\mathcal{Z}$-derivatives of $g_{\alpha\beta}$ extend as elements of $C \left( [0, T(Lifespan); U_0], L^\infty([0, U_0] \times \mathbb{T}) \right)$).

Moreover, let $\sum_{U_0(\text{Blowup})}^{U_0(\text{Lifespan})}$ be the subset of $\sum_{T(Lifespan); U_0}^{U_0(\text{Lifespan})}$ defined by

$$\sum_{T(Lifespan); U_0}^{U_0(\text{Lifespan})} := \left\{ (T(Lifespan); U_0), u, \vartheta \right\} | \mu(T(Lifespan); U_0), u, \vartheta) = 0 \right\}. \quad (10.0.4)$$

Then for each point $(T(Lifespan); U_0), u, \vartheta) \in \sum_{T(Lifespan); U_0}^{U_0(\text{Lifespan})}$, there exists a past neighborhood containing it such that the following lower bound holds in the neighborhood:

$$|X\Psi(t, u, \vartheta)| \geq \frac{\delta_*}{4|G_{L(Flat)}; L(Flat) (\Psi = 0)|} \frac{1}{\mu(t, u, \vartheta)}. \quad (10.0.5)$$

In $\left(10.0.5\right)$, $\delta_*$ is a positive data-dependent constant (see $\left(1.7.9\right)$), and the $\ell_{t,u}$-transversal vectorfield $X$ has near-Euclidean-unit length: $\delta_{ab} X^a X^b = 1 + O_*(\hat{\alpha}) + O(\varepsilon)$.\hfill

66In $\left[29\right]$ Theorem 15.1, it was stated that $\mathcal{Z}^{\leq 3; 1} \mu$ extend. In fact, the arguments given there imply that $\mathcal{Z}^{\leq 3; 1} \mu$ extend, as we have stated here. Moreover, we note that here we have stated that $\mathcal{Z}^{\leq 3; 2} \Psi$ extend. This stands in contrast to $\left[29\right]$ Theorem 15.1, in which incorrect reasoning led to the conclusion that $\mathcal{Z}^{\leq 4; 2} \Psi$ extend. The faulty reasoning started with the not-fully-justified estimate $\|L\mathcal{Z}^{\leq 4; 2} \Psi\|_{L^\infty(\Sigma_T)} \leq C\varepsilon$, which was stated in $\left[29\right]$ Proposition 9.2. The proof given there, however, works only for a subset of operators of type $L\mathcal{Z}^{\leq 4; 2}$ in which a factor of $X$ acts first, for the same reasons that led to our proof of $\left(6.3.8\right)$. These are minor points that have no substantial bearing on the main results.

67By a past neighborhood of $(T(Lifespan); U_0), u, \vartheta)$, we mean a set that is the intersection of the closed half-space $\left\{ (t, u', \vartheta') \in \mathbb{R} \times \mathbb{R} \times \mathbb{T} | t \leq T(Lifespan); U_0 \right\}$ with a set containing $(T(Lifespan); U_0), u, \vartheta)$ that is open with respect to the standard topology corresponding to the geometric coordinates.
\( O(\tilde{\epsilon}) \). In particular, \( X \Psi \) blows up like \( 1/\mu \) at all points in \( \Sigma_{T(\text{Lifespan})}^{U_0}(\text{Blowup}) \). Conversely, at all points in \( (T(\text{Lifespan})\cup U_0, u, \tilde{\theta}) \in \Sigma_{T(\text{Lifespan})}^{U_0}(\text{Blowup}) \setminus \Sigma_{T(\text{Lifespan})}^{U_0}(\text{Blowup}), \) we have

\[
|X \Psi(T(\text{Lifespan})\cup U_0, u, \tilde{\theta})| < \infty. \tag{10.0.6}
\]

**Discussion of proof.** The proof of [29, Theorem 15.1] applies nearly verbatim, except for a few of the statements regarding \( \tilde{W} \). The main ingredients in the proof are the estimates of Props. 5.9 and 6.2, the energy estimates of Prop. 9.12, Cor. 9.14, and (7.1.17). We clarify that (7.1.17) easily yields that \( \mu_*(t, 1) \) vanishes for the first time when \( t \) is equal to RHS (10.0.2), that is, that when \( U_0 = 1 \), a shock forms at a time \( T(\text{Lifespan})\cup U_0 \) verifying the estimate (10.0.2).

Strictly speaking, in the proof of [29, Theorem 15.1], a few additional estimates, beyond the main ingredients we just mentioned, were needed to complete the proof. For example, one needs estimates for all of the components of the change of variables map \( \Upsilon \), including the scalar-valued functions \( \Xi^i \) on RHS (2.7.1). However, in [29], the needed estimates followed as straightforward consequences of the main ingredients mentioned above, and we do not even bother to state them here since their proofs are exactly the same as in [29]; in particular the proofs of the omitted estimates do not involve \( \tilde{W} \).

For the sake of thoroughness, we now prove some facts concerning \( \tilde{W} \) that are not part of the statement or proof of [29, Theorem 15.1]. Specifically, the facts that \( T_{\leq 9.1} \tilde{W} \) and \( \tilde{X} \tilde{X} \tilde{W} \) extend to \( \Sigma_{T(\text{Lifespan})}^{U_0}(\text{Blowup}) \) as elements of the function space \( C \left( [0, T(\text{Lifespan})\cup U_0], L^\infty([0, U_0] \times \mathbb{T}) \right) \) are simple consequences of the fundamental theorem of calculus, the completeness of the space \( L^\infty([0, U_0] \times \mathbb{T}) \), and the uniform bounds \( \left\| L T_{\leq 9.1} \tilde{W} \right\|_{L^\infty(\Sigma_0^T)} \lesssim \tilde{\epsilon} \) and \( \left\| L \tilde{X} \tilde{X} \tilde{W} \right\|_{L^\infty(\Sigma_0^T)} \lesssim \tilde{\epsilon} \), which are special cases of the estimates (5.7.4) and (6.3.4) and Cor. 9.14 (recall that \( L = \partial/\partial t \)).

\[\square\]
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