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A long-standing enigma in plasma transport has been resolved by modeling of cold-pulse experiments conducted on the Alcator C-Mod tokamak. Controlled edge cooling of fusion plasmas triggers core electron heating on time scales faster than an energy confinement time, which has long been interpreted as strong evidence of nonlocal transport. This Letter shows that the steady-state profiles, the cold-pulse rise time, and disappearance at higher density as measured in these experiments are successfully captured by a recent local quasilinear turbulent transport model, demonstrating that the existence of nonlocal transport phenomena is not necessary for explaining the behavior and time scales of cold-pulse experiments in tokamak plasmas.
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For 20 years, an enigmatic but universal transient transport phenomenon in fusion plasmas has challenged the standard local model of transport: an increase of core temperature associated with edge cooling on time scales faster than the energy confinement time [1,2]. These perturbative transport effects have been interpreted as nonlocal phenomena, requiring explanation outside of the standard local transport paradigm [2]. Cold pulses have been conducted on both tokamaks and stellarators (TEXT [3], TFTR [4], Tore Supra [5], RTP [6], ASDEX Upgrade [7], JET [8], LHD [9], HL-2A [10], Alcator C-Mod [11], and KSTAR [12]). In these experiments, a sharp drop in edge electron temperature results from the deposition of neutral particles at the periphery of the plasma, usually via laser ablation. A rapid response (faster than an energy confinement time [13]) of the core temperature is observed. Interestingly, these core temperature increases in response to the edge cooling do not appear in high-density plasmas [14]. Because the behavior is observed ubiquitously, it has emerged as the most well-known example of “nonlocal” transport in fusion plasmas [1,2]. As such, this observation has called into question the well-established picture of core turbulent transport based on electromagnetic drift-wave-type turbulence driven by local pressure gradients [15,16]. Because no single standard local transport model tried to date has been able to reproduce satisfactorily all the observed temporal behavior in the experiments [7,8,17], these transient transport phenomena feature prominently as an open question in review articles on nonlocal transport [2] and as a challenge for predictive capabilities in tokamak burning plasmas, as discussed in the ITER transport physics basis paper [18].

This Letter demonstrates that cold-pulse phenomena in tokamak plasmas can be fully explained by local transport models, including the disappearance of the core temperature inversions at high density. While truly nonlocal effects may be present in stellarators [2], we focus on cold-pulse behavior in tokamaks. The quasilinear transport models considered are widely applied for predictions of equilibrium pressure profiles [19,20]. Specifically, we use the recently developed trapped gyro-Landau fluid model (TGLF), which contains a rule for the turbulence saturation (TGLF-SAT1), where the zonal flow mixing, rather than shearing, is the primary saturation mechanism of both ion and electron scale turbulence [21,22]. The new saturation rule came about as a consequence of cross-scale coupling physics, first identified in high-fidelity realistic mass ratio multiscale nonlinear gyrokinetic simulations [23]. The original saturation rule (TGLF-SAT0) [24] does not include cross-scale coupling. TGLF-SAT1 gives a larger amplitude to intermediate- \( k \) modes than in TGLF-SAT0 and is also able to capture the nonlinear upshift (Dimits shift) of the critical ion temperature gradient at low \( k \) [22]. Furthermore, experimental electron temperature profile stiffness is under-predicted with TGLF-SAT0, but can be matched by the higher stiffness TGLF-SAT1 model [25].

By comparing the new saturation model TGLF-SAT1 to the original model TGLF-SAT0, we are able to identify that the physical origin of cold-pulse dynamics is a competition between density gradient driven trapped electron mode (TEM) turbulence and ion temperature gradient (ITG) driven turbulence. Interestingly, TGLF-SAT1 simulations with only ion scale turbulence, \( k_\perp \rho_i \sim O(1.0) \), can reproduce the experiment as well as simulations that include...
multiscale turbulence, \( k_\rho \rho_e \sim O(1.0) \). Here, \( k_\rho \) is the poloidal wave number, \( \rho_e \) is the electron gyroradius, and \( \rho_i \) is the ion gyroradius evaluated with the ion sound speed \( c_s = \sqrt{\frac{T_i}{m_i}} \). This indicates that multiscale interactions and cross-scale energy transport recently discovered in nonlinear gyrokinetic simulations \[23,26\] play a subordinate role in determining the cold-pulse dynamics in these experiments.

Here we describe modeling of one dedicated experiment at Alcator C-Mod \[11\], which exhibits the cold-pulse phenomena observed ubiquitously in fusion plasmas. Cold-pulses are introduced at the edge of an Ohmic L-mode plasma \( (B_T = 5.5 \, T, I_p = 0.8 \, MA) \) via injection of CaF\(_2\) impurities using a laser blowoff (LBO) system \[27\] during a controlled density ramp, as shown in Figs. 1(a) and 1(b). At high density, this discharge transitions from the linear Ohmic confinement regime (LOC) to the saturated Ohmic confinement (SOC) regime, concomitant with a change in intrinsic rotation direction. Line-averaged density and total radiated power [Fig. 1(b)], electron temperature \( T_e \), and ion temperature \( T_i \) [Fig. 1(c)] are perturbed by the impurity injection. Past work showed that the size of the edge perturbation does not affect the core temperature inversion in Alcator C-Mod \[28\]. At this plasma current, the controlled density ramp covers the transition from nonlocal to “standard” transport behavior (disappearance of temperature inversion) in both electron and ion channels, as shown in Fig. 1(c). Core inversions of \( T_e \) and \( T_i \), as well as an edge \( T_i \) inversion, are only observed in the low-density portion of the discharge.

In the simulations, implicit transport equations are solved using the PT_SOLVER numerical scheme integrated with the TRANSP power balance code \[30\]. The transport model consists of both neoclassical (Chang-Hinton model) and turbulent transport (TGLF model). The experimental ion and electron temperatures at radial position \( \rho_N = 0.9 \) (square root of the normalized toroidal flux), taken prior to the cold-pulse injection, are used as boundary conditions for the transport model. Ion and electron temperature profiles are self-consistently evolved in time until reaching a steady state, while density is held fixed. In these simulations, current diffusion is not self-consistently modeled, and total plasma current and applied magnetic field are kept constant in time. It has been previously demonstrated in experiments that changes in the magnetic equilibrium do not affect the core temperature response \[3,8\]. Additionally, current diffusion is much slower than the observed onset of the temperature inversion. Recent work \[28\] showed no changes in the core response during intrinsic rotation reversals, suggesting that coupling between momentum and heat transport may not play a role in the phenomenology of temperature inversions. Therefore, plasma intrinsic rotation is not evolved in the simulations. In order to avoid any interactions with sawtooth activity \[5\], the analysis of the results is restricted to the region outside the sawtooth inversion radius, \( \rho_N > 0.3 \).

Once the steady-state temperature profiles are obtained, we introduce a time-evolving cold pulse in the simulation by accounting for two major effects observed in the experiment: enhanced radiation losses and impurity density perturbation. Both effects are introduced as inputs with skewed-Gaussian shapes in space and time [Fig. 2(a)], using the experimental constraints of the measured total radiated power and line-averaged density, as shown in Fig. 2(b). The radiative sink is localized at the periphery of the plasma (peaked at \( \rho_N \approx 0.95 \)), in order to reproduce the experimentally measured increase in total radiated power. The impurity density evolution is modeled as an inwardly propagating skewed Gaussian, by self-consistently varying \( Z_{\text{eff}} \) and electron density profiles, such that main ion density remains constant during the injection. This technique for introducing the cold pulse in the simulation is used because the onset of the electron and ion temperature perturbations can be modeled self-consistently. This is a critical difference with past work using quasilinear models \[7,17\], in which the edge temperatures were often manually adjusted outside of experimentally relevant ranges to produce the desired amplitude of the core temperature inversion. Figures 3(a) and 3(b) show simulated electron and ion temperatures in steady state at low and high density, \( \langle n_e \rangle \approx 0.8 \times 10^{20} \, \text{m}^{-3} \) and \( \langle n_e \rangle \approx 1.1 \times 10^{20} \, \text{m}^{-3} \), respectively. In this simulation, turbulent transport is modeled using TGLF-SAT1, with a standard \( k_\rho \rho_e \) grid to account for contributions up to \( k_\rho \rho_e = 24.0 \) (“high \( k^\rho \)). At the position of interest, \( \rho_N \approx 0.36 \), both electron and ion temperature steady-state profiles are within two-sigma experimental error bars.
First, we investigate the low-density condition, where the core temperature inversion is observed experimentally, by comparing the simulated transient behavior of the electron temperature after the cold-pulse injection to the experiment, using TGLF-SAT1 high $k$ [Fig. 3(c)]. To be conservative, we define an onset time for the core temperature (in both the simulation and the experiment) to be the time at which the mean value has increased by more than one experimental standard deviation (27 eV). The experimental onset time is 7 ms, and the experimental energy confinement time is 22 ms. In the simulation, the onset time is calculated to be 7 ms, and the energy confinement time is 39 ms. Hence, the simulation captures the prompt response (faster than energy confinement time) of the core temperature to the edge perturbation. Past work [17] using several quasilinear transport models, including GLF23 [32], the predecessor to TGLF, was unable to create core temperature inversions of high enough magnitude to match the observed peak temperature. In our case, predictions for the core temperature evolution reach the experimental peak value at 16 ms and continue to rise higher than the peak experimental value. Because the background equilibrium predicted by the simulation [see Fig. 3(a)] is at a lower collisionality due to the overpredicted electron temperature for fixed density, it causes the simulated inversion to achieve higher peak values before decay, and to last longer, consistent with experimental trends [28]. The edge temperature drop is overpredicted, outside error bars, in the simulations. We have run cases in which the modeled edge drop and core inversion are forced to match the experiment. In these cases, the density perturbation and the radiated power are inconsistent with the experimental measurements. Simulations with TGLF-SAT1 run only up to $k_\theta \rho_s \lesssim 3$ (“low $k$”) could also capture the experimental behavior, whereas TGLF-SAT0 strongly overpredicted the steady-state electron and ion temperatures outside two-sigma experimental error bars, as well as the onset time of the core response (14 ms), which reached a smaller peak amplitude. In addition to the higher stiffness and critical gradient, the new saturation rule in TGLF-SAT1 gives a larger amplitude to intermediate-$k$ modes than in TGLF-SAT0, which likely enhances the impact of the TEM on the fluxes.

In order to interpret these results and understand the origin of the cold-pulse phenomena, we consider the changes in electron and ion transport and subsequent changes in the power balance terms in the TGLF-SAT1 high-$k$ simulation. Collisonal equilibration comes into play as a source or sink of stored energy for ions and electrons, but our modeling shows that it is not the dominant contribution in the low collisionality plasmas where the core temperature inversions appear. This is one of the main differences with respect to past integrated modeling approaches [7,8,17], where the collisional equilibration was a dominant mechanism in creating an inversion. Instead, our results show that core turbulence stabilization due to a reduction of the driving gradients plays the dominant role. Given that heat fluxes may depend on electron temperature ($a/L_{Te}$), ion temperature ($a/L_{Ti}$), and density ($a/L_n$) gradients, the three channels are coupled via turbulence stabilization. Figure 4(a) duplicates Fig. 3(c), with dashed lines indicating time points of interest, and Fig. 4(b) shows the time evolution of edge and core ion temperature. Figures 4(c) and 4(d) depict the evolution of
the core gradients and their effect on the total conducted power profile, respectively. Drops in both $a/L_n$ and $a/L_T$, stabilize turbulence and therefore reduce the conducted power losses. Such a drop in the conducted power leads to a transient increase in the stored energy, as shown in Fig. 4(e). The time derivative of the electron stored energy $\frac{\partial W}{\partial t}$ traces the opposite evolution to the conducted power density $\nabla \cdot \vec{q}_e$, which means that changes in transport dominate the time behavior. This interplay between channels depends on the turbulence at each radial position during the propagation of the cold pulse. Figure 4(f) depicts the reduction of the growth rates of the most unstable mode at the core of the plasma following the cold-pulse arrival. In this case, the plasma core is observed to be dominated by density gradient driven trapped electron modes, which are stabilized by the $a/L_n$ reduction. It is worth pointing out that the onset time of core $T_e$, although faster than the energy confinement time, is slow compared to the turbulence decorrelation time, estimated as $1/\gamma_{low-k} \sim 6.5$ ms from TGLF at the low-$k$ maximum ($k_0 \rho_s \sim 0.7$). We note that this peak is consistent with strong TEM activity.

Simulated ion response is also qualitatively consistent with experimental observations here and previously at C-Mod [29]. The simulations recover a small, late increase in the core $T_i$ [Fig. 4(b)], as well as an increase in $T_i$ at the edge, which arises due to the stabilization of turbulence. In contrast to the electron temperature, which is measured in the experiment with a time resolution of 0.05 ms, the time resolution of the measured ion temperature was 24 ms, making it challenging to perform direct comparison of timing of core and edge ion temperature rises. This Letter, however, does show that a large core ion temperature increase is not needed to recover the electron temperature inversion, contrary to past modeling work [17] and consistent with the fact that a temperature increase in the electron channel is observed in other experiments regardless of the ion response [7,33]. Unlike the TGLF-SAT1 simulations, TGLF-SAT0 did not recover an ion temperature increase at the plasma core.

Having shown that we capture the cold-pulse dynamics at low density, next we test the model for high density [Fig. 3(d)]. In the experimental discharge, the density was increased by 37% and a second cold pulse was injected, which leads to the standard core temperature decrease [Fig. 1(c)]. Figures 5(a) and 5(b) show the simulation time histories of electron and ion temperature, respectively, with times of interest marked again by dashed lines. The simulated drop in the core (red trace) in Fig. 5(a) is lower than the experimental core drop [Fig. 3(d)], outside of error bars. The minimum core temperature occurs 14 ms after the injection in the simulation and 10 ms in the experiment. The simulated drop in the edge (blue trace) in Fig. 5(a) is larger than the experimental drop. The minimum edge temperature occurs 7 ms after the injection in the simulation and 10 ms in the experiment. Hence, the simulation at high density does not

FIG. 4. Simulation results at low density. (a) Edge and core electron temperature; (b) edge and core ion temperature; (c) normalized gradient scale lengths; (d) volume-integrated electron heat flux at different times after the injection; (e) change in conducted electron power density and rate of increase of stored energy; (f) growth rates of most unstable mode.

FIG. 5. Simulation results at high density. (a) Edge and core electron temperature; (b) edge and core ion temperature; (c) normalized gradient scale lengths; (d) volume-integrated electron heat flux at different times after the injection; (e) change in conducted electron power density and rate of increase of stored energy; (f) growth rates of most unstable mode.
capture quantitatively the experimental magnitudes and time scales. It does, however, reproduce qualitatively the disappearance of the prompt core temperature increase, as well as the ion temperature drop. A later electron temperature rise is observed in the simulation (peak at 35 ms), not present in the experiment. This feature can be explained, again, by the underprediction of collisionality. Given the trends found in past work [28], the plasma at the simulated collisionality approaches the “transition regime” and therefore a “mixing effect” (drop followed by a rise) is present. We have run simulations at higher density, past the transition regime, and no temperature increase is observed.

At higher density, the disappearance of temperature inversions, in both the ion and the electron channels, Figs. 5(a) and 5(b), respectively, is attributable to a stronger effect of the ion temperature gradient scale length on electron and ion heat transport, characteristic of SOC plasmas [34]. Furthermore, the higher edge collisional coupling causes the edge ion temperature to drop along with the electron temperature, causing the propagation of an ion cold pulse and subsequent increase in $a/L_{T_e}$, as shown in Fig. 5(c). As depicted in Fig. 5(f), low-k ion modes are destabilized on a fast time scale and the conducted heat flux is increased [Fig. 5(d)], causing the fast reduction of electron stored energy [Fig. 5(e)]. Past experimental work suggested that the disappearance of temperature inversions could be connected to the TEM-ITG paradigm [11], which is consistent with the results presented here.

Past results [7,8,17] with different quasilinear models were unable to achieve the level of agreement with all the experimentally observed cold-pulse phenomena that is now achieved with TGLF-SAT1. For this reason, cold-pulse propagation had been considered a primary example of the existence of nonlocal transport effects, not encapsulated in the local transport paradigm [2]. In this Letter, we have shown that the recently developed trapped gyro-Landau fluid model TGLF-SAT1 [21,22] includes the key physics required to reproduce the experimental cold-pulse dynamics in tokamaks. By examining the results from TGLF-SAT1 high-k simulations, we find that the cold-pulse phenomena can be explained by the competition between density gradient driven TEM and ITG turbulence. By comparing among TGLF-SAT1 high-k, TGLF-SAT1 low-k, and TGLF-SAT0 high-k simulations, we find that cross-scale coupling is less important than capturing the nonlinear upshift of the critical gradient, the profile stiffness, and the enhanced TEM activity when predicting dynamical cold-pulse behavior. The TGLF-SAT1 model is able to quantitatively capture the prompt onset of the core $T_e$ inversion. Furthermore, the magnitude is qualitatively consistent with experimental trends, and the disappearance at high density is observed. The model also qualitatively reproduces the edge and core ion temperature increases at low density and decreases at high density. To the authors’ knowledge, these results provide the strongest evidence to date that the cold-pulse phenomena in tokamaks can be captured by the standard paradigm of local transport, without the need to invoke nonlocal transport effects. By means of experimentally constrained self-consistent modeling of cold-pulse experiments, we have shown that the existence of nonlocal transport phenomena is not necessary for explaining the behavior and time scales of cold-pulse experiments in tokamak plasmas.

The authors thank the Alcator C-Mod team for their excellent work on these experiments and the TRANSP team for their support with the intensive runs. Data analysis was performed using the OMFIT framework [35]. This work was supported by U.S. Department of Energy Award No. DE-FC02-99ER54512, using Alcator C-Mod, a DOE Office of Science User Facility. P. R. F. was also supported by U.S. Department of Energy Award No. DESC0014264 and a La Caixa Fellowship.