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ABSTRACT: A measurement of the $J/\psi$ and $\psi(2S)$ production cross sections in pp collisions at $\sqrt{s} = 7$ TeV with the CMS experiment at the LHC is presented. The data sample corresponds to an integrated luminosity of 37 pb$^{-1}$. Using a fit to the invariant mass and decay length distributions, production cross sections have been measured separately for prompt and non-prompt charmonium states, as a function of the meson transverse momentum in several rapidity ranges and integrated in the kinematical regions considered in this study. In addition, cross sections restricted to the acceptance of the CMS detector are given, which are not affected by the polarization of the charmonium states. The ratio of the differential production cross sections of the two states, where systematic uncertainties largely cancel, is also determined. The branching fraction of the inclusive $B \to \psi(2S)X$ decay is extracted from the ratio of the non-prompt cross sections to be:

$$B(B \to \psi(2S)X) = (3.08 \pm 0.12 \text{ (stat.+syst.)} \pm 0.13 \text{ (theor.)} \pm 0.42 \text{ (PDG)}) \times 10^{-3}.$$ 
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1 Introduction

Quarkonium production at hadron colliders provides important tests of calculations in the context of both perturbative and non-perturbative quantum chromodynamics (QCD), via measurements of production cross sections and polarizations.

The $J/\psi$ and $\psi(2S)$ mesons can be produced in proton-proton (pp) collisions through two mechanisms: prompt mesons directly produced in the primary interaction and non-prompt mesons from the decay of directly produced b hadrons. In addition, $J/\psi$ production can also occur via decays of heavier charmonium states, both S-wave (the $\psi(2S)$ itself) and P-wave (the three $\chi_c$ states). The determination of the latter contribution is challenging both theoretically and experimentally, because it requires detection of the low-energy
photons from $\chi_c$ decays. In nonrelativistic QCD (NRQCD) models [1, 2], by adding a contribution to prompt charmonium production through colour-octet states [3], a satisfactory description of prompt $J/\psi$ and $\psi(2S)$ meson cross sections at the Tevatron [4] has been obtained. However, in these calculations the fraction of $J/\psi$ originating from $\chi_c$ decays must be assumed from experimental measurements with large uncertainties, which makes the $\psi(2S)$ mesons cleaner probes of NRQCD predictions.

Non-prompt $J/\psi$ and $\psi(2S)$ production can be directly related to b-hadron production, providing a measurement of the b-hadron cross section in pp collisions. Past discrepancies between the Tevatron results and the next-to-leading-order (NLO) QCD calculations have been resolved using the fixed-order next-to-leading-log (FONLL) approach and updated measurements of the $b \to J/\psi$ fragmentation and decay [5, 6].

Measurements of the prompt and non-prompt production cross sections of $J/\psi$ mesons decaying to muon pairs was published using the first Compact Muon Solenoid (CMS) data [7], as well as data from other LHC experiments [8–10]. The present analysis extends the CMS result with a larger amount of statistically independent data and complements it by providing a measurement of the $\psi(2S)$ production cross section, as well as the ratio of the two cross sections. Higher trigger thresholds induced by the increased LHC luminosity do not allow the current measurement to reach charmonium transverse-momentum ($p_T$) values as low as in ref. [7], but the high-$p_T$ reach is increased by the much larger amount of data. The advantage of measuring the $\psi(2S)$ to $J/\psi$ cross section ratio lies in the cancellation of several experimental and theoretical uncertainties.

The polarizations of the $J/\psi$ and $\psi(2S)$ states affect the muon momentum spectrum in the laboratory frame, thus influencing the charmonium acceptance and, as a consequence, the extracted cross sections. Therefore it was decided to present the results in two different ways. The first approach assumes unpolarized production for prompt $J/\psi$ and $\psi(2S)$ whereas non-prompt mesons are assumed to have the polarization generated by the EvtGen Monte Carlo program [11], corrected to match the most recent measurements [12]. Typical changes of the measured cross sections resulting from using hypotheses of full longitudinal or full transverse polarizations are also given. The second approach provides results restricted to the phase-space region of the CMS muon detector acceptance, in order to avoid corrections which depend on the unknown polarizations of the two charmonium states.

The paper is structured as follows. In section 2 the analysis technique used to determine cross sections is briefly outlined. In section 3, a brief description of the CMS detector is provided. In section 4, the data and Monte Carlo samples are presented, and the event selection is described, while section 5 presents the method to extract the total $J/\psi$ and $\psi(2S)$ yields. In section 6, corrections for acceptance and efficiency are explained, which are used to determine the inclusive cross sections, as discussed in section 7. Section 8 describes the method to extract the $J/\psi$ and $\psi(2S)$ non-prompt fractions of the total yields. In section 9, the results of the differential cross sections, the non-prompt fractions, the cross section ratios, and the inclusive branching fraction $B(B \to \psi(2S)X)$ from the ratio of the non-prompt cross sections are given.
2 Cross section determination

Experimentally, the $J/\psi$ double-differential cross section is given by:

$$\frac{d^2\sigma}{dp_T dy}(J/\psi) \cdot B(J/\psi \rightarrow \mu^+ \mu^-) = \frac{N^\text{corr}_{J/\psi}(p_T, |y|)}{\int L dt \cdot \Delta p_T \cdot \Delta y} ,$$  

(2.1)

where $\int L dt$ is the integrated luminosity, $\Delta p_T$ and $\Delta y$ are the $p_T$ and $y$ bin widths, $B(J/\psi \rightarrow \mu^+ \mu^-)$ is the decay branching fraction of the $J/\psi$ into two muons, and $N^\text{corr}_{J/\psi}(p_T, |y|)$ is the corrected $J/\psi$ yield in a given $(p_T, |y|)$ bin. The uncorrected signal yield $N_{J/\psi}$ is obtained through event selections and fits performed to invariant mass distributions. The corrected yield is obtained from $N_{J/\psi}$ via $N^\text{corr}_{J/\psi} = N_{J/\psi} \cdot \langle 1 \cdot A \cdot \epsilon \rangle_{\text{bin}}$ in the case where the $J/\psi$ yields are corrected for acceptance ($A$) and efficiency ($\epsilon$), and $N^\text{corr}_{J/\psi} = N_{J/\psi} \cdot \langle 1 \cdot \epsilon \rangle_{\text{bin}}$ in the case where the results are uncorrected for acceptance. The definition of acceptance and efficiency averages in $p_T$-$|y|$ bins is given in section 6. An analogous formula applies for the $\psi(2S)$ double-differential cross section.

Because of the large difference in the branching fractions to dimuons of the two states, the measured $\psi(2S)$ yield is much smaller than the $J/\psi$ yield. For this reason, different binnings are used for the differential cross sections in $p_T$ and $|y|$. The total $p_T$-$|y|$ range considered for the $J/\psi$ cross sections is:

$$8.0 < p_T < 70.0 \text{ GeV/c} \text{ for } |y| < 0.9$$
$$8.0 < p_T < 45.0 \text{ GeV/c} \text{ for } 0.9 < |y| < 1.2$$
$$6.5 < p_T < 45.0 \text{ GeV/c} \text{ for } 1.2 < |y| < 1.6$$
$$6.5 < p_T < 30.0 \text{ GeV/c} \text{ for } 1.6 < |y| < 2.1$$
$$5.5 < p_T < 30.0 \text{ GeV/c} \text{ for } 2.1 < |y| < 2.4$$  

(2.2)

and for the $\psi(2S)$ cross sections is:

$$6.5 < p_T < 30.0 \text{ GeV/c} \text{ for } |y| < 1.2$$
$$5.5 < p_T < 30.0 \text{ GeV/c} \text{ for } 1.2 < |y| < 2.4$$  

(2.3)

3 The CMS detector

A detailed description of the detector can be found elsewhere [13]. The central feature of the CMS apparatus, composed of a central barrel and two endcaps, is a 6 m diameter superconducting solenoid producing a 3.8 T magnetic field. Within the magnetic field volume are the silicon tracker, the crystal electromagnetic calorimeter, and the brass/scintillator hadron calorimeter.

The coordinate system adopted by CMS has the origin at the nominal collision point, the $y$ axis pointing vertically upward, and the $x$ axis pointing radially toward the centre of the LHC ring. The $z$ axis points along the anti-clockwise beam direction defining a right-handed coordinate system. The polar angle $\theta$ is measured from the $z$ axis. The pseudorapidity of a particle is defined as $\eta = -\ln[\tan(\theta/2)]$, which approaches the rapidity...
\[ y = 0.5 \ln \left( \frac{E + cp_z}{E - cp_z} \right) \] in the ultra-relativistic limit, where \( E \) and \( p_z \) are the particle’s energy and longitudinal momentum.

Muons are detected in the pseudorapidity range \(|\eta| < 2.4\) by three types of gas-based detectors embedded in the steel return yoke: drift tubes in the barrel, cathode strip chambers in the endcaps, and resistive plate chambers in both the barrel and endcaps.

The silicon tracker consists of the inner pixel-based detector followed by layers of microstrip detectors. The strong magnetic field and the good position resolution of the silicon tracker enable the transverse momentum of muons matched to reconstructed tracks to be measured with a resolution of \( \sim 1.5\% \) for \( p_T \) smaller than 100 GeV/c.

The first level (L1) of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the most interesting events. The high level trigger (HLT) runs on a processor farm to reduce further the rate before data storage.

4 Data selection and event reconstruction

This analysis is based on a data sample collected in 2010 with the CMS detector, in pp collisions at a centre-of-mass energy of 7 TeV. The sample is selected to have consistent trigger requirements for the data used in the analysis and without overlap with the sample used in ref. [7]. It corresponds to a total integrated luminosity of 36.7 ± 1.5 pb\(^{-1}\) [14]. During this data-taking period, there were on average 2.2 inelastic pp collisions per bunch crossing at the CMS interaction region.

The \( J/\psi \) and \( \psi(2S) \) mesons are reconstructed in the \( \mu^+\mu^- \) decay channel. This analysis is based on events selected by dimuon triggers that exploit advanced processing at the HLT level. Information from all three muon systems, as well as from the tracker, are used to make the trigger decision. Both muons are required to be consistent with a L1 muon signal, requiring at least two independent segments in the muon chambers, and to be matched to a track reconstructed in a region of interest defined by the L1 seed. No explicit requirement on the transverse momentum \( p_T \) is applied.

Simulated events are used to tune the selection criteria, check the agreement with data, compute the acceptance, and derive efficiency corrections, as well as for systematic studies. Prompt \( J/\psi \) and \( \psi(2S) \) events are simulated using PYTHIA 6.422 [15], which generates events based on the leading-order colour-singlet and colour-octet mechanisms. Colour-octet states undergo a shower evolution. We use the NRQCD matrix element tuning obtained by fitting NRQCD calculations to CDF data [16, 17]. In the absence of consistent theoretical and experimental information about the \( J/\psi \) and \( \psi(2S) \) polarizations, the dilepton decay distribution is assumed to be isotropic. Simulated events with b-hadron decays are also generated with PYTHIA, and the b hadrons are forced to decay inclusively into \( J/\psi \) and \( \psi(2S) \) using the EVTGEN package. Photon final-state radiation (FSR) is implemented using PHOTOS [18, 19].

The off-line event selection, only briefly summarized here, is very similar to the one used in ref. [7]. Muon candidates are reconstructed from the combination of muon-detector and silicon-tracker hits. The muons are required to pass the following criteria in the tracker:
have at least 10 tracker hits, at least two of which are required to be in the pixel layers; have a $\chi^2$ per degree of freedom smaller than 1.8; and pass within a cylinder of radius 3 cm and length 30 cm centred at the beam-spot centroid position and parallel to the beam line.

To select events with $J/\psi$ or $\psi(2S)$ decays, muons with opposite charge are paired and their invariant mass is computed. The mass is required to be between 2.5 and 4.7 GeV/$c^2$. The two muon trajectories are refitted with a common vertex constraint, and events are retained if the $\chi^2$ probability of the fit is larger than 1%. If more than one muon pair is found in the event, the one with the largest vertex $\chi^2$ probability is retained.

The dimuon L1 triggers include a veto, whose specific criteria depend on the type of muon chamber and the region of the detector: this rejects muon signals whose spatial separation in the muon stations is too small, in order to avoid spurious dimuon signatures from a single muon. As a consequence, the dimuon sample is split in two, depending on the signed difference in azimuthal angle ($\Delta \phi$) between the positively and the negatively charged muons. Muons that bend towards each other in the magnetic field are called type-C (“convergent”) dimuons, while muons that bend away from each other are type-D (“divergent”) dimuons.

Dimuons of type D are much less affected by the trigger veto, while dimuons of type C may cross at the muon stations. This causes sizeable correlations between the two muon detection efficiencies, and this effect is larger in the forward region. Therefore, in addition to the above requirements, all type-C dimuons are rejected for the inclusive cross section measurements. This corresponds to a 48% reduction in the yield. For the non-prompt fraction determination (which is largely efficiency independent), type-C dimuons are only rejected in the high dimuon rapidity region $1.6 < |y| < 2.4$.

The momentum measurement of charged tracks in the CMS detector has systematic uncertainties that are due to imperfect knowledge of the magnetic field, modelling of the detector material, and sub-detector misalignment. These effects can shift and change the width of the mass peaks of dimuon resonances. In addition to calibrations already applied to the data [20–22], residual effects are determined by studying the dependence of the reconstructed dimuon peak shapes on the muon kinematics, as was done in ref. [7].

5 Inclusive yield determination

Two methods are used to extract the inclusive yields from the $\mu^+\mu^-$ invariant mass distribution, either fitting the $J/\psi$ peak alone in a restricted mass window, or fitting the combined $J/\psi$ and $\psi(2S)$ distribution. Yields are derived using an extended unbinned maximum-likelihood method.

In both types of fits, the sum of a Gaussian and a Crystal Ball [23] function is used for the description of the signals, simultaneously taking into account FSR and rapidity-dependent resolution variations. In the $J/\psi$-only fits, an exponential function is used to describe the background. Figure 1 (top) shows an example of a fitted mass distribution.

In the second type of fits, the two mass peaks and the background are fitted simultaneously. For both the $J/\psi$ and $\psi(2S)$ signal peaks the probability density function (pdf) defined before, i.e. the sum of a Gaussian and a Crystal Ball function, is used, with the
Figure 1. Top: the $\mu^+\mu^-$ invariant mass distribution in the $J/\psi$ region and the result of the fit for the bin: $0.9 < |y| < 1.2$, $12 < p_T < 15$ GeV/c. Bottom: $J/\psi$ and $\psi(2S)$ mass distribution fit for the bin: $|y| < 1.2$, $8 < p_T < 9$ GeV/c. The solid and dashed lines represent the total fits and their background components, respectively.

following constraints on the parameters: the ratio of the central values of the two masses is fixed to the world average value [24]; the widths, scaled by the nominal mass values, are constrained to be the same, and the parameters describing the asymmetric tail of the Crystal Ball function ($\alpha$ and $n$) are constrained to be equal. The background is modelled by two exponentials. Figure 1 (bottom) shows an example of a fitted mass distribution. The ranges of values obtained for the $J/\psi$ width (expressed as the weighted mean of the Gaussian and Crystal Ball widths), $\alpha$ and $n$ are reported in table 1.

The systematic uncertainties on the mass distribution fits are estimated by changing the analytical form of the signal and background pdf hypotheses (a single Crystal Ball function is used for the signal and polynomial pdfs for the background) in the two types of fits. The largest variation in the yield of each fit is taken as the systematic uncertainty.
Table 1. Mass resolution and Crystal Ball parameters ranges for $J/\psi$, as obtained from $J/\psi$ and $\psi(2S)$ fits.

| $|y|$ range | Mass resolution (MeV/$c^2$) | $\alpha$ | $n$ |
|------------|-------------------------------|---------|-----|
| 0.0 - 1.2  | 20-38                         | 0.8-2.1 | 4-8 |
| 1.2 - 1.6  | 39-49                         | 0.9-1.6 | 5-9 |
| 1.6 - 2.4  | 58-71                         | 1.0-2.5 | 4-10|

6 Acceptance and efficiency

As discussed in section 1, measurements will be presented using two different approaches. In the first approach, the observed number of $J/\psi$ events is corrected for the detector acceptance and reconstruction efficiency in every bin in which the cross section is measured. As the acceptance is strongly dependent on the assumed polarization of the charmonium state, in the second approach we provide measurements exclusively within the CMS detector acceptance, where only detector efficiency corrections are made and without any polarization-related uncertainties.

6.1 Acceptance

The acceptance reflects the geometrical coverage of the CMS detector and the kinematic reach of the muon trigger and reconstruction, constrained by the amount of material in front of the muon detectors and by the track curvature in the magnetic field.

In the simulation, both muons are required to be within the geometric acceptance of the muon detectors. A single muon is defined as detectable if it satisfies the following requirements at generator level:

\[
p_T^\mu > 4.0 \text{ GeV/c for } |\eta^\mu| < 1.2 \\
p_T^\mu > 3.3 \text{ GeV/c for } 1.2 < |\eta^\mu| < 2.4
\]  

The $J/\psi$ acceptance $A$ is defined as the fraction of $J/\psi \rightarrow \mu^+\mu^-$ decays in which both muons are detectable, as a function of the generated dimuon transverse momentum $p_T$ and rapidity $y$,

\[
A(p_T, y; \lambda_\theta) = \frac{N_{\text{det}}(p_T, y; \lambda_\theta)}{N_{\text{gen}}(p_T, y; \lambda_\theta)}
\]  

where $N_{\text{det}}$ is the number of detectable $J/\psi$ events in a given $(p_T, y)$ bin, and $N_{\text{gen}}$ is the corresponding total number of generated $J/\psi$ events in the Monte Carlo (MC) simulation. An analogous definition holds for $\psi(2S)$. The parameter $\lambda_\theta$ reflects the fact that the acceptance is computed for various polarization scenarios, which lead to different muon spectra in the laboratory frame.

For the acceptance calculation, a dedicated sample of generated events is used, with no restrictions on the phase space. The large number of simulated events allows a much smaller bin size for determining $A$ with respect to that used for the cross section determination in data.

To study the effect of $J/\psi$ and $\psi(2S)$ polarization on the acceptance, these events are reweighted depending on the values of the polar and azimuthal angles as computed in two
different frames (helicity and Collins-Soper [25]). The angular distribution for the decay of a $J = 1$ state into fermions is used, which is a function of three independent parameters $\lambda_{\theta}, \lambda_{\phi}$, and $\lambda_{\theta\phi}$:

$$W(\cos \theta, \phi) = \frac{3}{2(3 + \lambda_{\theta})} \cdot (1 + \lambda_{\theta} \cos^2 \theta + \lambda_{\phi} \sin^2 \theta \cos 2\phi + \lambda_{\theta\phi} \sin 2\theta \cos \phi) .$$

(6.3)

The choice of zero for all $\lambda$ parameters corresponds to an unpolarized decay, while $\lambda_{\theta} = -1$ and $\lambda_{\theta} = +1$ correspond to fully longitudinal and fully transverse polarizations, respectively.

By default, the prompt $J/\psi$ and $\psi(2S)$ are assumed to be unpolarized, while the non-prompt mesons are assumed to be polarized as generated by EvtGen and corrected to match recent measurements, as mentioned in the Introduction. Typical changes of the measured cross sections when using alternative polarization scenarios are provided in section 9.

Several sources of systematic uncertainty on the acceptance have been investigated:

- **Kinematic spectra.** Different $p_T$ and $y$ spectra of the generated $J/\psi$ and $\psi(2S)$ might produce different acceptances, as the acceptance is defined by single-muon criteria. Spectra from theoretical predictions presented in section 9 have been used to recompute the acceptance, and the difference from that obtained with the PYTHIA spectrum has been taken as a systematic uncertainty.

- **Final-state radiation.** The generated dimuon momentum may differ from the $J/\psi$ and $\psi(2S)$ momentum, because of FSR. The difference between the acceptance computed using the $J/\psi$ or $\psi(2S)$ rapidity and $p_T$, before and after FSR emission in eq. (6.2) is taken as a systematic uncertainty.

- **B polarization.** The $J/\psi$ and $\psi(2S)$ mesons produced in $b$-hadron decays have a different acceptance with respect to the prompt ones. The corresponding systematic uncertainty is evaluated by taking the difference of the default choice (corrected to match the experimental results of ref. [12]) with respect to the one predicted by EvtGen.

- **$p_T$ calibration.** The muon transverse momenta in data have been calibrated as described in ref. [7]. A difference in the momentum resolution between data and simulated events would also give a systematic uncertainty on the acceptance. The acceptance has been computed with simulated muon momenta smeared according to the resolution measured with data [26]. The uncertainty on the measured resolution was used to apply an additional smearing on the simulated momenta; the acceptance has been recalculated and the shift taken as a systematic uncertainty.

### 6.2 Muon efficiency

The single-muon efficiency is measured from data for muons in the acceptance, as described in refs. [27, 28], and is based on the tag-and-probe (T&P) method. For this purpose,
independent sets of triggers are used for which online requirements either on the muon or
the tracker tracks are not applied, thus yielding samples which are unbiased with respect
to the corresponding selections.

The combined trigger and offline reconstruction efficiency for a single muon is
defined as:

$$\epsilon(\mu) = \epsilon_{\text{trig}} | \text{off} \cdot \epsilon_{\text{ID}} | \text{track} \cdot \epsilon_{\text{track}},$$

(6.4)

where $\epsilon_{\text{track}}$ is the offline tracking efficiency, $\epsilon_{\text{ID}} | \text{track}$ refers to the muon identification in
the muon systems for a tracker-reconstructed muon, $\epsilon_{\text{off}} | \text{ID}$ refers to the specific quality
requirements applied to reconstructed muons, and $\epsilon_{\text{trig}} | \text{off}$ is the probability for an offline
reconstructed muon to have also fired the trigger.

The muon identification and trigger efficiencies ($\epsilon_{\text{trig}} | \text{off}, \epsilon_{\text{off}} | \text{ID}$ and $\epsilon_{\text{ID}} | \text{track}$) have
the strongest $p_T^\mu$ and $|\eta^\mu|$ dependence and are determined in 15 bins of $p_T^\mu (3.3 < p_T^\mu < 50$ GeV/c) and 14 bins of $|\eta^\mu| (0 < |\eta^\mu| < 2.4)$, allowing an adequate description of the turn-
on efficiency curves. Since the tracking efficiency is almost constant for this momentum
and rapidity range, broader bins are used.

The efficiency to detect a dimuon event is expressed as:

$$\epsilon(\mu^+\mu^-) = \epsilon(\mu^+) \cdot \epsilon(\mu^-) \cdot \rho \cdot \epsilon_{\text{vertex}},$$

(6.5)

where $\epsilon(\mu^+)$ and $\epsilon(\mu^-)$ are the single-muon efficiencies, and $\epsilon_{\text{vertex}}$ is the efficiency of the
vertex $\chi^2$ requirement, calculated from the data by determining the yields in regions of
large $p_T$ and $|y|$ by alternatively applying and not applying this requirement. The $\rho$ factor,
developed by eq. (6.5), represents a correction to the efficiency factorization hypothesis: it
accounts for the finite size of the $(p_T^\mu, \eta^\mu)$ bins and, more importantly, for the possible bias
introduced by the T&P measurement, due to correlation effects as discussed in section 4.
In order to determine $\rho$, the efficiencies have also been evaluated using T&P techniques
on simulated events and their product has been compared with the true dimuon efficiency.
Except for some bins at high $p_T$, the values are found to satisfy $|1 - \rho| < 10\%$.

For the acceptance-corrected cross section results, the acceptance and efficiencies are
combined into a single factor, which is computed for each $(p_T, y)$ bin and is defined as:

$$\left\langle \frac{1}{A \cdot \epsilon} \right\rangle \text{bin} \equiv \frac{1}{N_{\text{event}}} \sum_{k=1}^{N_{\text{event}}} \frac{1}{A_k \cdot \epsilon_k(\mu^+\mu^-)},$$

(6.6)

where the average is taken over the data events in each bin, using the “fine-grained” bins of
the acceptance and the event-by-event efficiency obtained from the single-muon efficiencies
using eq. (6.5). Values of $\left\langle \frac{1}{A \cdot \epsilon} \right\rangle \text{bin}$ for the $J/\psi$ bins used in the analysis are shown in figure 2.

Similarly, for the results which are not corrected for acceptance, the efficiency factor
is determined as:

$$\left\langle \frac{1}{\epsilon} \right\rangle \text{bin} \equiv \frac{1}{N_{\text{event}}} \sum_{k=1}^{N_{\text{event}}} \frac{1}{\epsilon_k(\mu^+\mu^-)}.$$

(6.7)

Two sources of systematic uncertainty in the efficiency are considered:
Figure 2. Averaged acceptance-efficiency correction factor for $J/\psi$ detection as a function of $p_T$ and $|y|$ in the bins used in the measurement. Related uncertainties are listed in table 2.

- The uncertainties on the measured muon efficiencies propagate as systematic errors on the cross section measurement through the correction factor $\langle 1 / (A \cdot \epsilon) \rangle_{\text{bin}}$ (or $\langle 1 / \epsilon \rangle_{\text{bin}}$). The effect has been estimated on a statistical basis in each bin by performing Monte Carlo pseudo-experiments, in which the muon efficiencies were varied randomly according to a probability density built by joining the left and the right side of two Gaussians with different widths, in order to allow for asymmetric errors. The r.m.s. of these correction factors in each bin has been taken as the systematic uncertainty associated with the single-muon efficiency.

- The full difference $|1 - \rho|$ in each bin is taken as a systematic uncertainty due to the efficiency correlation.

7 Inclusive cross section determination

The inclusive double-differential cross section is obtained using eq. (2.1).

Figure 3 shows the measured (fully corrected) $J/\psi$ inclusive cross section as a function of $p_T$ for the various rapidity bins. They are compared with our previous results published in ref. [7], which are statistically independent and remain of interest since they partially overlap with the present results and cover a lower $p_T$ range. A good agreement is observed. In this figure, as well as in the cross section plots of section 9, multiplicative factors — appearing as additive offsets on the log scale — are used to achieve a convenient graphical separation of the measurements from different rapidity bins.
Figure 3. Measured differential cross section for $J/\psi$ inclusive production as a function of $p_T$ for five rapidity bins, fully corrected for acceptance and efficiency. Also plotted are the results published in ref. [7], which extend to a lower $p_T$ range. The error bars on data points include all the statistical and systematic contributions except luminosity and polarization. The measurements have been offset by the numerical values given in the legend for easier viewing.

8 Prompt and non-prompt fractions

To estimate the $J/\psi$ fraction from $b$-hadron decays, a two-dimensional fit is performed, in which the pdfs and fit procedure are the same as those described in ref. [7]. The variables used for the two-dimensional fits are the dimuon invariant mass and the “pseudo proper decay length” $\ell_{J/\psi}$, defined as the most probable value of the transverse distance between the dimuon vertex and the primary vertex, corrected by the transverse Lorentz boost of the $J/\psi$. As in ref. [7], the primary vertex is chosen as the one closest to the dimuon vertex in the $z$ direction.

The resolution of the pseudo proper decay length is described by a function depending on an event-by-event uncertainty determined from the covariance matrices of the primary and secondary vertex fits. The uncertainty is used as the r.m.s. of the resolution Gaussian function that describes the core of the resolution, while a second Gaussian function with a small relative normalization (usually < 1%) parametrizes the effect of incorrect primary vertex assignments.

The pdf $F(\ell, m_{\mu\mu}, \sigma_\ell)$ for the $J/\psi$ is then:

$$
F(\ell, m_{\mu\mu}, \sigma_\ell) = f_{\text{Sig}} \cdot D_{\text{Sig}}(\sigma_\ell) \cdot F_{\text{Sig}}(\ell, m_{\mu\mu}) + (1 - f_{\text{Sig}}) \cdot D_{\text{Bkg}}(\sigma_\ell) \cdot F_{\text{Bkg}}(\ell, m_{\mu\mu}) \cdot M_{\text{Bkg}}(m_{\mu\mu}),
$$

(8.1)
where:

\[ F_k(\ell_{J/\psi}, \sigma_{\ell}) = \sum_{i=1}^{2} F_{i}^{\text{true}}(\ell'_{J/\psi}) \otimes R_i(\ell_{J/\psi} - \ell'_{J/\psi} | \mu, s_{\sigma_{\ell}}) \]  \hspace{1cm} (8.2)

and \( k = \{ \text{Sig}, \text{Bkg} \} \). In the equations above:

- \( M_{\text{Sig}}(m_{\mu\mu}) \) and \( M_{\text{Bkg}}(m_{\mu\mu}) \) are the mass pdfs determined for the signal and background in section 5, and \( f_{\text{Sig}} \) is the fraction of signal events in the entire range of the fit;

- \( F_{\text{Sig}}^{\text{true}}(\ell_{J/\psi}) \) and \( F_{\text{Bkg}}^{\text{true}}(\ell_{J/\psi}) \) are the functional forms describing the \( \ell_{J/\psi} \) distribution for the signal and background, respectively. The signal part is given by the sum of prompt and non-prompt components: \( F_{\text{Sig}}^{\text{true}}(\ell_{J/\psi}) = f_b \cdot f_{\text{Sig}}(\ell_{J/\psi}) + (1 - f_b) \cdot F_{\text{p}}(\ell_{J/\psi}) \), where \( f_b \) is the fraction of \( J/\psi \) from b-hadron decays, and \( F_{\text{Sig}}(\ell_{J/\psi}) \) and \( f_{\text{Sig}}(\ell_{J/\psi}) \) are the \( \ell_{J/\psi} \) distributions for prompt and non-prompt \( J/\psi \), respectively. The \( \ell_{J/\psi} \) pdfs for prompt signal and background are the same as in ref. [7]. The non-prompt lifetime function is described by an exponential decay of the b hadron, with a Gaussian smearing function that accounts for the difference between the measured pseudo proper decay length and the proper decay length of the b hadron;

- \( \sigma_{\ell} \) is the per-event uncertainty of the decay length and \( D_{\text{Sig}}(\sigma_{\ell}) \) and \( D_{\text{Bkg}}(\sigma_{\ell}) \) are its distributions separately for signal and background [29]. They are obtained from the signal region of the invariant mass distribution, after a sideband subtraction, and the sideband regions, respectively;

- \( R_1 \) and \( R_2 \) represent the core and tail decay-length resolution Gaussian functions: \( \mu \) is their common mean and \( s_i \) represent scale factors for the per-event uncertainty, which are both left free in the fit to account for initial assumptions on the uncertainties of track parameters. These functions are convolved with \( F_{k}^{\text{true}}(\ell_{J/\psi}) \) to obtain the observed \( F_k(\ell_{J/\psi}) \) distributions, including the experimental resolution (\( k = \{ \text{Sig}, \text{Bkg} \} \)).

The background is fitted using the events in mass sidebands and the result is used to fix lifetime parameters of the overall fit in the entire mass region. The mass sideband region is defined as [2.5, 2.85] and [3.25, 3.35] GeV/c². For the determination of the \( \psi(2S) \) non-prompt fraction, the quantity \( \ell_{\psi(2S)} \), defined as for the \( J/\psi \) case, is computed. In order to constrain the fit and avoid problems due to limited statistical accuracy, the \( J/\psi \) and \( \psi(2S) \) samples are fitted simultaneously using the same binning as for the \( \psi(2S) \) cross section determination. The lifetime resolution functions \( R_1 \) and \( R_2 \) are constrained to be described by the same parameters (mean value and scale factors) and the backgrounds to have the same fractions of long-lived components.

The invariant mass sideband regions used for the determination of the background parameters are defined as above for the \( J/\psi \), and as [3.35, 3.45] and [3.85, 4.20] GeV/c² for the \( \psi(2S) \).

Figure 4 shows two examples of the \( \ell_{J/\psi} \) and \( \ell_{\psi(2S)} \) distributions with projections of two-dimensional fits on these dimensions, as well as the prompt and non-prompt components.
obtained as described above. The lower plots in figure 4 give the pull distributions from the fits, and show no systematic structure.

Several sources of systematic uncertainty have been addressed, using mostly the same procedures as in ref. [7]. The main additional systematic effect comes from attempting to choose the correct primary vertex of the interaction in the presence of pile-up. The sources of systematic uncertainty include the following:

- **Primary vertex assignment.** In order to estimate the possible effect of pile-up on the primary vertex estimation, the primary vertex associated to the dimuon is chosen as the one with the largest track $\sum p_T^2$, instead of the one closest in $z$ to the dimuon vertex. The difference between the fitted non-prompt fractions in these two approaches is taken as the systematic uncertainty.

- **Residual misalignment in the tracker.** The effect of uncertainties in the measured misalignment of the tracker modules is estimated by reconstructing the data using different sets of alignment constants. The largest difference in the fit results with respect to the nominal case is taken as the systematic uncertainty.
• **b-hadron lifetime model.** An alternative fit method is used, namely the b-hadron lifetime model used in ref. [7], which is based on MC templates; the difference in the fitted non-prompt fraction is taken as the systematic uncertainty.

• **Background fits.** The effect of a ±100 MeV/c² variation in the lower limit of the low-mass side (upper limit of the high-mass side) of the J/ψ (ψ(2S)) sideband boundaries is taken as the systematic uncertainty.

• **Resolution model.** The nominal (double-Gaussian) model for the pseudo proper decay length per-event resolution is compared with a model using a single-Gaussian shape. The difference is taken as the systematic uncertainty.

• **Different prompt and non-prompt efficiencies.** The MC simulation predicts slight differences between the prompt and non-prompt J/ψ and ψ(2S) efficiencies, mostly because of the different track densities from fragmentation products around the muons. These are taken into account; the relative difference is propagated to the non-prompt fraction, and taken as the systematic uncertainty.

Non-prompt fraction results are given in section 9 and a summary of all the systematic uncertainties is given in tables 2 and 3 for the J/ψ and ψ(2S), respectively.

9 Results

The prompt and non-prompt double differential cross sections for the two charmonium states are obtained by multiplying the measured inclusive cross sections with the fraction of prompt and non-prompt events, respectively. In addition the cross section ratio of the two charmonium states is calculated.

Statistical uncertainties and contributions from the investigated sources to the total systematic uncertainties on these cross sections are summarized in tables 2 and 3. The largest uncertainties are due to the efficiency correlations; FSR estimation has a sizeable effect only in bins close to the edges of the acceptance.

9.1 Prompt and non-prompt cross sections corrected for acceptance

Figures 5 and 6 show the measured prompt and non-prompt cross sections for the J/ψ and the ψ(2S) as a function of p_T, for the various rapidity bins and corrected for detector acceptance. They are compared with theoretical predictions from NRQCD [3] and from FONLL [5, 6] for the prompt and non-prompt cases, respectively. Numerical values are also reported in ref. [30]. Integrated cross sections in the p_T and rapidity ranges defined by eqs. (2.2)–(2.3) are also reported. They are computed to be:

\[ B(J/\psi \rightarrow \mu^+ \mu^-) \cdot \sigma(pp \rightarrow \text{prompt} \ J/\psi) = 54.5 \pm 0.3 \pm 2.3 \pm 2.2 \text{ nb} \]

\[ B(J/\psi \rightarrow \mu^+ \mu^-) \cdot \sigma(pp \rightarrow bX \rightarrow J/\psi X) = 20.2 \pm 0.2 \pm 0.8 \pm 0.8 \text{ nb} \]

for prompt and non-prompt J/ψ production, respectively, and:

\[ B(\psi(2S) \rightarrow \mu^+ \mu^-) \cdot \sigma(pp \rightarrow \text{prompt} \ \psi(2S)) = 3.53 \pm 0.26 \pm 0.32 \pm 0.14 \text{ nb} \]

\[ B(\psi(2S) \rightarrow \mu^+ \mu^-) \cdot \sigma(pp \rightarrow bX \rightarrow \psi(2S)X) = 1.47 \pm 0.12 \pm 0.13 \pm 0.06 \text{ nb} \]
Table 2. Summary of the relative statistical and systematic uncertainties on the non-prompt $J/\psi$ cross section (in %). The variation over the different $p_T$ bins is given for the five rapidity regions. Uncertainties on the prompt cross section are identical, with the exception of the non-prompt fraction, where they must be regarded as relative to $(1 - f_b)$ rather than to $f_b$. Acceptance uncertainties on the FSR are given, excluding the lowest-$p_T$ bin in every rapidity region, where it can be as large as 19% because of acceptance edge effects.

| $|y|$ range | 0.0 – 0.9 | 0.9 – 1.2 | 1.2 – 1.6 | 1.6 – 2.1 | 2.1 – 2.4 |
|----------------|----------------|----------------|----------------|----------------|----------------|
| Quantity       | Source                | Relative uncertainty (in %) |
| $m_{\mu\mu}$ fits | Statistical          | 1.2 – 8.9          | 1.5 – 7.1          | 1.6 – 8.4          | 1.2 – 3.2          | 2.3 – 3.9          |
| $\ell_{J/\psi}$ fits | Statistical          | 1.0 – 5.9          | 1.4 – 4.7          | 1.4 – 7.6          | 2.1 – 8.3          | 4.4 – 7.1          |
| Efficiency     | Single-muon efficiency | 0.3 – 0.9          | 0.2 – 1.6          | 0.1 – 1.4          | 0.2 – 1.0          | 0.6 – 1.4          |
| Yields         | $\rho$ factor         | 1.9 – 23.2         | 1.2 – 7.6          | 0.7 – 5.7          | 0.8 – 5.4          | 3.7 – 6.8          |
| Luminosity     | Fit functions          | 0.6 – 3.4          | 0.4 – 2.8          | 0.5 – 2.8          | 0.8 – 2.2          | 1.0 – 4.2          |
| Non-prompt fraction | Tracker misalignment | 0.1 – 2.1          | 0.1 – 0.8          | 0.0 – 1.5          | 0.2 – 3.2          | 0.2 – 5.1          |
|                | b-lifetime model       | 0.1 – 3.0          | 0.1 – 3.4          | 0.1 – 3.7          | 0.2 – 2.6          | 0.2 – 6.6          |
|                | Vertex estimation      | 0.1 – 0.7          | 0.7 – 3.0          | 0.4 – 3.7          | 1.5 – 4.6          | 2.3 – 5.0          |
|                | Background fit         | 0.0 – 0.2          | 0.1 – 1.4          | 0.1 – 1.0          | 0.0 – 2.5          | 0.1 – 1.2          |
|                | Resolution model       | 0.2 – 3.5          | 0.0 – 4.2          | 0.8 – 3.5          | 1.1 – 5.0          | 1.1 – 4.4          |
|                | Efficiency             | 0.4 – 2.1          | 0.9 – 3.3          | 0.5 – 9.9          | 0.3 – 3.3          | 1.6 – 10.5         |

for prompt and non-prompt $\psi(2S)$ production, respectively. In the equations above the first uncertainty is statistical, the second systematic and the third coming from the luminosity measurement.

The NRQCD prediction includes non-prompt production in the $J/\psi$ case caused by feed-down decays from heavier charmonia, and can therefore be directly compared with the data. Good agreement is found in both the $J/\psi$ and the $\psi(2S)$ cases. For non-prompt production there is an overall shift of the measurements with respect to the FONLL predictions, although within the quoted uncertainty. In general, for both states, the observed differential cross sections seem to fall more rapidly than the FONLL prediction at high $p_T$, and this effect is more evident for the $J/\psi$ because of the higher $p_T$ reach.

The NRQCD theoretical uncertainties include those on the feed-down contributions and on the colour-octet, long-distance matrix elements determined from fits to the Tevatron data. The FONLL theoretical errors include uncertainties on $\mathcal{B}(B \to J/\psi X)$ and $\mathcal{B}(B \to \psi(2S)X)$, renormalization and factorization scales, $b$-quark and $c$-quark masses, parton distribution functions, and $b$-fragmentation parameters.
Table 3. Summary of the relative statistical and systematic uncertainties in the non-prompt $\psi(2S)$ cross section (in %). The variation over the different $p_T$ bins is given for the three rapidity regions. Uncertainties on the prompt cross section are identical, with the exception of the non-prompt fraction, where they must be regarded as relative to $(1 - f_b)$ rather than to $f_b$. Acceptance uncertainties on the FSR are given excluding the lowest-$p_T$ bin in every rapidity region, where it can be as large as 29% because of acceptance edge effects.

However, uncertainties on the $B \to$ charmonium decay spectrum were not included in the original FONLL prediction. To estimate those, we make use of the EvtGen MC generator, which describes $B \to$ charmonium decays using a sum of many exclusive modes. We split the decay modes into two categories, “high-$Q$” and “low-$Q$”, if the value of $Q$ in the decay is respectively greater than or less than 1.2 GeV/$c^2$, where $Q = m_B - \sum_i m_i$ and the index $i$ runs over the $B$ decay products. As low-$Q$ (high-$Q$) modes yield charmonia with smaller (larger) momentum in the $B$ rest frame, they populate different regions of the $B$-decay spectrum. Two sets of non-prompt charmonium MC events are generated according to the following criteria. In the first, each high-$Q$ mode branching fraction is increased by its world-average uncertainty [24] or by 100% of its value if the branching fraction is not measured. Low-$Q$ mode branching fractions are decreased by a similar amount, rescaling the sum to unity after this procedure. In the second, the treatment of the high- and low-$Q$ modes is interchanged. The maximum difference in the resulting spectra in the two cases is added to the theoretical FONLL uncertainty.

To investigate the effect of the assumed $J/\psi$ and $\psi(2S)$ polarizations on the prompt cross section, the acceptance is recomputed for four extreme polarization scenarios corre-
sponding to fully longitudinal or fully transverse polarization in the helicity and Collins-Soper frames \cite{25}. This produces relative cross section shifts across the entire kinematic range of up to 18-20\% (20-25\%) for the $J/\psi$ ($\psi(2S)$) in the helicity frame, and 6-15\% for both states in the Collins-Soper frame. Detailed results can be found in ref. \cite{30}.

9.2 Prompt and non-prompt cross sections uncorrected for acceptance

As discussed previously, since the polarization effects are large compared to the measurement uncertainties, cross section values are also reported that are restricted to the CMS muon acceptance region, to allow future measurements of the $J/\psi$ and $\psi(2S)$ polarization to be exploited.

Figures 7 and 8 show the measured prompt and non-prompt cross sections for the $J/\psi$ and the $\psi(2S)$ as a function of $p_T$ for the various rapidity bins and uncorrected for detector acceptance. Numerical values can be found in ref. \cite{30}.

Integrated cross sections in the $p_T$ and rapidity ranges defined by eqs. \eqref{2.2}–\eqref{2.3} are also reported uncorrected for acceptance, i.e. for both muons satisfying the conditions defined in eq. \eqref{6.1}. They are computed to be:

\begin{align*}
B(J/\psi \to \mu^+ \mu^-) \cdot \sigma(pp \to \text{prompt } J/\psi) & = 9.83 \pm 0.03 \pm 0.38 \pm 0.39 \text{ nb} , \\
B(J/\psi \to \mu^+ \mu^-) \cdot \sigma(pp \to \text{b}X \to J/\psi X) & = 4.67 \pm 0.02 \pm 0.17 \pm 0.19 \text{ nb}
\end{align*}

for prompt and non-prompt $J/\psi$ production, respectively, and:

\begin{align*}
B(\psi(2S) \to \mu^+ \mu^-) \cdot \sigma(pp \to \text{prompt } \psi(2S)) & = 0.410 \pm 0.009 \pm 0.023 \pm 0.016 \text{ nb} , \\
B(\psi(2S) \to \mu^+ \mu^-) \cdot \sigma(pp \to \text{b}X \to \psi(2S)X) & = 0.235 \pm 0.006 \pm 0.013 \pm 0.009 \text{ nb}
\end{align*}

for prompt and non-prompt $\psi(2S)$ production, respectively. In the equations above the first uncertainty is statistical, the second systematic and the third coming from the luminosity measurement.

9.3 Non-prompt fractions

The measured non-prompt fractions for $J/\psi$ and $\psi(2S)$ mesons, extracted as described in section 8 and uncorrected for acceptance, are reported in ref. \cite{30} and shown in figure 9. The uncertainties shown are statistical and systematic, and the measured values are plotted as a function of $p_T$ in three rapidity ranges. In agreement with previous measurements \cite{4,7}, we observe similar sizes of non-prompt fractions for $J/\psi$ and $\psi(2S)$, and an increasing trend with $p_T$. Acceptance corrections do not induce significant changes in the non-prompt fractions within their uncertainties.

9.4 Cross section ratio

Most of the systematic uncertainties on the acceptances and efficiencies listed in tables 2 and 3, as well as the luminosity uncertainty, cancel partially or fully in the ratio of the $\psi(2S)$ to $J/\psi$ cross sections. For this reason we also present the ratio of the two differential
Figure 5. Measured differential cross section for prompt $J/\psi$ and $\psi(2S)$ production (left and right, respectively) as a function of $p_T$ for different rapidity bins. The error bars on the data points include all the statistical and systematic contributions except luminosity and polarization. The measurements have been offset by the numerical values given in the legend for easier viewing. The coloured (dark) bands indicate the theoretical predictions from NRQCD calculations. The lines are added only for illustrative purposes.

Figure 6. Measured differential cross section for non-prompt $J/\psi$ and $\psi(2S)$ production (left and right, respectively) as a function of $p_T$ for different rapidity bins. The error bars on the data points include all the statistical and systematic contributions except luminosity. The measurements have been offset by the numerical values given in the legend for easier viewing. The coloured (dark) bands indicate the theoretical predictions from FONLL calculations. The lines are added only for illustrative purposes.
Figure 7. Measured differential cross section for prompt $J/\psi$ (left) and $\psi(2S)$ (right) production as a function of $p_T$ for the different rapidity bins. The error bars on data points include all the statistical and systematic contributions except luminosity. The measurements have been offset by the numerical values given in the legend for easier viewing. The results are not corrected for the muon acceptance.

Figure 8. Measured differential cross section for non-prompt $J/\psi$ (left) and $\psi(2S)$ (right) production as a function of $p_T$ for the different rapidity bins. The error bars on data points include all the statistical and systematic contributions except luminosity. The measurements have been offset by the numerical values given in the legend for easier viewing. The result is not corrected for the muon acceptance.

cross sections:

$$ R(p_T, |y|) = \frac{\frac{d^2\sigma}{dp_T^2 dy}(\psi(2S)) \cdot B(\psi(2S) \rightarrow \mu^+ \mu^-)}{\frac{d^2\sigma}{dp_T^2 dy}(J/\psi) \cdot B(J/\psi \rightarrow \mu^+ \mu^-)} = \frac{N_{\text{corr}}^{\psi(2S)}(p_T, |y|)}{N_{\text{corr}}^{J/\psi}(p_T, |y|)} , $$ (9.1)
where the ratio $R$ is computed in bins of $p_T$ and rapidity, and the binning is the same as used for the $\psi(2S)$ cross section.

The statistical uncertainties affecting $R$ are extracted directly from the simultaneous invariant mass fits. The systematic uncertainties are estimated by considering the same sources as for the cross sections (except the luminosity and single-muon efficiency, which cancel out in the ratio) and evaluating directly the variation of the ratio, in order to take correlations into account.
Figure 10. Measured value of $R$, the $\psi(2S)$ to $J/\psi$ differential cross section ratio defined in eq. (9.1), for prompt (left) and non-prompt (right) production, averaged over rapidity and plotted as a function of $p_T$. The left plot also includes the comparison with the NRQCD prediction, while the right plot shows the predictions of the theoretical models used to determine $B(B \to \psi(2S)X)$, after the latter have been rescaled to the fitted value given in eq. (9.2). The shaded bands show the uncertainties on the theoretical predictions. The error bars give the total uncertainties on the measurements; polarization uncertainties are not included.

No significant dependence of $R$ on rapidity is observed; the ratios over the entire rapidity range are therefore computed. The resulting prompt and non-prompt cross section ratios are shown in figure 10 as a function of $p_T$. Numerical values of rapidity-dependent and integrated ratios are given in ref. [30].

The assumptions on polarization also affect the prompt cross section ratio measurement. In a plausible scenario [31], the polarizations of the directly produced $J/\psi$ and $\psi(2S)$ states are assumed to be the same. Therefore the uncertainty on the ratio comes only from the difference between the polarization of the directly produced mesons and the polarization of the $J/\psi$ coming from decays of P-wave states ($\chi_{c1}$ and $\chi_{c2}$), for which the maximum possible variations are considered. Using the measured feed-down fractions measured at CDF [32, 33], this leads to the definition of the two extreme scenarios:

- $\lambda^\psi(2S) = 1$, $\lambda^{J/\psi} = 0.445$;
- $\lambda^\psi(2S) = -1$, $\lambda^{J/\psi} = -0.647$;

which result in changes to the measured prompt cross section ratio by $12 - 20\%$.

9.5 Inclusive $B \to \psi(2S)X$ branching fraction

The non-prompt $\psi(2S)$ cross section results can be used to determine $B(B \to \psi(2S)X)$, the average inclusive branching fraction of all weakly decaying particles containing a $b$ quark to $\psi(2S)$.
Since the results are determined only for a limited range of phase space, a theoretical assumption is needed to extrapolate to the full phase space. The most precise result is obtained using the non-prompt cross section ratio, where most theoretical uncertainties cancel. The FONLL model is used for the result, taking as an alternative the EvtGen prediction to determine a systematic uncertainty.

For both models, the predicted ratio is computed for each \( p_T \) bin used in the measurement, assuming the world-average values, listed by the Particle Data Group (PDG) [24], of \( B_{PDG}(B \rightarrow J/\psi X) \), \( B_{PDG}(\psi(2S) \rightarrow \mu^+\mu^-) \), and \( B_{PDG}(J/\psi \rightarrow \mu^+\mu^-) \) (the branching fractions taken from the PDG are indicated as \( B_{PDG} \)). In both models the production cross section for each type of B meson or baryon is weighted using the values of the fractions \( f(b \rightarrow B^0) \), \( f(b \rightarrow B^\pm) \), \( f(b \rightarrow B^0_s) \), and \( f(b \rightarrow \Lambda_0\bar{b}) \), taken from LEP and Tevatron measurements. The predictions are then fitted to the data points, leaving only the normalization (\( N \)) as a free parameter. A good agreement in the shape of the \( p_T \) distribution is found for both models. The branching fraction \( B(B \rightarrow \psi(2S)X) \) is then derived from the fitted normalization.

In addition to the fit uncertainty, including statistical and systematic uncertainties on the single measurements (±3.8%), the following sources of uncertainty are considered (with the corresponding relative \( \Delta B \) uncertainty given in parentheses):

- **PDG branching fractions.** The uncertainties quoted by the PDG for \( B(B \rightarrow J/\psi X) \), \( B(\psi(2S) \rightarrow \mu^+\mu^-) \), and \( B(J/\psi \rightarrow \mu^+\mu^-) \) are summed in quadrature (13.5%).

- **Model assumptions.** The EvtGen prediction is used for an alternative fit and the difference with respect to the nominal \( N \) value is taken as a systematic uncertainty (1.0%).

- **FONLL uncertainties.** All uncertainties on the underlying \( b\bar{b} \) cross section, discussed in section 9.1, are assumed to be fully correlated between \( B \rightarrow J/\psi X \) and \( B \rightarrow \psi(2S)X \) transitions. Residual uncertainties affecting the cross section ratio prediction are used to perform alternative fits and the differences with respect to the nominal value of \( N \) are taken as systematic uncertainties (1.5%).

- **B \rightarrow charmonium spectrum theoretical uncertainties.** The only source of theoretical uncertainty which is not correlated is the one on the \( B \rightarrow \) charmonium spectrum. We use the high-\( Q \) and low-\( Q \) method to estimate this uncertainty as detailed in section 9.1. In order to obtain an upper limit on the uncertainty of this ratio, the high-\( Q \) sample of \( B \rightarrow J/\psi X \) is compared to the low-\( Q \) \( B \rightarrow \psi(2S)X \) sample and vice versa. The average difference in \( N \) with respect to the nominal EvtGen prediction is taken as a systematic uncertainty (3.8%).

The measured value is:

\[
B(B \rightarrow \psi(2S)X) = (3.08 \pm 0.12(\text{stat.+syst.}) \pm 0.13(\text{theor.}) \pm 0.42(B_{PDG})) \times 10^{-3}, \quad (9.2)
\]

where the last uncertainties are from the world-average branching fractions and the theoretical variations, respectively. The result is in agreement with the current world-average value from LEP and Tevatron measurements (\( B_{PDG}(B \rightarrow \psi(2S)X) = (4.8 \pm 2.4) \cdot 10^{-3} [24] \)), while improving the relative uncertainty by a factor of three.
10 Summary

A measurement of the $J/\psi$ and $\psi(2S)$ production cross sections in pp collisions at $\sqrt{s} = 7$ TeV with the CMS experiment at the LHC has been presented. The data sample corresponds to an integrated luminosity of $36.7 \pm 1.5 \text{ pb}^{-1}$. The two cross sections and their ratio have been measured as a function of the meson transverse momentum (up to 70 GeV/$c$ for the $J/\psi$ and to 30 GeV/$c$ for the $\psi(2S)$) in several rapidity ranges. Cross sections for prompt and non-prompt production have been determined from the measured values of the $J/\psi$ and $\psi(2S)$ non-prompt fractions.

The prompt cross section results are evaluated assuming isotropic decays in the production, as well as four other polarization scenarios. In addition, cross sections restricted to the acceptance of the CMS detector are given, which are not affected by the polarization of the charmonium states.

Cross sections for prompt and non-prompt production have been compared with NRQCD and FONLL predictions, respectively. Agreement is found in the prompt case: this is particularly remarkable in the $\psi(2S)$ case, where theoretical uncertainties are reduced because of the absence of feed-down from heavier charmonium states. In the non-prompt case, general agreement in shape is found for $\psi(2S)$ in the entire $p_T$ range considered (up to 30 GeV/$c$), but an overall scale shift is observed, because of the assumption on the central value of the inclusive branching fraction $B(B \rightarrow \psi(2S)X)$. For $J/\psi$ there is similarly general agreement over the above range, while the predictions overestimate the measured differential cross sections for $30 < p_T < 70$ GeV/$c$.

For plausible hypotheses on the polarizations of the two charmonium states the ratio of their differential cross sections is obtained. In this ratio systematic errors largely cancel. The inclusive branching fraction $B(B \rightarrow \psi(2S)X)$ is extracted from the ratio of the non-prompt cross sections to be:

$$B(B \rightarrow \psi(2S)X) = (3.08 \pm 0.12 \text{ (stat.+syst.)} \pm 0.13 \text{ (theor.)} \pm 0.42 (B_{PDG})) \times 10^{-3},$$

improving the relative uncertainty on the previous world average by a factor of three.

Acknowledgments

We would like to thank Yan-Qing Ma for providing theoretical predictions in NLO NRQCD and Matteo Cacciari for predictions in the FONLL scheme and useful discussions.

We wish to congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC machine. We thank the technical and administrative staff at CERN and other CMS institutes. This work was supported by the Austrian Federal Ministry of Science and Research; the Belgium Fonds de la Recherche Scientifique, and Fonds voor Wetenschappelijk Onderzoek; the Brazilian Funding Agencies (CNPq, CAPES, FAPERJ, and FAPESP); the Bulgarian Ministry of Education and Science; CERN; the Chinese Academy of Sciences, Ministry of Science and Technology, and National Natural Science Foundation of China; the Colombian Funding Agency (COLCIENCIAS); the Croatian Ministry of Science, Education and Sport; the Research Promotion Foundation,
Cyprus; the Estonian Academy of Sciences and NICPB; the Academy of Finland, Finnish Ministry of Education and Culture, and Helsinki Institute of Physics; the Institut National de Physique Nucléaire et de Physique des Particules / CNRS, and Commissariat à l’Énergie Atomique et aux Énergies Alternatives / CEA, France; the Bundesministerium für Bildung und Forschung, Deutsche Forschungsgemeinschaft, and Helmholtz-Gemeinschaft Deutscher Forschungszentren, Germany; the General Secretariat for Research and Technology, Greece; the National Scientific Research Foundation, and National Office for Research and Technology, Hungary; the Department of Atomic Energy and the Department of Science and Technology, India; the Institute for Studies in Theoretical Physics and Mathematics, Iran; the Science Foundation, Ireland; the Istituto Nazionale di Fisica Nucleare, Italy; the Korean Ministry of Education, Science and Technology and the World Class University program of NRF, Korea; the Lithuanian Academy of Sciences; the Ministry of Education, Science and Technology, New Zealand; the Pakistan Atomic Energy Commission; the State Commission for Scientific Research, Poland; the Fundação para a Ciência e a Tecnologia, Portugal; JINR (Armenia, Belarus, Georgia, Ukraine, Uzbekistan); the Ministry of Science and Technologies of the Russian Federation, the Russian Ministry of Atomic Energy and the Russian Foundation for Basic Research, the Ministry of Science and Technological Development of Serbia; the Ministerio de Ciencia e Innovación, and Programa Consolider-Ingenio 2010, Spain; the Swiss Funding Agencies (ETH Board, ETH Zurich, PSI, SNF, UniZH, Canton Zurich, and SER); the National Science Council, Taipei; the Scientific and Technical Research Council of Turkey, and Turkish Atomic Energy Authority; the Science and Technology Facilities Council, U.K.; the US Department of Energy, and the US National Science Foundation.

Individuals have received support from the Marie-Curie programme and the European Research Council (European Union); the Leventis Foundation; the A. P. Sloan Foundation; the Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIB-Belgium); the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); and the Council of Science and Industrial Research, India.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References


[26] CMS collaboration, Measurement of momentum scale and resolution of the CMS detector using low-mass resonances and cosmic ray muons, PAS-TRK-10-004.

[27] CMS collaboration, Performance of muon identification in pp collisions at √s = 7 TeV, PAS-MUO-10-002.


The CMS collaboration

Yerevan Physics Institute, Yerevan, Armenia
S. Chatrchyan, V. Khachatryan, A.M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik der OeAW, Wien, Austria

National Centre for Particle and High Energy Physics, Minsk, Belarus
V. Mossolov, N. Shumeiko, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium

Vrije Universiteit Brussel, Brussel, Belgium

Université Libre de Bruxelles, Bruxelles, Belgium

Ghent University, Gent, Belgium

Université Catholique de Louvain, Louvain-la-Neuve, Belgium

Université de Mons, Mons, Belgium
N. Belyt, T. Caerbergs, E. Daubie

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil
G.A. Alves, D. De Jesus Damiao, M.E. Pol, M.H.G. Souza
Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil

Instituto de Física Teórica, Universidade Estadual Paulista, São Paulo, Brazil
T.S. Anjos³, C.A. Bernardes³, F.A. Dias⁴, T.R. Fernandez Perez Tomei, E. M. Gregores³, C. Lagana, F. Marinho, P.G. Mercadante³, S.F. Novaes, Sandra S. Padula

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria
N. Darmenov¹, V. Genchev¹, P. Iaydjiev¹, S. Piperov, M. Rodozov, S. Stoykova, G. Sultanov, V. Tcholakov, R. Trayanov, M. Vutova

University of Sofia, Sofia, Bulgaria
A. Dimitrov, R. Hadjiiska, A. Karadzhinova, V. Kozhuharov, L. Litov, M. Mateev, B. Pavlov, P. Petkov

Institute of High Energy Physics, Beijing, China

State Key Lab. of Nucl. Phys. and Tech., Peking University, Beijing, China
Y. Ban, S. Guo, Y. Guo, W. Li, Y. Mao, S.J. Qian, H. Teng, B. Zhu, W. Zou

Universidad de Los Andes, Bogota, Colombia

Technical University of Split, Split, Croatia
N. Godinovic, D. Lelas, R. Plestina⁵, D. Polic, I. Puljak

University of Split, Split, Croatia
Z. Antunovic, M. Dzelalija, M. Kovac

Institute Rudjer Boskovic, Zagreb, Croatia
V. Brigljevic, S. Duric, K. Kadija, J. Luetic, S. Morovic

University of Cyprus, Nicosia, Cyprus
A. Attikis, M. Galanti, J. Mousa, C. Nicolaou, F. Ptochos, P.A. Razis

Charles University, Prague, Czech Republic
M. Finger, M. Finger Jr.
Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt
Y. Assran, A. Ellithi Kamel, S. Khalil, M.A. Mahmoud, A. Radi

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia
A. Hektor, M. Kadastik, M. Müntel, M. Raidal, L. Rebane, A. Tiko

Department of Physics, University of Helsinki, Helsinki, Finland
V. Azzolini, P. Eerola, G. Fedi, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland

Lappeenranta University of Technology, Lappeenranta, Finland
K. Banzuzi, A. Karjalainen, A. Korpela, T. Tuuva

Laboratoire d'Annecy-le-Vieux de Physique des Particules, IN2P3-CNRS, Annecy-le-Vieux, France
D. Sillou

DSM/IRFU, CEA/Saclay, Gif-sur-Yvette, France

Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France

Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute Alsace Mulhouse, CNRS/IN2P3, Strasbourg, France

Centre de Calcul de l’Institut National de Physique Nucleaire et de Physique des Particules (IN2P3), Villeurbanne, France
F. Fassi, D. Mercier
Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France


Institute of High Energy Physics and Informatization, Tbilisi State University, Tbilisi, Georgia

D. Lomidze

RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany


RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany


RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany


Deutsches Elektronen-Synchrotron, Hamburg, Germany


University of Hamburg, Hamburg, Germany

Institut für Experimentelle Kernphysik, Karlsruhe, Germany


Institute of Nuclear Physics ”Demokritos”, Aghia Paraskevi, Greece


University of Athens, Athens, Greece

L. Gouskos, T.J. Mertzimekis, A. Panagiotou, N. Saoulidou, E. Stiliaris

University of Ioánnina, Ioánnina, Greece

I. Evangelou, C. Foudas, P. Kokkas, N. Manthos, I. Papadopoulos, V. Patras, F.A. Triantis

KFKI Research Institute for Particle and Nuclear Physics, Budapest, Hungary


Institute of Nuclear Research ATOMKI, Debrecen, Hungary

N. Beni, J. Molnar, J. Palinkas, Z. Szillasi, V. Veszpremi

University of Debrecen, Debrecen, Hungary

J. Karancsi, P. Raics, Z.L. Trocsanyi, B. Ujvari

Panjab University, Chandigarh, India


University of Delhi, Delhi, India

S. Ahuja, B.C. Choudhary, P. Gupta, A. Kumar, A. Kumar, S. Malhotra, M. Naimuddin, K. Ranjan, R.K. Shivpuri

Saha Institute of Nuclear Physics, Kolkata, India


Bhabha Atomic Research Centre, Mumbai, India

R.K. Choudhury, D. Dutta, S. Kailas, V. Kumar, A.K. Mohanty, L.M. Pant, P. Shukla
Tata Institute of Fundamental Research - EHEP, Mumbai, India

T. Aziz, M. Guchait\textsuperscript{17}, A. Gurtu, M. Maity\textsuperscript{18}, D. Majumder, G. Majumder, K. Mazumdar, G.B. Mohanty, B. Parida, A. Saha, K. Sudhakar, N. Wickramage

Tata Institute of Fundamental Research - HECR, Mumbai, India

S. Banerjee, S. Dugad, N.K. Mondal

Institute for Research and Fundamental Sciences (IPM), Tehran, Iran

H. Arfaei, H. Bakhshiansohi\textsuperscript{19}, S.M. Etesami\textsuperscript{20}, A. Fahim\textsuperscript{19}, M. Hashemi, H. Hesari, A. Jafari\textsuperscript{19}, M. Khakzad, A. Mohammadi\textsuperscript{21}, M. Mohammadi Najafabadi, S. Paktinat Mehdiabadi, B. Safarzadeh\textsuperscript{22}, M. Zeinali\textsuperscript{20}

INFN Sezione di Bari\textsuperscript{a}, Università di Bari\textsuperscript{b}, Politecnico di Bari\textsuperscript{c}, Bari, Italy

M. Abbrescia\textsuperscript{a,b}, L. Barbone\textsuperscript{a,b}, C. Calabria\textsuperscript{a,b}, A. Colaleo\textsuperscript{a}, D. Creanza\textsuperscript{a,c}, N. De Filippis\textsuperscript{a,c,1}, M. De Palma\textsuperscript{a,b}, L. Fiore\textsuperscript{a}, G. Iaselli\textsuperscript{a,c}, L. Lusito\textsuperscript{a,b}, G. Maggi\textsuperscript{a,c}, M. Maggi\textsuperscript{a}, N. Manna\textsuperscript{a,b}, B. Marangelli\textsuperscript{a,b}, S. My\textsuperscript{a,c}, S. Nuzzo\textsuperscript{a,b}, N. Pacifico\textsuperscript{a,b}, A. Pompili\textsuperscript{a,b}, G. Pugliese\textsuperscript{a,c}, F. Romano\textsuperscript{a,c}, G. Selvaggi\textsuperscript{a,b}, L. Silvestris\textsuperscript{a}, S. Tuppiti\textsuperscript{a,b}, G. Zito\textsuperscript{a}

INFN Sezione di Bologna\textsuperscript{a}, Università di Bologna\textsuperscript{b}, Bologna, Italy

G. Abbiendi\textsuperscript{a}, A.C. Benvenuti\textsuperscript{a}, D. Bonacorsi\textsuperscript{a}, S. Braibant-Giacomelli\textsuperscript{a,b}, L. Brigliadori\textsuperscript{a}, P. Capiluppi\textsuperscript{a,b}, A. Castro\textsuperscript{a,b}, F.R. Cavallo\textsuperscript{a}, M. Cuffiani\textsuperscript{a,b}, G.M. Dallavalle\textsuperscript{a}, F. Fabbri\textsuperscript{a}, A. Fanfani\textsuperscript{a,b}, D. Fasanella\textsuperscript{a,1}, P. Giacomelli\textsuperscript{a}, M. Giunta\textsuperscript{a}, C. Grandi\textsuperscript{a}, S. Marcellini\textsuperscript{a}, G. Masetti\textsuperscript{a}, M. Meneghelli\textsuperscript{a,b}, A. Montanari\textsuperscript{a}, F.L. Navarria\textsuperscript{a,b}, F. Odorici\textsuperscript{a}, A. Perrotta\textsuperscript{a}, F. Primavera\textsuperscript{a}, A.M. Rossi\textsuperscript{a,b}, T. Rotvelle\textsuperscript{a,b}, G. Sirol\textsuperscript{a,b}, R. Travaglini\textsuperscript{a,b}

INFN Sezione di Catania\textsuperscript{a}, Università di Catania\textsuperscript{b}, Catania, Italy

S. Albergo\textsuperscript{a,b}, G. Cappello\textsuperscript{a,b}, M. Chiorboli\textsuperscript{a,b}, S. Costa\textsuperscript{a,b}, R. Potenza\textsuperscript{a,b}, A. Tricomi\textsuperscript{a,b}, C. Tuve\textsuperscript{a,b}

INFN Sezione di Firenze\textsuperscript{a}, Università di Firenze\textsuperscript{b}, Firenze, Italy

G. Barbagli\textsuperscript{a}, V. Ciulli\textsuperscript{a,b}, C. Civinini\textsuperscript{a}, R. D’Alessandro\textsuperscript{a,b}, E. Focardi\textsuperscript{a,b}, S. Frosali\textsuperscript{a,b}, E. Gallo\textsuperscript{a}, S. Gouzi\textsuperscript{a,b}, M. Meschini\textsuperscript{a}, S. Paoletti\textsuperscript{a}, G. Sguazzoni\textsuperscript{a}, A. Tropiano\textsuperscript{a,1}

INFN Laboratori Nazionali di Frascati, Frascati, Italy

L. Benussi, S. Bianco, S. Colafranceschi\textsuperscript{23}, F. Fabbri, D. Piccolo

INFN Sezione di Genova, Genova, Italy

P. Fabbricatore, R. Musenich
INFN Sezione di Torino\textsuperscript{a}, Università di Torino\textsuperscript{b}, Università del Piemonte Orientale (Novara)\textsuperscript{c}, Torino, Italy

N. Amapane\textsuperscript{a,b}, R. Arcidiacono\textsuperscript{a,c}, S. Argiro\textsuperscript{a,b}, M. Arneodo\textsuperscript{a,c}, C. Biino\textsuperscript{a}, C. Bott\textsuperscript{a,b}, N. Cartiglia\textsuperscript{a}, R. Castello\textsuperscript{a,b}, M. Costa\textsuperscript{a,b}, N. Demaria\textsuperscript{a}, A. Graziano\textsuperscript{a,b}, C. Mariotti\textsuperscript{a}, S. Maselli\textsuperscript{a}, E. Migliore\textsuperscript{a,b}, V. Monaco\textsuperscript{a,b}, M. Musich\textsuperscript{a}, M.M. Obertino\textsuperscript{a,c}, N. Pastrone\textsuperscript{a}, M. Pelliccioni\textsuperscript{a}, A. Potenza\textsuperscript{a,b}, A. Romero\textsuperscript{a,b}, M. Ruspa\textsuperscript{a,c}, R. Sacchi\textsuperscript{a,b}, V. Sola\textsuperscript{a,b}, A. Solano\textsuperscript{a,b}, A. Staiano\textsuperscript{a}, A. Vilela Pereira\textsuperscript{a}

INFN Sezione di Trieste\textsuperscript{a}, Università di Trieste\textsuperscript{b}, Trieste, Italy

S. Belforte\textsuperscript{a}, F. Cossutti\textsuperscript{a}, G. Della Ricca\textsuperscript{a,b}, B. Gobbo\textsuperscript{a}, M. Marone\textsuperscript{a,b}, D. Montanino\textsuperscript{a,b,1}, A. Penzo\textsuperscript{a}

Kangwon National University, Chuncheon, Korea

S.G. Heo, S.K. Nam

Kyungpook National University, Daegu, Korea


Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea

J.Y. Kim, Zero J. Kim, S. Song

Konkuk University, Seoul, Korea

H.Y. Jo

Korea University, Seoul, Korea


University of Seoul, Seoul, Korea

M. Choi, S. Kang, H. Kim, J.H. Kim, C. Park, I.C. Park, S. Park, G. Ryu

Sungkyunkwan University, Suwon, Korea


Vilnius University, Vilnius, Lithuania


Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico

Universidad Iberoamericana, Mexico City, Mexico
S. Carrillo Moreno, F. Vazquez Valencia

Benemerita Universidad Autonoma de Puebla, Puebla, Mexico
H.A. Salazar Ibarguen

Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico
E. Casimiro Linares, A. Morelos Pineda, M.A. Reyes-Santos

University of Auckland, Auckland, New Zealand
D. Krofcheck, J. Tam

University of Canterbury, Christchurch, New Zealand
A.J. Bell, P.H. Butler, R. Doesburg, H. Silverwood, N. Tambe

National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland
G. Brona, M. Cwiok, W. Dominik, K. Doroba, A. Kalinowski, M. Konecki, J. Krolikowski

Soltan Institute for Nuclear Studies, Warsaw, Poland

Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

Joint Institute for Nuclear Research, Dubna, Russia

Petersburg Nuclear Physics Institute, Gatchina (St Petersburg), Russia
Institute for Nuclear Research, Moscow, Russia

Institute for Theoretical and Experimental Physics, Moscow, Russia
V. Epshteyn, M. Erofeeva, V. Gavrilov, V. Kaftanov, M. Kossov, A. Krokhnotin, N. Lychkovskaya, V. Popov, G. Safronov, S. Semenov, V. Stolin, E. Vlasov, A. Zhokin

Moscow State University, Moscow, Russia
A. Belyaev, E. Boos, M. Dubinin, L. Dudko, A. Gribushin, V. Klyukhin, O. Kodolova, I. Lokhtin, A. Markina, S. Obraztsov, M. Perilov, S. Petrushanko, L. Sarycheva, V. Savrin, A. Snigirev

P.N. Lebedev Physical Institute, Moscow, Russia

State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia

University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
P. Adzic, M. Djordjevic, M. Ekmedzic, D. Krpic, J. Milosevic

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

Universidad Autónoma de Madrid, Madrid, Spain
C. Albajar, G. Codispoti, J.F. de Trocóniz

Universidad de Oviedo, Oviedo, Spain
Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain


CERN, European Organization for Nuclear Research, Geneva, Switzerland


Paul Scherrer Institut, Villigen, Switzerland


Institute for Particle Physics, ETH Zurich, Zurich, Switzerland


Universität Zürich, Zurich, Switzerland

E. Aguilo, C. Amsler, V. Chiochia, S. De Visscher, C. Favaro, M. Ivova Rikova, B. Millan Meijias, P. Otiougova, P. Robmann, A. Schmidt, H. Snoek, M. Verzetti
National Central University, Chung-Li, Taiwan


National Taiwan University (NTU), Taipei, Taiwan


Cukurova University, Adana, Turkey


Middle East Technical University, Physics Department, Ankara, Turkey


Bogazici University, Istanbul, Turkey

M. Deliomeroglu, E. Gülmez, B. Isildak, M. Kaya, O. Kaya, M. Özbek, S. Ozkorucuklu, N. Sonmez

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine

L. Levchuk

University of Bristol, Bristol, United Kingdom


Rutherford Appleton Laboratory, Didcot, United Kingdom


Imperial College, London, United Kingdom


**Brunel University, Uxbridge, United Kingdom**
M. Barrett, M. Chadwick, J.E. Cole, P.R. Hobson, A. Khan, P. Kyberd, D. Leslie, W. Martin, I.D. Reid, L. Teodorescu

**Baylor University, Waco, USA**
K. Hatakeyama, H. Liu

**The University of Alabama, Tuscaloosa, USA**
C. Henderson

**Boston University, Boston, USA**

**Brown University, Providence, USA**

**University of California, Davis, Davis, USA**

University of California, Los Angeles, Los Angeles, USA

**University of California, Riverside, Riverside, USA**

**University of California, San Diego, La Jolla, USA**
University of California, Santa Barbara, Santa Barbara, USA

California Institute of Technology, Pasadena, USA

Carnegie Mellon University, Pittsburgh, USA

University of Colorado at Boulder, Boulder, USA

Cornell University, Ithaca, USA

Fairfield University, Fairfield, USA
A. Biselli, G. Cirino, D. Winn

Fermi National Accelerator Laboratory, Batavia, USA
University of Florida, Gainesville, USA

Florida International University, Miami, USA
V. Gaultney, L.M. Lebolo, S. Linn, P. Markowitz, G. Martinez, J.L. Rodriguez

Florida State University, Tallahassee, USA

Florida Institute of Technology, Melbourne, USA
M.M. Baarmand, B. Dorney, M. Hohlmann, H. Kalakhety, I. Vodopiyanov

University of Illinois at Chicago (UIC), Chicago, USA

The University of Iowa, Iowa City, USA

Johns Hopkins University, Baltimore, USA

The University of Kansas, Lawrence, USA

Kansas State University, Manhattan, USA
A.F. Barfuss, T. Bolton, I. Chakaberia, A. Ivanov, S. Khalil, M. Makouski, Y. Maravin, S. Shrestha, I. Svintradze
The Ohio State University, Columbus, USA
B. Bylsma, L.S. Durkin, C. Hill, P. Killewald, K. Kotov, T.Y. Ling, M. Rodenburg, C. Vuosalo, G. Williams

Princeton University, Princeton, USA

University of Puerto Rico, Mayaguez, USA

Purdue University, West Lafayette, USA

Purdue University Calumet, Hammond, USA
S. Guragain, N. Parashar

Rice University, Houston, USA

University of Rochester, Rochester, USA

The Rockefeller University, New York, USA
A. Bhatti, R. Ciesielski, L. Demortier, K. Goulianos, G. Lungu, S. Malik, C. Mesropian

Rutgers, the State University of New Jersey, Piscataway, USA

University of Tennessee, Knoxville, USA
G. Cerizza, M. Hollingsworth, S. Spanier, Z.C. Yang, A. York
Texas A&M University, College Station, USA

Texas Tech University, Lubbock, USA

Vanderbilt University, Nashville, USA

University of Virginia, Charlottesville, USA

Wayne State University, Detroit, USA
S. Gollapinni, R. Harr, P.E. Karchin, C. Kottachchi Kankanamge Don, P. Lamichhane, M. Mattson, C. Milstène, A. Sakharov

University of Wisconsin, Madison, USA