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Thermalizing and Damping in Structural Dynamics

Structural damping, that is the presence of a velocity dependent dissipative term in the equation of motion, is rationalized as a thermalization process between a structure (here a beam) and an outside bath (understood in a broad sense as a system property). This is achieved via the introduction of the kinetic temperature of structural systems and formalized by means of an extended Lagrangian formulation of a structure in contact with an outside bath at a given temperature. Using the Nosé–Hoover thermostat, the heat exchange rate between structure and bath is identified as a mass damping coefficient, which evolves in time in function of the kinetic energy/temperature history exhibited by the structure. By way of application to a simple beam structure subjected to eigen-vibrations and dynamic buckling, commonality and differences of the Nosé–Hoover beam theory with constant mass damping models are shown, which permit a handshake between classical damping models and statistical mechanics–based thermalization models. The solid foundation of these thermalization models in statistical physics provides new insights into stability and instability for engineering structures. Specifically, since two systems are considered in (thermodynamic) equilibrium when they have the same temperature, we show in the case of dynamic buckling that a persistent steady-state difference in kinetic temperature between structure and bath is but indicative of the instability of the system. This shows that the kinetic temperature can serve as a structural order parameter to identify and comprehend failure of structures, possibly well beyond the elastic stability considered here. [DOI: 10.1115/1.4040080]
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1 Introduction

Structural damping is one of the most complex systems’ input parameters required for the design and operation of engineering structures. It is key for structural analysis of tall buildings characterized by slenderness and sensitivity to resonant wind effects, for which extensive experimental damping data makes it possible today to identify the critical role of structural damping in acceleration-based motion perception criteria (for a state-of-the-art review, see Ref. [1]). Structural damping is equally critical in seismic response analysis of cable-stayed bridges, but is clouded by the uncertainty on the actual damping capacity of such structures during strong motion response (see e.g., Ref. [2]). Similar uncertainties have haunted the design and operation of nuclear power plants ever since the introduction of damping in the structural analysis of primary and secondary systems in the mid1970’s (see e.g., Ref. [3]).

From an engineering mechanics perspective, the difficulty of defining damping originates from the dissipative nature of damping, whether the damping is velocity—or displacement driven (for a comprehensive review of existing engineering damping models and methods of solution, see Ref. [4] and references cited herein). This means that a part of the kinetic energy is dissipated into heat form. This energy dissipation can originate from either the material scale or the system scale, which makes it difficult to clearly identify its very origin and capture it via material/constitutive or structural modeling.

From a statistical mechanics point of view, the problem of damping is slightly different, in the sense that the addition of a dissipation term in the conservation of momentum evokes a shift from a microcanonical ensemble to a canonical ensemble (see e.g., Ref. [5]). In the first, given constant mass and volume of the structure, the energy is conserved, meaning that all changes in internal energy (including irreversible changes) translate directly into changes of kinetic energy. This microcanonical ensemble (or NVE-ensemble, where $N$ stands for the number of mass points, $V$ the volume, and $E$ the energy) is the undamped system [6]. In contrast, in the canonical ensemble (or NVT ensemble, with $T$ a temperature), the system of interest (here a structural system) is in contact with an outside “bath” at a prescribed temperature. The two systems (structure and bath) are said to be in equilibrium, when they have the same temperature. Otherwise said, the system of interest and the bath exchange heat in such a way that any change in internal energy due to deformation is compensated by both changes in kinetic energy and a dissipation term in the conservation of momentum that ensures that the system—after sufficiently long time—will ultimately reach the same temperature to be at equilibrium.

With this framework in mind, we employ some simple tools of statistical mechanics to revisit the concept of structural damping in structural dynamics. To this end, we introduce the kinetic temperature of structures as an order parameter to delineate the dynamic behavior of engineering structures. For background, the kinetic temperature originates from the kinetic theory of gases and is a classical quantity in molecular science to link the translational kinetic energy of particles to velocity distributions following a Maxwell–Boltzmann velocity distribution. In the absence of an actual temperature as a state variable in molecular dynamics, thermostats have been introduced that permit rescaling the kinetic energy to a sought value to achieve a temperature-controlled thermodynamic ensemble. Herein, we apply one of them, the so-called Nosé–Hoover thermostat [7–9], to some simple beam systems subject to dynamic bending and buckling. This
Nosé–Hoover beam theory is first presented using classical tools of Lagrangian Mechanics, redefining mass damping as a transition from an NVE to an NVT ensemble. Rather than considering a constant structural damping, it is suggested that the kinetic temperature may serve as a powerful integrated order parameter to capture system related—in contrast to material related—energy dissipation in the linear and nonlinear dynamics response of structures, and it may serve as well as a quantitative means to identify instability of motions.

2 Nosé–Hoover Beam Theory

Consider a structure in the microcanonical ensemble: the mass is conserved \((N=\text{const})\), the system size is fixed \((V=\text{const})\), and the energy is conserved \((\mathcal{E}=\text{const})\). In this ensemble, the Lagrangian of the structure \((\mathcal{L}_S)\), that is, the difference between the structure’s kinetic energy and its potential energy, entirely defines the location and the velocity of each and every mass point of the structure; that is, for instance for a continuous beam structure in two-dimensional bending (neglecting forces)

\[
\mathcal{L}_S = \int (\frac{1}{2} \rho A \dot{w}^2 - \frac{1}{2} EI (w'^2)) \, dx
\]

where \(\rho\) is the density, \(A\) the beam section, \(EI\) the bending stiffness, and \(\dot{w} = \frac{\partial w}{\partial t}\) and \(w' = \frac{\partial w}{\partial x}\). Using classical Lagrangian mechanics, the Euler–Lagrange equation provides the classical form of the undamped equation of motion of a beam in the NVE–ensemble

\[
-\frac{\partial}{\partial t} \left( \frac{\partial \mathcal{L}_S}{\partial \dot{w}} \right) + \frac{\partial^2 \mathcal{L}_S}{\partial (\dot{w}^2)} = 0
\]

\[
\rho A \ddot{w} + \frac{\partial^2}{\partial x^2} (EIw') = 0
\]

The resulting Lagrangian has two variables, \(w=w(x, t)\) and \(s=s(t)\), and their derivatives. Two Euler–Lagrange equations provide access to the equations of motion. First, the Euler–Lagrange equation for the variable \(w\) reads

\[
-\frac{\partial}{\partial (\dot{w}^2)} \left( \frac{\partial \mathcal{L}_S}{\partial \dot{w}} \right) + \frac{\partial^2 \mathcal{L}_S}{\partial (\dot{w}^2)} = 0
\]

\[
\rho A \ddot{w} + \frac{\partial^2}{\partial x^2} (EIw') = 0
\]

From Eq. (9), the Nosé–Hoover beam is recognized as nothing but a mass damped system (with \(\rho A\ddot{w}\) a friction force density due to the contact with the bath), in which the mass damping coefficient \(\xi\) evolves according to Eq. (10). A generalization of the Nosé–Hoover beam is to recognize a constant \(\xi\) as a transition from an NVE to an NVT ensemble. Similarly, if \(Q\) is large, the damping coefficient evolves little, which corresponds to the case of a constant mass damping as employed in classical structural dynamics.

Thus far, as \(T(t)/T_\infty \to 0\), the mass damping coefficient \(\xi\) is constant, signaling the attainment of equilibrium. Similarly, if \(Q\) is large, the damping coefficient evolves little, which corresponds to the case of a constant mass damping as employed in classical structural dynamics.
second-order term due to the action of a compressive axial force \( P > 0 \) \[ L_s = \int_0^l \left( \frac{1}{2} \rho A \dot{w}^2 - \frac{1}{2} \left( EI \left( \frac{\partial^2 w}{\partial x^2} \right)^2 - P \left( \frac{\partial w}{\partial x} \right)^2 \right) \right) dx \] \[ \text{(13)} \]

Employing the Nosé–Hoover extended system description, one thus arrives at the classical equation of motion of dynamic buckling (see e.g., Ref. [11]) save an added damping term

\[ \rho A \ddot{w} + \zeta \dot{w} + \frac{\partial^2}{\partial x^2} \left( EI \ddot{w} \right) + \frac{\partial}{\partial x} \left( P \dot{w} \right) = 0 \]

The damping coefficient \( \zeta \) still evolves with Eq. (11). Yet, as the additional second-order term in Eq. (13) reduces de facto the potential energy, the presence of a compressive axial force is expected to increase the kinetic energy, and hence the kinetic temperature and as a consequence the heat exchange between bath and beam, that is, the damping coefficient \( \zeta \). A similar trend is to be expected if damage occurred along the beam system, reducing irreversibly the bending stiffness \( EI \) of the beam. There exists thus an intricate interplay—in time and space—between system damping and geometric and material nonlinearities, which is not captured by classical constant structural damping models.

### 3 Applications

For the purpose of illustration, consider a simply supported beam subjected to eigen-vibrations. In the first example, we observe the difference between classical damping models and the Nosé–Hoover thermostat. In the second example, the dynamic buckling of the beam is investigated.

#### 3.1 Thermalizing Eigen-Vibrations

Consider thus a simply supported beam of length \( L \), constant beam bending stiffness \( EI \), and mass per unit length \( \rho A \). For the purpose of illustration, we are interested in the damping of eigen-vibrations—achieved here by considering an initial velocity \( \dot{V}_0 \) along the beam length. The rational of imposing a constant initial velocity field is that it is expected to activate equally all eigenmodes in the system.

For the problem in hand, the equation of motion is given by Eq. (9), which we rewrite in dimensionless form \( \ddot{w} = w(\partial^2 w/\partial x^2) \) and coordinates \( \dot{x} = x/L \) and \( \ddot{t} = t_0 \) with \( L_0 = \sqrt{EI/\rho AL} \), while considering a damping ratio \( \zeta = \zeta(2\pi c_0 \dot{t}) \)

\[ \ddot{\dot{w}} + 2\zeta \dot{w} + \frac{\partial^2}{\partial x^2} \left( w \right) = 0 \]

Together with the initial conditions

\[ \ddot{w}(\dot{x}, \ddot{t} = 0) = 0; \quad \frac{\partial \dot{w}}{\partial t} (\dot{x} = 0, \ddot{t} = 0) = 1 \]

Similarly, the Nosé–Hoover thermostat Eq. (11) is rewritten in a dimensionless form using the damping ratio \( \zeta \) instead of mass damping coefficient \( \zeta \)

\[ \ddot{\dot{w}} + \frac{\dot{w}}{t_0} + \frac{\partial^2}{\partial x^2} \left( w \right) = 0 \]

Together with the initial conditions, considering Eq. (17) for the evaluation of the initial kinetic temperature

\[ \zeta(\ddot{t} = 0) = \zeta_0; \quad \ddot{w}(\dot{x}, \ddot{t} = 0) = \frac{\dot{w}}{t_0} \left( 1 - \frac{t_0}{T_0} \right) \]

There are thus two dimensionless quantities required to solve for the eigen-vibration damping. One is the temperature ratio \( T_{\infty}/T_0 \)

\[ D(\dot{t}) = \frac{\dot{w}(\dot{x}, \ddot{t} = 0)}{w(\dot{x}, \ddot{t} = 0)} = 1 - \frac{E_k(\dot{t})}{E_k(0)} - \frac{U(\dot{t})}{E_k(0)} \]

The nonlinearity induced by a time-history damping \( \zeta(\dot{t}) \) requires time integration for the solution of the coupled system of Eq. (20), but does not interfere with the generalized coordinate solution defined by Eq. (20). The time integration scheme is also specified in Appendix.

Figure 1 displays the evolution in time of the kinetic temperature \( T(\dot{t})/T_0 \) for different values of the beam–to–bath mass ratio \( \Gamma \), with the evolution of the damping coefficient \( \zeta(\dot{t}) \) shown in a normalized plot in Fig. 2. The two figures illustrate the role of the water bath mass on the time scale of damping of the kinetic energy; herein illustrated in form of the kinetic temperature \( T(\dot{t})/T_0 \). That is, the kinetic energy associated with eigen-vibrations is dissipated the faster the greater the water-to-beam mass ratio; i.e., \( \dot{t} \sim 1/\sqrt{\Gamma} \). As a consequence, the damping coefficient, which expresses but the heat exchange rate between beam and bath (see Eq. (5)), scales as \( \zeta \sim \sqrt{\Gamma} \).

These Nosé–Hoover beam results need to be compared with the evolution of the kinetic temperature for different constant damping ratios, \( \zeta(\dot{t}) = \zeta_0 \) obtained with \( \Gamma = 0 \), and shown in Fig. 3. The values herein employed for \( \zeta_0 \) were determined so to match asymptotically the values obtained for the different \( \Gamma \)–values, that is, \( \zeta_0 = \sqrt{\Gamma/(2\pi^2)} \) (see Fig. 2). It is thus not surprising that the dissipation rate for constant damping ratios (Fig. 3) is faster than the one predicted by the Nosé–Hoover thermostat (Fig. 1). Following the fluctuation–dissipation theorem of statistical physics, we mean by dissipation the difference between the initial total energy of the beam, \( \mathcal{E}(0) = E_k(0) \), and the total energy of the beam at time \( \dot{t} \), \( \mathcal{E}(\dot{t}) \) — the difference being the amount of energy pumped out (or added to) the system due to the (frictional damping) contact of the beam with the bath; that is—in a dimensionless form

\[ D(\dot{t}) = \frac{\mathcal{E}(\dot{t})}{\mathcal{E}(0)} = 1 - \frac{E_k(\dot{t})}{E_k(0)} - \frac{U(\dot{t})}{E_k(0)} \]
where $E_k(t)/E_k(0) = T(t)/T_0$ is the normalized kinetic energy evolution and $U(t)/U_k(0)$ is the normalized internal energy which is readily evaluated from Eq. (1) using generalized coordinates from relations Eq. (20)

$$U(t) = \frac{1}{2} \int_{E(I)} \frac{1}{2} E(w'^2) \, dx = \frac{1}{2} \sum_{n=1}^{\infty} (n\pi)^4 q_n^2$$

This internal energy is displayed in Figs. 1 and 3, as the complementary part to the kinetic temperature. In Fig. 4, we compare the evolution of the dimensionless dissipation $D$ for the Nosé–Hoover thermostat (Fig. 4(a)) and for the classical constant mass damping model (Fig. 4(b)). The results indicate that by rescaling the time in the form $t_0 = \Gamma t_0 / 2$ and $t_0 = (2\pi^2 \epsilon_0)^{1/2}$, respectively, a master-curve for the overall energy dissipation is obtained that is (almost) independent of the beam–to–water bath mass ratio, $\Gamma$, and the damping coefficient, $\epsilon_0$. There are some differences in the specific evolution of $D$, specifically in the characteristic time scale of the dissipation which is on the order of $t_0 = (2\pi^2 \epsilon_0)^{1/2}$ for the Nosé–Hoover thermostat, and $t_0 = (2\pi^2 \epsilon_0)^{1/2}$ for the constant mass damping model.

In return, the overall consistency of the eigen-vibration dissipation between the two models lends a new meaning to structural damping models. Rather than being associated with some unknown dissipative sources, the Nosé–Hoover model defines damping from the heat exchange with an outside source that has (unlimited) access to all mass points in the system. Thus, instead of defining a single damping coefficient for capturing structural damping, the Nosé–Hoover thermostat defines the damping intensity by means of a single parameter, the beam-to-water bath mass ratio, $\Gamma$, with bath being understood in a broad sense, as an outside thermalization source that pumps kinetic energy from or into the system.

This consistency permits us to use the scaling relations shown in Fig. 2 to make the handshake with structural damping ratios, $\zeta_m$, for specific materials and structures reported in the literature (see e.g., Refs. [1–3]), using in a first approach $\Gamma_{eq} = (2\pi^2 \zeta_m)$. Furthermore, the handshake with these classical models highlights the need for further refinements of the theory to account for e.g.,

![Fig. 1 Eigen-vibration dissipation of a simply supported beam obtained with a Nosé–Hoover thermostat. (a)–(d) Kinetic temperature evolution, $T(t)/T_0$, versus dimensionless time, $t = t_0$, for different beam–to–water mass ratios, $\Gamma = 0.1; 1; 10; 100$. [$t_0 = \sqrt{EI/(\rho A L^4)}$, with $EI$ = beam bending stiffness, $\rho A$ = linear beam mass, $L$ = beam length].](image1)

![Fig. 2 Master-curve of the evolution in time of the damping coefficient predicted by the Nosé–Hoover beam theory for dissipating eigen-vibrations](image2)
height-dependent damping ratios frequently employed in structural dynamics of tall buildings (see Ref. [1] and references cited herein). Such a height dependence can be taken into account by a height-dependent thermalization, that is, a series of Nosé–Hoover thermostats in parallel. All what it takes then is to properly rewrite the Lagrangians for different floors following the same procedure outlined here.

3.2 Decelerating Dynamic Buckling. The second example we consider is the case of dynamic buckling of a simply supported beam of length \( L \). A classical textbook example, dynamic buckling is produced by an impulse generated by a mass \( M \) at speed \( U_0 \) at one end of the bar. This impulse puts in motion an axial wave that travels at the speed of sound, \( c = \sqrt{E/\rho} \), along the beam and which is reflected at the end [12]. Provided that the time scale of
lateral vibration is much larger than the time scale of wave propagation along the beam, load \( P \) can be considered as constant along the beam length

\[
P \simeq (1 + \gamma)E_{\text{A}}\frac{U_0}{c}
\]

with \( \gamma \) the number of reflections. For this case, the momentum balance (14) is written in the dimensionless form

\[
\frac{\partial^2 \tilde{w}}{\partial t^2} + 2\pi^2 \zeta \left( \frac{\partial \tilde{w}}{\partial t} \right) + \pi^2 \tilde{P} \frac{\partial^2 \tilde{w}}{\partial x^2} = 0
\]

with

\[
\tilde{w} = \frac{\omega_0}{U_0} \sqrt{\frac{\rho AL}{M}} \tilde{w}, \quad \tilde{x} = \frac{x}{L}, \quad \tilde{P} = \frac{P}{\pi^2EI/L^2}
\]

Herein, \( \omega_0 = \sqrt{EI/(\rho AL^2)} \), while \( \beta_\epsilon = \sqrt{I/A}/L = \omega_0L/c \) is the normalized radius of gyration of the beam. We introduce some initial perturbations in the system by considering an initial lateral velocity, \( \tilde{V}_0 \), much smaller than the impact velocity so that the overall initial kinetic energy of the system is

\[
E_1(0) = \frac{1}{2}MU_0^2(1 + \epsilon^2), \quad \epsilon = \frac{V_0}{U_0} \times \sqrt{\rho AL/M} \ll 1.
\]

The kinetic temperature after impact thus develops as:

\[
\frac{\partial}{\partial t} \left[ \frac{T(t)}{T_0} \right] = \frac{E_1(t)}{E_1(0)} = \frac{1}{1 + \epsilon^2} \int_0^1 \left( \frac{\partial \tilde{w}}{\partial t} \right)^2 d\tilde{x}
\]

which permits evaluating the Nosé–Hoover thermostat heat exchange rate

\[
\frac{d\zeta}{dt} = \frac{\Gamma}{2\pi^2} \left( \frac{T(t)}{T_0} - T_\infty \right); \quad \Gamma = \frac{\rho AL^2}{Q/L^2} \times \frac{MU_0^2}{EI/L}
\]

where we considered \( RT_0 = 2E_1(0) \approx MU_0^2/2 \). The solution is enabled by considering generalized time–space coordinates, \( \tilde{w} = \sum_{n=1}^{\infty} \phi_n(\tilde{x})q_n(\tilde{t}) \), with \( \phi_n(\tilde{x}) = \sin(n\pi\tilde{x}) \) for a simply supported beam; that is

\[
\sum_{n=1}^{\infty} \left( \frac{d^2}{dt^2} + 2\pi^2 \zeta \frac{dq_n}{dt} + a_n(n\pi)^2q_n \right) \phi_n(\tilde{x}) = 0
\]

\[
\frac{dq_n}{dt} = \frac{\Gamma}{2\pi^2} \left( \frac{T(\tilde{t})}{T_0} - T_\infty \right); \quad T(\tilde{t}) = \frac{1}{2} \sum_{n=1}^{\infty} \left( \frac{dq_n}{dt} \right)^2
\]

\[
\zeta(0) = \zeta_0
\]

where \( \zeta_0 \) is given by

\[
\zeta_0 = 1 - \frac{\tilde{P}}{\pi\epsilon^2}
\]

It is well known, for the undamped system, that a load beyond the first Euler buckling load \( (x_i < 0) \)—within the assumption of small deformation—entails hyperbolic solutions and thus unstable motions in contrast to the bounded trigonometric solutions for \( x_i > 0 \) (see e.g., Ref. [11]). The same holds true for a constant damping ratio. The question we want to address with this textbook example is whether the presence of a thermostat (and thus damping) can stabilize the motion and provide a means to evaluate stability or instability of the motion. With this focus in mind, we consider different constant load levels, beyond the first Euler buckling load \( \tilde{P} \in [1, 10] \). We consider an initial perturbation of \( \epsilon = 10^{-3} \) and set the target temperature to \( T_\infty/T_0 = 0 \), with the expectation that this asymptotic temperature provides the highest level of damping.

The time-evolution of the kinetic temperature is shown in Fig. 5(a). It is characterized by three phases: an initial exponential increase of the kinetic temperature as one would expect from the dominance of the hyperbolic solutions; a kinetic temperature burst exhibiting a maximum; and a rapid descend to an (almost) constant asymptotic temperature well above the imposed target temperature \( T_\infty/T_0 \to 0 \). The asymptotic temperature in the dynamic buckling scales linear with the applied buckling load in excess of the first Euler buckling load, and it is inverse proportional to the beam-to-bath mass ratio; that is

\[
t \gg \tau_d : \frac{T}{T_0} \sim \frac{\tilde{P} - 1}{\Gamma}
\]

where \( \tau_d \) is the time at which the maximum temperature occurs and which scales for \( T_\infty/T_0 \to 0 \) approximately by

\[
\tau_d \sim \frac{1}{\omega_0\sqrt{\rho - 1}} \left( 1 + \frac{1}{a} \ln \left( \frac{\tilde{P} - 1}{\Gamma} \right) \right)
\]
with \( a = 31.25 \) obtained by fitting the results for a large range of \((P, \Omega)\) values. Also shown in Fig. 5(a) is the divergence of the internal energy \( U(t)/E(0) \) beyond the kinetic energy burst. The associated damping coefficient evolution shown in Fig. 5(b) is reminiscent of the kinetic temperature evolution, namely an exponential growth up to the peak temperature, followed by an (almost) linear increase associated with a nonzero constant asymptotic kinetic temperature, with a slope that scales as \( d\xi/dt = P - 1 \) (see Eqs. (27) and (30)). That is, the damping coefficient never reaches an asymptote.

The observation that the beam’s kinetic temperature during buckling does not converge to the prescribed bath temperature (here \( T_\infty/\theta_0 \to 0 \)) is indicative of the unstable nature of the problem. The instability of the motion herein identified may well be due to the limitations of the second-order beam theory considered in the potential energy expression (13) (for a discussion of higher order theories, see e.g., Ref. [10]). Yet, within the limits of the second-order theory employed, the nonconvergence of the kinetic temperature (Fig. 5(a)) means that the beam cannot establish an equilibrium state consistent with the prescribed bath temperature. In fact, from a statistical mechanics perspective, two systems are considered in thermodynamic equilibrium when they have the same temperature (see e.g., Ref. [5]). Unable to reach this equilibrium state, the beam’s kinetic temperature cannot be sufficiently thermalized to stop the unstable motion by means of system dissipation, which is reflected by the divergence of the internal energy (Fig. 5(a)), and the unbounded increase of the damping coefficient (Fig. 5(b)). Otherwise said, the difference in kinetic temperature between beam and bath can serve as a straightforward stability criterion for stability-sensitive structures—without the need for further analysis of internal or potential energy.

4 Conclusions

It has thus been shown that the kinetic temperature of a structure is a useful quantity to explore the dynamic response of engineering structures. In this paper, we explore its application in structural dynamics through the proposition of a Nosé–Hoover beam theory:

1. Structural damping, that is the presence of a velocity dependent dissipative term in the equation of motion, can be rationalized as a thermalization process between a structure (here a beam) and an outside bath (understood in a broad sense as a system property). This is the fundamental idea of the Nosé–Hoover thermostat, which permits the analysis of a system in the canonical thermodynamic ensemble characterized asymptotically by a constant mean temperature, in contrast to the microcanonical ensemble characterized by a constant energy. While our developments limit themselves to the Nosé–Hoover thermostat, it should be noted that other thermostats exist that are frequently employed in molecular simulations, and which remain to be adapted to gain relevance in structural dynamics.

2. The Nosé–Hoover formalism well established for molecular systems is well adapted to structural elements of engineering structures. It consists of considering the sum of the Lagrangian (or Hamiltonian) of beam and bath, coupled by a heat exchange rate, the mass–damping coefficient. Instead of a constant damping, the Nosé–Hoover thermostat thus offers a new degree of freedom, namely a kinetic temperature dependent evolution of damping to ultimately reach the bath temperature at equilibrium. From eigenvalue analysis, the commonality and differences of the Nosé–Hoover beam theory with constant mass damping models have been shown, which permit a handshake between the classical damping models and statistical mechanics–based thermalization models.

(3) The solid foundation of these thermalization models in statistical physics provides new insights and stability criteria for engineering structures. This has been shown for the case of dynamic buckling, for which a steady-state difference in kinetic temperature between structure and bath provides a straightforward means to identify the beam as instable—without the need for further analysis of internal or potential energy. It is expected that the kinetic temperature can serve as a structural order parameter to identify and comprehend failure of structures, well beyond elastic stability analysis considered here.
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Appendix: Generalized Coordinates and Time Integration Scheme for Nosé–Hoover Beam Theory

The focus of this Appendix is twofold: (1) To show that a generalized coordinate solution is readily derived using the Nosé–Hoover extended system description; and (2) to specify the time integration scheme employed for the solution.

Consider thus generalized coordinates for the simple supported beam subject to eigen-vibrations:

\[
\mathbf{w} = \begin{pmatrix} x \end{pmatrix}, t = t_0
\]

\[
V_0 = \sum_{n=1}^{\infty} \phi_n(x) q_n(t)
\]

(A1)

The derivatives read

\[
dw/dt = \frac{dw}{dt} = V_0 \sum_{n=1}^{\infty} \phi_n(x) \frac{dq_n}{dt}
\]

(A2)

\[
d^2w/dt^2 = \frac{1}{L} \frac{d^2w}{dt^2} = -\frac{V_0}{L} \sum_{n=1}^{\infty} (n\pi)^2 \phi_n(x) q_n(t)
\]

(A3)

Hence, the beam Lagrangian becomes when making use of the orthogonality of eigenmodes

\[
\mathcal{L}_S = \frac{1}{2} \left( \frac{1}{2} \sum_{n=1}^{\infty} \left( \frac{dq_n}{dt} \right)^2 + \left( \sum_{n=1}^{\infty} (n\pi)^2 q_n^2 \right) \right)
\]

(A4)

where \( E_k(0) = \rho AL^2/2 \) is the initial kinetic energy. Analogous to Eqs. (5) and (6), consider the Nosé–Hoover time shift relations and associated derivatives

\[
\xi = \frac{ds}{d\tau} \quad s = \frac{dt}{dt_0}; \quad \partial x/\partial t = \frac{\xi}{\xi_0}
\]

(A5)
\[
\frac{d^2q_n}{dt^2} = \frac{s}{c_{00}} \frac{\partial q_n}{\partial \tau} + \frac{1}{c_{00}^2} \left( s \frac{\partial^2 q_n}{\partial \tau^2} + s \frac{\partial q_n}{\partial \tau} \right)
\] (A6)

The total Lagrangian of beam and bath, \( \mathcal{L} = \mathcal{L}_b + \mathcal{L}_{\text{bath}} \) (see Eq. (4)) thus reads:

\[
\mathcal{L} = \frac{\rho ALV_0^2}{2} \left( \frac{1}{2} \left( \frac{s}{c_{00}} \right)^2 \sum_{n=1}^{\infty} \left( \frac{\partial q_n}{\partial \tau} \right)^2 - \frac{1}{2} \sum_{n=1}^{\infty} (n\pi)^2 q_n^2 \right) + \frac{1}{2} Q \dot{\xi}^2 - RT_{\text{inf}} \ln(x)
\] (A7)

We thus develop \( n + 1 \) Euler–Lagrange equations; first for \( q_n \)

\[
\forall n: \frac{\partial \mathcal{L}}{\partial \dot{q}_n} = \frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}}{\partial q_n} \right) - (n\pi)^2 q_n = 0
\] (A8)

Second, the Euler–Lagrange equation for the Nosé–Hoover variable \( s = ds/d\tau \) reads here

\[
\frac{\partial}{\partial \tau} \left( \frac{\partial \mathcal{L}}{\partial \xi} \right) = \frac{\partial \mathcal{L}}{\partial s} \frac{\partial \xi}{\partial s} + RT_{\text{inf}} \frac{1}{s}
\] (A10)

Thus in time domain

\[
\frac{\partial \xi}{\partial \tau} = \frac{RT_{\text{inf}}}{Q} \left( \frac{1}{2} \sum_{n=1}^{\infty} \left( \frac{d\dot{q}_n}{dt} \right)^2 - T_{\text{inf}} \right)
\] (A11)

where we used \( RT_{\text{inf}} = 2E_{\text{l}}(0) = \rho ALV_0^2 \). Letting \( \xi = (2\pi^2 c_{00}) \zeta \) in Eq. (A11) yields Eq. (17), with the kinetic temperature given in generalized coordinates by

\[
\frac{T(\dot{\xi})}{T_0} = \frac{1}{2} \sum_{n=1}^{\infty} \left( \frac{d\dot{q}_n}{dt} \right)^2
\] (A12)

Equation (A9) need to be solved, for all \( n \), for the initial conditions

\[
w(0) = 0; \quad \frac{dw}{dt}(0) = \frac{V_0}{c_{00}} \iff \frac{d\dot{q}_n}{dt}(0) = \int_0^1 \phi_n(\bar{\xi})d\bar{\xi}
\]

\[
\zeta(0) = \zeta_0
\] (A13)

Adopting an explicit time integration scheme comes to assume the damping as constant at time-step \( \dot{i} = i/\Delta t \) of time interval \( \Delta t = \dot{i} - i = (t_{i+1} - t_i) c_{00} \ll 2/(n_{\text{max}}^2 \pi) \) [with \( n_{\text{max}} \) the maximum eigen-mode number considered in the superposition of eigen-modes]. Mode accelerations, velocities, and displacements are thus obtained by classical time integration

\[
\forall n = 1, n_{\text{max}}: \quad \frac{d^2\dot{q}_n}{dt^2}(i) = \frac{-2\pi^2 (i_{i-1}) + (n\pi)^4 \Delta t}{1 + 2\pi^2 (i_{i-1}) \Delta t + (n\pi)^4} \left( \frac{\Delta t^2}{2} \right)
\] (A14)

\[
\frac{d\dot{q}_n}{dt}(i) = \frac{\dot{q}_n(i_{i-1}) + d^2\dot{q}_n}{dt^2}(i) \Delta t + \frac{d^2\dot{q}_n}{dt^2}(i) \Delta t^2
\] (A15)

The kinetic temperature at time \( i_{i-1} \) is then obtained at the end of the time-step

\[
\frac{T(i)}{T_0} = \frac{1}{2} \sum_{n=1}^{n_{\text{max}}} \left( \frac{d\dot{q}_n(i_{i-1})}{dt} \right)^2
\] (A17)

A similar set of equations is readily developed for the dynamic buckling example, requiring to modify the system of Eqs. (A13)–(A16) to account for the buckling load; that is, when considering the problem defined by Eq. (28)

\[
\forall n = 1, n_{\text{max}}: \quad \frac{d^2\dot{q}_n}{dt^2}(i) = \frac{-2\pi^2 (i_{i-1}) + (n\pi)^4 \Delta t}{1 + 2\pi^2 (i_{i-1}) \Delta t + (n\pi)^4} \left( \frac{\Delta t^2}{2} \right)
\] (A19)

\[
\frac{d\dot{q}_n}{dt}(i) = \frac{\dot{q}_n(i_{i-1}) + d^2\dot{q}_n}{dt^2}(i) \Delta t + \frac{d^2\dot{q}_n}{dt^2}(i) \Delta t^2
\] (A20)

\[
\dot{q}_n(i) = \dot{q}_n(i_{i-1}) + \frac{d\dot{q}_n(i_{i-1})}{dt} \Delta t + \frac{d^2\dot{q}_n}{dt^2}(i) \Delta t^2
\] (A21)

where \( \zeta_0 = 1 - P/n^2, \) with \( P = P/(\pi^2 EI/L^2) \) the axial load normalized by the first Euler buckling load.
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