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Abstract—In this paper, we focus on applications in machine learning, optimization, and control that call for the resilient selection of a few elements, e.g., features, sensors, or leaders, against a number of adversarial denial-of-service attacks or failures. In general, such resilient optimization problems are hard and cannot be solved exactly in polynomial time, even though they may involve objective functions that are monotone and submodular. In this paper, we provide for the solution of such optimization problems the first scalable approximation algorithm that is valid for any number of attacks or failures and which, for functions with low curvature, guarantees superior approximation performance. Notably, the curvature has been known to tighten approximations for several non-resilient optimization problems, yet its effect on resilient optimization had hitherto been unknown. We complement our theoretical analyses with empirical evaluations.

I. INTRODUCTION

During the last decade, researchers in machine learning, optimization, and control have focused on questions such as:

- (Sensor selection) How many sensors do we need to deploy in a large water distribution network to detect a contamination outbreak as fast as possible? [1]
- (Feature selection) Which few features do we need to select from the data flood to optimally train a spam e-mail classifier? [2]
- (Leader selection) Which UAVs in a multi-UAV system do we need to choose as leaders so the system can complete a surveillance task despite communication noise? [3]

The effort to answer such questions has culminated in a plethora of papers on topics such as actuator placement for controllability [4]–[9]; sensor scheduling for target tracking [10]–[15]; and visual cue selection for robotic navigation [16], [17]. Notably, in all aforementioned papers the underlying optimization problem is of the form

$$\max_{A \subseteq V, |A| \leq \alpha} f(A),$$

where the set function $f$ exhibits monotonicity and submodularity, a diminishing returns property [1]–[17]. In words, Problem (1) aims to find a set $A$ of $\alpha$ elements from the finite ground set $V$, such that $A$ maximizes $f$. This problem is NP-hard, yet several good approximation algorithms have been proposed for its solution, such as the greedy [18].

But sensors and actuators fail [19]; features can become obsolete [20]; and leaders can be attacked [21]. For example, sensors may fail due to malfunctions or adversarial attacks. In such scenarios, questions such as the following arise:

- Where to place a few actuators in a system, when some of them may fail? [22]
- Which sensors to activate to track an adversarial target that can jam a fraction of the activated sensors? [23], [24]
- Or, which features to select to train a robust machine learning model to changing features? [25]

In such scenarios, the optimization problem we need to address takes the form

$$\max_{A \subseteq V, |A| \leq \alpha} \min_{B \subseteq A, |B| \leq \beta} f(A \setminus B),$$

where $\beta \leq \alpha$, which is a resilient formulation of Problem (1).

In words, Problem (2) aims to find a set $A$ of $\alpha$ elements such that $A$ is resilient against the worst possible removal of $\beta$ of its elements. Importantly, this formulation is suitable when we have no prior on the failure or attack mechanism.

The most relevant papers on the resilient monotone submodular optimization Problem (2) are [19] and [26]. In particular, Problem (2) was introduced in [19], where the authors proposed an approximation algorithm for the more general problem $\max_{A \subseteq V, |A| \leq \alpha} \min_{B \subseteq A, |B| \leq \beta} f_i(A)$, where each $f_i$ is monotone submodular. In more detail, the algorithm in [19] guarantees a high value for Problem (2) by allowing sets $A$ up to size $\alpha[1 + 2\log(\alpha\beta\log(|V|))]$, instead of $\alpha$. Nonetheless, it runs with $O(|V|^2(\frac{\alpha}{\beta})^\beta)$ evaluations of $f$, which is exponential in the number of possible removals $\beta$, and quadratic in the number of available elements for resiliency $|V|$. This limits its applicability in large-scale settings where both $\beta$ and $|V|$ can be in the order of several thousands [27]. In [26], and its arxiv version [28], the authors prove that Problem (2) is NP-hard. In addition, they provide an algorithm for Problem (2) that runs with $O(|V|(|V| - \beta))$ evaluations of $f$, and which, for $\alpha, \beta \rightarrow +\infty$, guarantees an approximate value at least $\approx 29\%$ of the optimal, the first approximation performance bound for Problem (2). However, in [26] the proposed algorithm is valid only when the number $\beta$ of possible failures and attacks is up to $\sqrt{2\alpha}$, whereas in practice the number $\beta$ of failures and attacks can be of the same order as the number $\alpha$ of selected sensors, actuators, etc. For example, it may be the case that $\beta$ is up to $\alpha/2$ [29].

In this paper, we show how the notion of the curvature — deviation from modularity (additivity) — of a function can be used to provide a scalable algorithm for the resilient maximization Problem (2) that has maximum resiliency, and for submodular functions with low curvature, superior...
approximation performance. Notably, low curvature submodular functions are involved in a series of applications [12], [30], such as sensor placement for mutual information maximization [10]; feature selection for Gaussian process regression [12]; and active learning for speech recognition [17].

In more detail, exploiting the curvature of the monotone submodular function $f$, denoted henceforth by $\kappa_f$, in the resilient maximization Problem 2, we provide an algorithm (Algorithm 1) with the properties:

- Algorithm 1 is valid for any number of selections for resiliency $\alpha$ and any number of failures or attacks $\beta$;
- Algorithm 1 runs with $O(|V| (\alpha - \beta))$ evaluations of $f$;
- Algorithm 1 guarantees the approximation performance bound

$$f_{\text{Algorithm 1}} \leq \max \left(1 - \kappa_f, \frac{1}{\beta + 1} \right) \frac{1}{\kappa_f} (1 - e^{-\kappa_f}),$$

where $f^*$ is the (optimal) value of Problem 2, and $f_{\text{Algorithm 1}}$ is the (approximate) value achieved by Algorithm 1 for Problem 2. Notably, the notion of curvature $\kappa_f$ takes only the values $0 \leq \kappa_f \leq 1$.

Overall, Algorithm 1 improves upon the state-of-the-art algorithms for Problem 2 as follows:

- **High resiliency:** Algorithm 1 is the first scalable algorithm for Problem 2 with bounded approximation performance for any number of failures or attacks $\beta \leq \alpha$.
- **High approximation performance:** For low curvature values ($\kappa_f \leq 0.71$), Algorithm 1 is the first scalable algorithm to exhibit approximation performance for Problem 2 at least 29% of the optimal.

For example, for the central problem in machine learning of Gaussian process regression with RBF kernels [10], [31], Algorithm 1 guarantees almost exact approximation performance (approximate value $\approx 100\%$ of the optimal).

II. RESILIENT SUBMODULAR MAXIMIZATION

We state the resilient maximization problem considered in this paper. To this end, we start with the definitions of monotone and submodular set functions.

**Notation:** For any set function $f: 2^V \rightarrow \mathbb{R}$ on a ground set $V$, and any element $x \in V$, $f(x)$ denotes $f(\{x\})$.

**Definition 1 (Monotonicity):** Consider any finite ground set $V$. The set function $f: 2^V \rightarrow \mathbb{R}$ is non-decreasing if and only if for any $A \subseteq A' \subseteq V$, $f(A) \leq f(A')$. ▲

In words, a set function $f: 2^V \rightarrow \mathbb{R}$ is non-decreasing if and only if adding more elements in any set $A \subseteq V$ cannot decrease the value of $f(A)$.

**Definition 2 (Submodularity [32, Proposition 2.1]):** Consider any finite ground set $V$. The set function $f: 2^V \rightarrow \mathbb{R}$ is submodular if and only if

- for any sets $A \subseteq V$ and $A' \subseteq V$, it is $f(A) + f(A') \geq f(A \cup A') + f(A \cap A')$;
- equivalently, for any sets $A \subseteq A' \subseteq V$ and any element $x \in V$, it is $f(A \cup \{x\}) - f(A) \geq f(A' \cup \{x\}) - f(A')$. ▲

In words, a set function $f: 2^V \rightarrow \mathbb{R}$ is submodular if and only if it satisfies the following intuitive diminishing returns property: for any element $x \in V$, the marginal gain $f(A \cup \{x\}) - f(A)$ diminishes as the set $A$ grows; equivalently, for any set $A \subseteq V$ and any element $x \in V$, the marginal gain $f(A \cup \{x\}) - f(A)$ is non-increasing.

In this paper, we consider the problem of resilient monotone submodular maximization, defined as follows.

**Problem 1:**

- a finite ground set $V$;
- a submodular and monotone set function $f: 2^V \rightarrow \mathbb{R}$ such that (without loss of generality) $f$ is non-negative and $f(\emptyset) = 0$;
- and two integers $\alpha$ and $\beta$ such that $0 \leq \beta \leq \alpha \leq |V|$.

The problem of resilient monotone submodular maximization is to select a set $A$ of $\alpha$ elements from the ground set $V$, such that $f(A)$ is resilient against the worst possible removal $B$ of $\beta$ of $A$'s elements. In mathematical notation,

$$\max_{A \subseteq V, |A| \leq \alpha} \min_{B \subseteq A, |B| \leq \beta} f(A \setminus B).$$

The resilient maximization Problem may be interpreted as a two-stage perfect information sequential game [33, Chapter 4], where the player that plays first chooses a set $A$, and the player that plays second, knowing $A$, chooses a set-removal $B$ from $A$.

III. ALGORITHM FOR RESILIENT SUBMODULAR MAXIMIZATION

We present the first scalable algorithm for the resilient maximization Problem and show that this algorithm is valid for any number of failures and attacks, and that for functions with low curvature it guarantees superior approximation performance. We begin by presenting the definition of curvature of monotone submodular functions.

A. Curvature of monotone submodular functions

We define the curvature of monotone submodular functions, which we use to quantify the approximation performance of the proposed algorithm in this paper. To this end, we start with the definition of modular set functions.

**Definition 3 (Modularity):** Consider any finite ground set $V$. The set function $f: 2^V \rightarrow \mathbb{R}$ is modular if and only if for any set $A \subseteq V$, it is $f(A) = \sum_{v \in A} f(v)$. ▲

In words, a set function $f: 2^V \rightarrow \mathbb{R}$ is modular if through all elements in the ground set $V$ cannot substitute each other, since Definition 3 implies that for any set $A \subseteq V$ and any element $x \in V \setminus A$, it is $f(\{x\} \cup A) - f(A) = f(x)$; that is, in the presence of $A$, $x$ retains its contribution to the value of $f(\{x\} \cup A)$. In contrast, for a submodular set function $g: 2^V \rightarrow \mathbb{R}$, the elements in $V$ can substitute each other, since Definition 2 implies $g(\{x\} \cup A) - g(A) \leq g(x)$; that is, in the presence of $A$, $x$ may lose part of its contribution to the value of $g(\{x\} \cup A)$.

**Definition 4 (Curvature):** Consider any finite ground set $V$ and a monotone submodular set function $f: 2^V \rightarrow \mathbb{R}$ such
Problem 1, the role of the curvature has not been addressed for resilient submodular maximization problems, such as resilient maximization Problem 1. Algorithm 1 returns a solution for Problem 1 denoted by $A_{\text{RES}}$, in two steps: first, in lines 1-3 Algorithm 1 selects a set $A_1$, which is composed of $\beta$ elements from the ground set $V$. Specifically, per line 2, each element $v \in A_1$ is such that for all elements $v' \in V \setminus A_1$, it is $f(v') \geq f(v)$. Second, in lines 4-8, Algorithm 1 selects greedily from the set $V \setminus A_1$ a set $A_2$, which is composed of $\alpha - \beta$ elements, and then, in line 8, Algorithm 1 returns set $A_{\text{RES}}$ as the union of $A_1$ and $A_2$.

Algorithm 1's performance is quantified in Theorem 1 whose proof can be found in the appendix. The intuition behind Algorithm 1 is discussed in Section III-C.

**Theorem 1:** Per Problem 1 let

- the real number $f^*$ equal to the (optimal) value of Problem 1 i.e., $f^* = \max_{A \subseteq V, |A| \leq \alpha} \min_{B \subseteq A, |B| \leq \beta} f(A \setminus B)$;
- and for any set $\mathcal{A} \subseteq V$, the set $B^*(\mathcal{A})$ equal to the optimal set-removal of $\beta$ elements from $\mathcal{A}$, i.e., $B^*(\mathcal{A}) = \min_{B \subseteq \mathcal{A}, |B| \leq \beta} f(\mathcal{A} \setminus B)$.

The following two hold on Algorithm 1’s performance:

1. Algorithm 1 returns a set $A_{\text{RES}} \subseteq V$ such that $|A_{\text{RES}}| \leq \alpha$, and
   \[
   f(A_{\text{RES}} \setminus B^*(A_{\text{RES}})) \geq \max \left(1 - \frac{1}{\kappa_f}, \frac{1}{\beta + 1} \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) \right) f^*,
   \]
   and in particular, for $\kappa_f = 0$, $f(A_{\text{RES}} \setminus B^*(A_{\text{RES}})) = f^*$.
2. Algorithm 1 runs in $O(|V|(|\alpha - \beta|))$ evaluations of $f$. ▲

**Remark 1:** Given any finite ground set $V$ and monotone submodular function $f : 2^V \mapsto \mathbb{R}$ in the resilient maximization Problem 1, the approximation bound of Algorithm 1 depends on the curvature value which is computed with $O(|V|)$ evaluations of $f$ according to its Definition 4. ▲

**Remark 2:** Given any finite ground set $V$, finite number of failures or attacks $\beta$ and monotone submodular function

![Fig. 1. Plot of $g(\kappa_f)$ versus curvature $\kappa_f$ of a monotone submodular function $f$.](image-url)
Algorithm 1 is the first scalable algorithm for Problem 1 functions for which the resilient maximization Problem 1 increases as the curvature decreases, and for zero curvature

The reason is that Algorithm 1’s approximation bound in- approximately equal to $-\kappa_f + 1$. ▲

Remark 3: Per Theorem 1 Algorithm 1’s approximation performance bound is in the worst case equal to $\frac{1}{\kappa_f} (1 - e^{-\kappa_f})$, which is plotted in Fig. 1 and is approximately equal to $-\kappa_f + 1$. ▲

Remark 4: For zero curvature, Algorithm 1 solves Problem 1 exactly. For non-zero curvature, in which case Problem 1 is NP-hard [28], Algorithm 1’s approximation bound is in the worst-case equal to $\frac{1}{\kappa_f} (1 - e^{-\kappa_f})$, which tends to 1 as $\kappa_f \to 0$. Overall, Algorithm 1’s curvature-dependent approximation bound makes a first step towards separating the class of monotone submodular functions into the functions for which the resilient maximization Problem 1 can be approximated well (low curvature functions), and the functions for which it cannot (high curvature functions).

The reason is that Algorithm 1’s approximation bound increases as the curvature decreases, and for zero curvature it becomes $1$ — i.e., for zero curvature, Algorithm 1 solves Problem 1 exactly. This role of the curvature in Problem 1 is similar to the role that the curvature has played in the non-resilient variant of Problem 1, i.e., the optimization problem

$$\max_{A \subseteq V, |A| \leq \alpha} f(A),$$

where it has been used to separate the class of submodular functions into the functions for which $\max_{A \subseteq V, |A| \leq \alpha} f(A)$ can be approximated well (low curvature functions), and the functions for which it cannot (high curvature functions) [34], [38]. Hence, Theorem 1 also supports the intuition that the resilient maximization Problem 1 is easier when the non-resilient variant $\max_{A \subseteq V, |A| \leq \alpha} f(A)$ is easy, and it is harder when $\max_{A \subseteq V, |A| \leq \alpha} f(A)$ is hard. ▲

Theorem 1 implies for Algorithm 1’s performance:

- Algorithm 1 is the first scalable algorithm for Problem 1 that is valid for any number of failures or attacks $\beta$, and any number of selections for resiliency $\alpha$. In particular, the previously proposed algorithms for Problem 1 in [19] and [26] are such that: the algorithm in [19] runs in exponential time in $\beta$, and quadratic in the cardinality of the ground set $V$ and, as a result, has limited applicability in large-scale settings. The algorithm in [26] is valid only for $\beta \leq \sqrt{2\alpha}$ and, as a result, has limited applicability in decision and control settings where the number of failures and attacks $\beta$ can be up to the number of placed sensors, actuators, etc. $\alpha$. For example, the inequality $\beta \leq \sqrt{2\alpha}$ is violated when among 100 placed sensors, 20 may fail.

- Algorithm 1 is the first scalable algorithm for Problem 1 that for non-zero curvature values $\kappa_f \leq 0.71$, and any number of failures and attacks $\beta$, guarantees approximation performance more than at least 29% the optimal. In particular, the previously proposed algorithms for Problem 1 in [19] and [26] are such that: the algorithm in [19] runs in exponential time in $\beta$, and quadratic in the cardinality of the ground set $V$ and, as a result, has limited applicability in large-scale settings. The algorithm in [26], under the constraint $\beta \leq \sqrt{2\alpha}$, and for $\alpha, \beta \to +\infty$, guarantees an approximate value up to at least 29% the optimal. In particular, for $\alpha, \beta < +\infty$, its approximation performance is less than at least 29% the optimal.

An example of a central problem in machine learning, with applications, e.g., in sensor placement, where Algorithm 1 guarantees almost exact approximation performance ($\approx 100\%$ the optimal) is that of Gaussian process regression for Gaussian processes with RBF kernels [10], [31]. The reason is that in this class of problems the objective function is the entropy of the selected measurements, which for Gaussian processes with RBF kernels was shown recently to have curvature values close to zero [12, Theorem 5].

C. Intuition behind curvature-dependent algorithm for resilient maximization

We explain the intuition behind Algorithm 1 for Problem 1 and give also an illustrative example. To this end, we focus only on the NP-hard case where the curvature of Problem 1’s objective function is non-zero [28, Lemma 3]. In addition, we use the notation introduced in the statements of Algorithm 1 and of Theorem 1.

We explain how Algorithm 1 works first for the case where the optimal set-removal $B^*(A_{RES})$ is equal to the set $A_1$, and then for the case where $B^*(A_{RES}) \neq A_1$. Notably, the case $B^*(A_{RES}) = A_1$ is possible since in lines 1-3 Algorithm 1 selects a set $A_1$ such that $|A_1| = \beta$, and per Problem 1 the number $\beta$ is the number of possible removals.

1) Intuition behind Algorithm 1 for $B^*(A_{RES}) = A_1$:

The two parts of Algorithm 1 operate in tandem to guarantee

$$f(A_{RES} \setminus B^*(A_{RES})) \geq \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) f^*, \quad (3)$$

This happens as follows: $B^*(A_{RES}) = A_1$ implies that $A_{RES} \setminus B^*(A_{RES}) = A_2$, since $A_{RES} = A_1 \cup A_2$, per line 8 of Algorithm 1. Therefore, $f(A_{RES} \setminus B^*(A_{RES})) = f(A_2)$. In lines 4-7 of Algorithm 1, $A_2$ is selected greedily and, as a result, using [38, Theorem 5.4] we have

$$f(A_2) \geq \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) \max_{A \subseteq V \setminus A_1, |A| \leq \alpha - \beta} f(A).$$

Finally, it is $\max_{A \subseteq V \setminus A_1, |A| \leq \alpha - \beta} f(A) \geq f^*$, since the left-hand-side of this inequality is the maximum value one can achieve for $f$ by choosing $\alpha - \beta$ elements from the ground set $V$ knowing that $A_1$ has been removed from $V$, whereas the right-hand-side is the maximum value one can achieve for $f$ by choosing $\alpha$ elements from $V$ not knowing which of them will be optimally removed; a mathematical version of the latter proof can be found in [28, Lemma 2].

b) Intuition behind Algorithm 1 for $B^*(A_{RES}) \neq A_1$:

The two parts of Algorithm 1 operate in tandem to guarantee,

$$f(A_{RES} \setminus B^*(A_{RES})) \geq \max \left(1 - \kappa_f, \frac{1}{\beta + 1} \right) \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) f^*, \quad (4)$$

This happens as follows: $B^*(A_{RES}) \neq A_1$ implies, along with $|B^*(A_{RES})| = |A_1| = \beta$, that if $\mu$ elements in $A_1$
are not included in \( B^*(A_{\text{RES}}) \), exactly \( \mu \) elements in \( A_2 \) are included in \( B^*(A_{\text{RES}}) \). Therefore, \( f(A_{\text{RES}} \setminus B^*(A_{\text{RES}})) \) can take a bounded value similar to the one in ineq. (3) only if the \( \mu \) elements in \( A_1 \) that are not included in \( B^*(A_{\text{RES}}) \) can compensate for the \( \mu \) elements in \( A_2 \) that are included in \( B^*(A_{\text{RES}}) \). For this reason, in line 2, Algorithm [1] chooses the elements in \( A_1 \) so that they have a higher value than those in \( V \setminus A_1 \). In particular, using the fact that the elements in \( A_1 \) have a higher value than those in \( V \setminus A_1 \), and the definition of the curvature \( \kappa_f \), in the proof of Theorem [1] we bound how much value the elements in \( A_1 \) that are not included in \( B^*(A_{\text{RES}}) \) can compensate for the value of the elements in \( A_2 \) that are included in \( B^*(A_{\text{RES}}) \), and conclude ineq. (4).

Overall, in the worst-case Algorithm [1] guarantees for the resilient maximization Problem [1] the approximation performance bound in ineq. (4), as stated in Theorem [1], since for all values of the curvature \( \kappa_f \), the bound in ineq. (4) is smaller than the bound in ineq. (3), since \( \max(1 - \kappa_f, 1/(\beta + 1)) \leq 1 \), and we do not know a priori which of the two preceding bounds holds at a problem instance.

Example 1: We use an instance of Problem [1] to illustrate how Algorithm [1] finds an approximate solution to Problem [1] as well as, how it performs. We consider the following instance: let \( \alpha = 2 \), \( \beta = 1 \), \( V = \{v_1, v_2, v_3\} \), and \( f \) such that \( f(\emptyset) = 0 \), \( f(v_3) > 0 \), \( f(v_1) = f(v_3) + 1 \), \( f(v_2) = f(v_3) + 0.5 \), \( f(\{v_1\} \cup \{v_2\}) = f(v_3) + 1 \), \( f(\{v_1\} \cup \{v_3\}) = f(\emptyset) = 2f(v_3) + 1 \), and \( f(\{v_2\} \cup \{v_3\}) = 2f(v_3) + 0.5 \).

For the aforementioned instance, the curvature is \( \kappa_f = 1 \) and, as a result, Algorithm [1] is guaranteed to return a set \( A_{\text{RES}} \) such that the approximation ratio is either at least \( 1 - 1/e \), per bound in ineq. (3), or at least \( (1 - 1/e)/2 \), per bound in ineq. (4).

Algorithm [1] selects \( A_{\text{RES}} = \{v_1, v_2\} \), which in this example is the exact solution to Problem [1]. In particular, in lines 2-3, Algorithm [1] selects \( A_1 = \{v_1\} \), and in lines 4-7, it selects \( A_2 = \{v_2\} \). The optimal set-removal is \( B^*(A_{\text{RES}}) = \{v_1\} \).

The reason that Algorithm [1] performs optimally in this example, which is not expected by Theorem [1] since it has the worst curvature value \( \kappa_f = 1 \), is as follows: In lines 1-3 Algorithm [1] selects \( A_1 = \{v_1\} \), which for \( A_{\text{RES}} = \{v_1, v_2\} \) is the element that will be included in the optimal removal \( B^*(A_{\text{RES}}) \). That is, in this example \( B^*(A_{\text{RES}}) = A_1 \), which implies that the approximation performance of Algorithm [1] is bounded by \( 1 - 1/e \), as in ineq. (3). This is the first important observation towards explaining the optimal performance of Algorithm [1] in this example; the second and final necessary observation is as follows: In lines 4-7, Algorithm [1] selects the best element in \( V \) assuming that the element in \( A_1 \) will be included in \( B^*(A_{\text{RES}}) \), i.e., removed from \( A_{\text{RES}} \), since it selects greedily from \( V \setminus A_1 \). In contrast, if in lines 4-7 Algorithm [1] would select greedily from \( V \) without taking into account that the element in \( A_1 \) is going to be included in \( B^*(A_{\text{RES}}) \), then it would select \( A_{\text{RES}} = \{v_1, v_3\} \) which is suboptimal for Problem [1].

IV. SIMULATIONS

We empirically test Algorithm [1]’s approximation performance for Problem [1] against an exact, brute force algorithm. As a test function, we consider one of the following forms: Given a finite ground set \( V \), and \( |V| \) positive semi-definite matrices \( D_1, D_2, \ldots, D_{|V|} \), for any set \( A \subseteq V \), let the set function \( f(A) = \log \det(\sum_{i \in A} D_i + I) \), where \( I \) is the identity matrix. Functions of this form appear in applications such as sensor selection for Gaussian process regression [10], and placement voter for bounded control effort [7], [40]. To run our simulations, and be able to compute the exact value to Problem [1] we select small sizes of \(|V|\) from 8 to 15. In addition, we fix the number of selections for resiliency \( \alpha \) to 7, vary the number of attacks/failures \( \beta \) from 1 to 6, and for each of the aforementioned cases, generate 10 random instances of the matrices \( D_1, D_2, \ldots, D_{|V|} \) of size \( 20 \times 20 \).

Our simulations are summarized in Fig. 2 where Algorithm [1] is seen to perform close to 98% the optimal, and its approximation performance to degrade as \( \beta \) increases up to \( \alpha \), which is equal to 7. Notably, for all generated instances of \( f \), \( f \)’s curvature takes values larger than 0.9, for which, Algorithm [1]’s worst-case theoretical approximation bound in Theorem is at least 14%, since for the maximum value of \( \beta \), which is equal to 6 in this simulation example, Algorithm [1]’s approximation bound per Theorem is \( \max(1/(\beta + 1), 1 - \kappa_f) = 1/(\beta + 1) = 0.14 \). Overall, Algorithm [1]’s approximation performance in Fig. 2 is in accordance with the empirical observation that greedy-type algorithms for submodular maximization often outperform in practice their worst-case theoretical approximation guarantees [10], [12].

V. CONCLUDING REMARKS & FUTURE WORK

We focused on the resilient submodular maximization Problem [1] which is central in machine learning, optimization, and control, in applications such as feature selection for
classifier training, and sensor scheduling for target tracking. In particular, exploiting the notion of curvature, we provided the first scalable algorithm for Problem 1 Algorithm 1 which is valid for any number of attacks or failures, and which, for functions with low curvature, guarantees superior approximation performance. In addition, for functions with zero curvature, Algorithm 1 solves Problem 1 exactly. Overall, Algorithm 1's approximation bound makes a first step to characterize the curvature's effect on approximations for resilient submodular maximization problems, complementing that way the current knowledge on the curvature's effect on non-resilient submodular maximization. Future work will focus on Algorithm 1's extension to matroid constraints.

**APPENDIX: PROOF OF THEOREM 1**

**Notation:** Given a set function $f: 2^V \to \mathbb{R}$, for any sets $A \subseteq V$ and $A' \subseteq V$, the $f(A|A')$ denotes $f(A \cup A') - f(A')$. The set $A^*$ denotes a solution to Problem 1, i.e., $A^* \in \arg \max_{A \subseteq V} f(A) \min_{B \subseteq A} f(A \setminus B)$.

**A. Proof of Algorithm 1's approximation performance:** We complete the proof first for curvature value $\kappa_f$ equal to 0, and then for $\kappa_f \neq 0$.

1) **Proof of Algorithm 1's approximation performance for $\kappa_f = 0$:** In this case, Algorithm 1 solves Problem 1 exactly. This follows from the two observations below:

- For $\kappa_f = 0$, Algorithm 1 returns a set $A_{RES}$ such that for all elements $v \in A_{RES}$ and $v' \in V \setminus A_{RES}$, it is $f(v) \geq f(v')$. The reasons are two: first, the set $A_1$ is such that for all elements $v \in A_1$ and $v' \in V \setminus A_1$, $f(v) \geq f(v')$; and second, the set $A_2$ is such that for all elements $v \in A_2$ and $v' \in V \setminus (A_1 \cup A_2)$, it is $f(v) \geq f(v')$, since in line 5 of Algorithm 1 it is $f(y) |A_1 \cup A_2 = f(y)$, which is implied from the fact that $\kappa_f = 0$ implies that $f$ is modular.

- For $\kappa_f = 0$, the set $A^*$ is also such that for all elements $v \in A^*$ and $v' \in V \setminus A^*$, it is $f(v) \geq f(v')$. To explain why, we first make two observations: first, $\kappa_f = 0$ implies that $f$ is modular, which in turn implies that for any sets $A \subseteq V$ and $B \subseteq A$, it is $f(A \setminus B) = \sum_{v \in A \setminus B} f(v)$; and second, Problem 1 considers (without loss of generality) that $f$ is non-negative, which implies that for all $v \in V$, it is $f(v) \geq 0$. Therefore, for any $A$, the optimal set-removal $B^\ast(A)$ contains $\beta$ elements in $A$ such that for all elements $x \in B^\ast(A)$ and $y \in A$, it is $f(x) \geq f(y)$. Thus, $A^*$ maximizes $f(A \setminus B^\ast(A))$ if and only if for all elements $v \in A$ and $v' \in V \setminus A$, it is $f(v) \geq f(v')$.

2) **Proof of Algorithm 1's approximation performance for $\kappa_f \neq 0$:** We use the symbols $B_1^\ast$ and $B_2^\ast$, defined in Fig. 3.

We complete the proof of Algorithm 1's approximation bound for $\kappa_f \neq 0$ in two steps: First, we consider that $B^\ast(A_{RES}) = A_1$, i.e., $B_1^\ast = \emptyset$. Second, we consider that $B^\ast(A_{RES}) \neq A_1$, i.e., $B_2^\ast = \emptyset$.

For the case $B_2^\ast = \emptyset$, we prove

$$f(A_{RES} \setminus B^\ast(A_{RES})) \geq \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) f(A^* \setminus B^\ast(A^*)).$$

In particular, we prove ineq. 3 by making the following three consecutive observations: first, $f(A_{RES} \setminus B^\ast(A_{RES})) = f(A_2)$, since $B^\ast(A_{RES}) = A_1$, because $B_2^\ast = \emptyset$. Second,

$$f(A_2) \geq \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) \max_{A \subseteq V \setminus A_1, |A| \leq \beta} f(A),$$

since in line 5 Algorithm 1 constructs greedily the set $A_2$ using elements from $V \setminus A_1$ [38, Theorem 5.4]; and third,

$$\max_{A \subseteq V \setminus A_1, |A| \leq \alpha - \beta} f(A) \geq f(A^* \setminus B^\ast(A^*)),$$

because of [28, Lemma 2], where we recall that the set $A^*$ denotes an (optimal) solution to Problem 1. The above three consecutive observations complete the proof of ineq. 3, and end our focus on the case where $B_2^\ast = \emptyset$.

For the case $B_2^\ast \neq \emptyset$, we prove first that

$$f(A_{RES} \setminus B^\ast(A_{RES})) \geq \frac{1}{\kappa_f} (1 - e^{-\kappa_f}) f(A^* \setminus B^\ast(A^*)).$$

and then we complete the proof of Algorithm 1's approximation performance bound by also proving that

$$f(A_{RES} \setminus B^\ast(A_{RES})) \geq \frac{1}{\beta + 1} (1 - e^{-\kappa_f}) f(A^* \setminus B^\ast(A^*)).$$

To prove ineq. 4, we use the following lemma.

**Lemma 1:** Consider a finite ground set $V$ and a monotone set function $f: 2^V \to \mathbb{R}$ such that $f$ is non-negative and $f(\emptyset) = 0$. For any set $A \subseteq V$,

$$f(A) \geq (1 - \kappa_f) \sum_{a \in A} f(a).$$

**Proof of Lemma 1** Let $A = \{a_1, a_2, \ldots, a_{|A|}\}$. We prove Lemma 1 by proving the following two inequalities:

$$f(A) \geq \sum_{i=1}^{|A|} f(a_i \setminus \{a_i\}),$$

and

$$\sum_{i=1}^{|A|} f(a_i \setminus \{a_i\}) \geq (1 - \kappa_f) \sum_{i=1}^{|A|} f(a_i).$$

Fig. 3. Venn diagram, where $A_1, A_2, B_1^\ast, B_2^\ast$ are as follows: Per Algorithm 1 $A_1$ and $A_2$ are such that $A_{RES} = A_1 \cup A_2$, and $A_1 \cap A_2 = \emptyset$. Also, $B_1^\ast$ and $B_2^\ast$ are such that $B_1^\ast = B^\ast(A_{RES}) \cap A_1$, and $B_2^\ast = B^\ast(A_{RES}) \cap A_2$; by definition, $B_1^\ast \cap B_2^\ast = \emptyset$ and $B^\ast(A_{RES}) = B_1^\ast \cup B_2^\ast$. For $\kappa_f \neq 0$, $A^* \supseteq B_1^\ast \cup B_2^\ast$, with $A^*$ and $B_1^\ast$ both non-empty, and $B_2^\ast = \emptyset$.
We begin with the proof of ineq. (10):

\[ f(A) = f(A|\emptyset) \geq f(A|V \setminus A) \geq \sum_{i=1}^{A} f(a_i|V \setminus \{a_1, a_2, \ldots, a_{|A|}\}) \geq \sum_{i=1}^{A} f(a_i|V \setminus \{a_i\}), \]  

where ineqs. (13) to (15) hold for the following reasons: ineq. (13) is implied by eq. (12) because \( f \) is submodular and \( \emptyset \subseteq V \setminus A \); eq. (14) holds since for any sets \( \mathcal{X} \subseteq V \) and \( \mathcal{Y} \subseteq V \) it is \( f(\mathcal{X} \cup \mathcal{Y}) = f(\mathcal{X} \cup \mathcal{Y}) - f(\mathcal{Y}) \), and it also \( \{a_1, a_2, \ldots, a_{|A|}\} \) denotes the set \( A \); and ineq. (15) holds since \( f \) is submodular and \( V \setminus \{a_1, a_2, \ldots, a_{|A|}\} \subseteq V \setminus \{a_1\} \). These observations complete the proof of ineq. (10).

We now prove ineq. (11) using the Definition 4 of \( \kappa_f \), as follows: since \( \kappa_f = 1 - \min_{v \in V} \frac{f(v) y(v)}{f(\{v\})} \), it is implied that for all elements \( v \in V \) it is \( f(v|V \setminus \{v\}) \geq (1 - \kappa_f) f(v) \). Therefore, adding the latter inequality across all elements \( a \in A \) completes the proof of ineq. (11). □

In addition to the above lemma, to prove ineq. (9) we use the following two notations: first, let the set \( A_1 \) denote the elements in \( A_1 \) not included in the optimal set-removal \( B^*(A_{RES}) \); notably, \( A_1 \) is non-empty, since \( B^*(A_{RES}) \) intersects with the set \( A_2 \) (because \( B^*_2 \neq \emptyset \)) and \( |B^*(A_{RES})| = |A_1| \) and, as a result, at least one element in \( A_1 \) is not included in \( B^*(A_{RES}) \). In addition, let the set \( A_2 \) denote the elements in \( A_2 \) not included in \( B^*(A_{RES}) \).

We prove ineq. (9) first using Lemma 1 and then taking into account ineqs. (6) and (7), as follows:

\[ f(A_{RES} \setminus B^*(A_{RES})) = f(A^*_1 \cup A^*_2) \geq f(A^*_1 \cup A^*_2) \geq (1 - \kappa_f) \sum_{v \in A^*_1 \cup A^*_2} f(v) \geq (1 - \kappa_f) \left( \sum_{v \in A^*_1 \cup A^*_2} f(v) + \sum_{v \in A^*_1} f(v) \right) \geq (1 - \kappa_f)(f(A_2 \setminus A^*_1) \cup A_2^*) \geq (1 - \kappa_f)f(A_2) \]  

where eq. (16) to (20) hold for the following reasons: eq. (16) follows from the definitions of the sets \( A^*_1 \) and \( A^*_2 \); ineq. (17) follows from ineq. (16) due to Lemma 1; ineq. (18) follows from ineq. (17) because for all elements \( v \in A_1^* \) and all elements \( v' \in A_2 \cup A_2^* \) it is \( f(v') \geq f(v) \) (note that due to the definitions of the sets \( A^*_1 \) and \( A^*_2 \) it is \( |A^*_1| = |A_2 \setminus A_2^*| \), that is, the number of non-removed elements in \( A_1 \) is equal to the number of removed elements in \( A_2 \)); finally, ineq. (19) follows from ineq. (18) because the set function \( f \) is submodular and, as a result, the submodularity Definition 2 implies that for any sets \( A \subseteq V \) and \( A' \subseteq V \), it is \( f(A) + f(A') \geq f(A \cup A') \). Now, ineq. (8) follows from ineq. (20) by taking into account ineqs. (6) and (7).

To complete the proof of Algorithm 1’s approximation performance bound it remains to prove ineq. (9). To this end, we denote

\[ \eta = \frac{f(B^*_2|A_{RES} \setminus B^*(A_{RES}))}{f(A_2)} \]  

Later in this proof, we prove that \( 0 \leq \eta \leq 1 \). We prove ineq. (9) by first observing that

\[ f(A_{RES} \setminus B^*(A_{RES})) \geq \max\{f(A_{RES} \setminus B^*(A_{RES})), f(A_1^*)\}, \]

and then proving the following three inequalities:

\[ f(A_{RES} \setminus B^*(A_{RES})) \geq (1 - \eta) f(A_2), \]

\[ f(A_1^*) \geq \eta \frac{1}{\beta} f(A_2), \]

\[ \max\{(1 - \eta) \frac{1}{\beta}, 1\} \geq \frac{1}{\beta + 1}. \]

Specifically, if we substitute ineqs. (23), (24) and (25) to (22), and take into account that \( f(A_2) \geq 0 \), then

\[ f(A_{RES} \setminus B^*(A_{RES})) \geq \frac{1}{\beta + 1} f(A_2), \]

which implies ineq. (9) after taking into account ineqs. (6) and (7).

In the remaining paragraphs, we complete the proof of ineq. (9) by proving \( 0 \leq \eta \leq 1 \), and ineqs. (23), (24) and (25), respectively.

\begin{enumerate}
  \item Proof of ineq. (9). \( 0 \leq \eta \leq 1 \). We first prove that \( \eta \geq 0 \), and then that \( \eta \leq 1 \): i) \( \eta \geq 0 \), since by definition \( \eta = f(B^*_2|A_{RES} \setminus B^*(A_{RES}))/f(A_2) \), and \( f \) is non-negative; and ii) \( \eta \leq 1 \), since \( f(A_2) \geq f(B^*_2) \), due to monotonicity of \( f \) and that \( B^*_2 \subseteq A_2 \), and \( f(B^*_2) \geq f(B^*_{2}|A_{RES} \setminus B^*(A_{RES})) \), due to submodularity of \( f \) and that \( \emptyset \subseteq A_{RES} \setminus B^*(A_{RES}) \).
  
  \item Proof of ineq. (23). We complete the proof of ineq. (23) in two steps. First, it can be verified that

\[ f(A_{RES} \setminus B^*(A_{RES})) = f(A_2) - f(B^*_2|A_{RES} \setminus B^*(A_{RES}))) + f(A_1|A_2) - f(B^*_1|A_{RES} \setminus B^*_1), \]

since for any \( \mathcal{X} \subseteq V \) and \( \mathcal{Y} \subseteq V \), \( f(\mathcal{X} \setminus \mathcal{Y}) = f(\mathcal{X} \setminus \mathcal{Y}) - f(\mathcal{Y}) \). Second, (26) implies (23), since \( f(B^*_2|A_{RES} \setminus B^*(A_{RES})) = \eta f(A_2) \), and \( f(A_1|A_2) - f(B^*_1|A_{RES} \setminus B^*_1) \). The latter is true due to the following two observations: i) \( f(A_1|A_2) \geq f(B^*_1|A_2) \), since \( f \) is monotone and \( B^*_1 \subseteq A_1 \); and ii) \( f(B^*_1|A_2) \geq f(B^*_{1}|A_{RES} \setminus B^*_1) \), since \( f \) is submodular and \( A_2 \subseteq A_{RES} \setminus B^*_1 \) (see also Fig. 3).
  
  \item Proof of ineq. (24). We use the following lemma.

\textbf{Lemma 2:} Consider any finite ground set \( \mathcal{V} \), a monotone submodular function \( f: 2^\mathcal{V} \to \mathbb{R} \) and non-empty sets \( \mathcal{X}, \mathcal{P} \subseteq \mathcal{V} \) such that for all elements \( y \in \mathcal{V} \) and all elements \( p \in \mathcal{P} \) it is \( f(y) \geq f(p) \). Then,

\[ f(\mathcal{P}|\mathcal{Y}) \leq |\mathcal{P}| f(\mathcal{Y}). \]

\textbf{Proof of Lemma 2} Consider any element \( y \in \mathcal{V} \) (such an element exists since Lemma 2 considers that \( \mathcal{Y} \) is non-
empty); then,
\[
f(\mathcal{P}|\mathcal{Y}) = f(\mathcal{P} \cup \mathcal{Y}) - f(\mathcal{Y})
\]
(27)
\[
\leq f(\mathcal{P}) + f(\mathcal{Y}) - f(\mathcal{Y})
\]
(28)
\[
= f(\mathcal{P})
\]
(29)
\[
\leq \sum_{p \in \mathcal{P}} f(p)
\]
(30)
\[
\leq |\mathcal{P}| \max_{p \in \mathcal{P}} f(p)
\]
(31)
\[
\leq |\mathcal{P}| f(y)
\]
(32)
\[
\leq |\mathcal{P}| f(\mathcal{Y}).
\]
(33)
where eq. (27) to ineq. (31) hold for the following reasons:
eq (27) holds since for any sets \( \mathcal{X} \subseteq \mathcal{V} \) and \( \mathcal{Y} \subseteq \mathcal{V} \), it is
\( f(\mathcal{X}|\mathcal{Y}) = f(\mathcal{X} \cup \mathcal{Y}) - f(\mathcal{Y}) \); ineq. (28) holds since \( f \)
is submodular and, as a result, the submodularity Definition 2 implies that for any set \( \mathcal{A} \subseteq \mathcal{V} \) and \( \mathcal{A}' \subseteq \mathcal{V} \), it is
\( f(\mathcal{A} \cup \mathcal{A}') \leq f(\mathcal{A}) + f(\mathcal{A}') \); ineq. (29) holds for the same reason as ineq. (28). ineq. (30) holds since \( \eta(x) \) and all elements \( y \in \mathcal{Y} \) and all elements \( p \in \mathcal{P} \) it is \( f(y) \geq f(p) \); finally, ineq. (31) holds because \( f \) is monotone and \( y \in \mathcal{Y} \).

To prove ineq. (24), since it is \( B_2' \neq \emptyset \) (and, as a result, \( A_1^+ \neq \emptyset \)) and for all elements \( a \in A_1^+ \) and all elements \( b \in B_2' \) it is \( f(a) \geq f(b) \), from Lemma 2 we have
\[
f(B_2'|A_1^+) \leq |B_2'| f(A_1^+)
\]
(32)
since \( |B_2'| \leq \beta \). Overall,
\[
f(A_1^+) \geq \frac{1}{\beta} f(B_2'|A_1^+)
\]
(33)
\[
\geq \frac{1}{\beta} f(B_2'|A_1^+ \cup A_2^+)
\]
(34)
\[
= \frac{1}{\beta} f(B_2'|A_{RES} \cup B^*(A_{RES}))
\]
(35)
\[
= \eta_{\beta} f(A_2)
\]
(36)
where ineq. (33) to eq. (36) hold for the following reasons: ineq. (33) follows from ineq. (32); ineq. (34) holds since \( f \) is submodular and \( A_1^+ \subseteq A_1^+ \cup A_2^+ \); eq. (35) holds due to the definitions of the sets \( A_1^+, A_2^+ \) and \( B^*(A_{RES}) \); finally, eq. (36) holds due to the definition of \( \eta \). Overall, the latter derivation concludes the proof of ineq. (24).

d) Proof of ineq. (25): Let \( b = 1/\beta \). We complete the proof first for the case where \( (1-\eta) \geq \eta b \), and then for the case \( (1-\eta) < \eta b \): i) When \( (1-\eta) \geq \eta b \), \( \max\{(1-\eta), \eta b\} = 1-\eta \) and \( \eta \leq 1/(1+b) \). Due to the latter, \( 1-\eta \geq b/(1+b) = 1/(\beta+1) \) and, as a result, (25) holds. ii) When \( (1-\eta) < \eta b \), \( \max\{(1-\eta), \eta b\} = \eta b \) and \( \eta > 1/(1+b) \). Due to the latter, \( \eta b > b/(1+b) \) and, as a result, (25) holds.

We completed the proof of \( 0 \leq \eta \leq 1 \), and ineqs. (23), (24) and (25). Thus, we also completed the proof of ineq. (9), that is, the last part of the proof of Algorithm 1's approximation bound for \( \kappa_f \neq 0 \).

### B. Proof of Algorithm 1's running time

We complete the proof in two steps, where the time for each evaluation of \( f \) is denoted as \( \tau_f \); we first compute the time that line 2 of Algorithm 1 needs to be executed, and then the time that lines 4-7 need to be executed. Line 2 needs \( m \log(m) + m \tau_f + m + O(\log(m)) \) time, since it asks for \( m \) evaluations of \( f \), and their sorting, which takes \( m \log(m) + m + O(\log(m)) \) time, using, e.g., the merge sort algorithm. Lines 4-7 need \( m(\alpha - \beta) \tau_f + (\alpha - \beta) m \) time, since they ask for at most \( m(\alpha - \beta) \) evaluations of \( f \), since the whole loop is repeated \( \alpha - \beta \) times, and during each loop at most \( m \) evaluations of \( f \) are needed by line 5, and for a maximal element in line 5, which needs \( m \) time to be found. Overall, Algorithm 1 runs in \( m(\alpha - \beta) \tau_f + (\alpha - \beta) m + m \log(m) + m \tau_f + m + O(\log(m)) = O(m(\alpha - \beta) \tau_f) \) time.
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