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Abstract

Estimating statistics of model outputs with the Monte Carlo method often requires a large number of model evaluations. This leads to long runtimes if the model is expensive to evaluate. Importance sampling is one approach that can lead to a reduction in the number of model evaluations. Importance sampling uses a biasing distribution to sample the model more efficiently, but generating such a biasing distribution can be difficult and usually also requires model evaluations. A different strategy to speed up Monte Carlo sampling is to replace the computationally expensive high-fidelity model with a computationally cheap surrogate model; however, because the surrogate model outputs are only approximations of the high-fidelity model outputs, the estimate obtained using a surrogate model is in general biased with respect to the estimate obtained using the high-fidelity model. We introduce a multifidelity importance sampling (MFIS) method, which combines evaluations of both the high-fidelity and a surrogate model. It uses a surrogate model to facilitate the construction of the biasing distribution, but relies on a small number of evaluations of the high-fidelity model to derive an unbiased estimate of the statistics of interest. We prove that the MFIS estimate is unbiased even in the absence of accuracy guarantees on the surrogate model itself. The MFIS method can be used with any type of surrogate model, such as projection-based reduced-order models and data-fit models. Furthermore, the MFIS method is applicable to black-box models, i.e., where only inputs and the corresponding outputs of the high-fidelity and the surrogate model are available but not the details of the models themselves. We demonstrate on nonlinear and time-dependent problems that our MFIS method achieves speedups of up to several orders of magnitude compared to Monte Carlo with importance sampling that uses the high-fidelity model only.
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1. Introduction

Models of real-world engineering systems often depend on multiple inputs such as material properties and forcing terms. In most cases, these inputs are not known exactly due to measurement errors, noise, or small perturbations in the manufacturing processes, and thus they are modeled as random variables with a distribution that accounts for these uncertainties. The output of the model then also becomes a random variable, and one is typically interested in the statistics of the output. The Monte Carlo method evaluates the model at samples drawn from the distribution of the inputs, and estimates the statistics from the obtained outputs. Monte Carlo estimators converge slowly with the number of samples and thus many model evaluations are necessary to achieve a given error tolerance. A common remedy to reduce the runtime of the Monte Carlo method is to replace the high-fidelity model with a computationally cheap surrogate model with a lower fidelity; however, this leads in general to an estimator with a bias, see, e.g., [1] for a discussion. We therefore propose to speed up the Monte Carlo method by combining, instead of replacing, the high-fidelity model with the surrogate model. Even in the absence of accuracy guarantees on the surrogate model itself, our multifidelity estimator is unbiased with respect to the statistics of the high-fidelity model.
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Figure 1: The proposed multifidelity importance sampling uses the surrogate model to construct a biasing distribution and the high-fidelity model to derive the actual estimate. This multifidelity approach leads to an unbiased estimator of the failure probability independent of the accuracy of the surrogate model.

outputs. A surrogate model that poorly approximates the high-fidelity model might not yield computational savings, but the unbiasedness of the multifidelity estimator is guaranteed.

We develop our multifidelity approach in the context of the computation of failure probabilities [2, 3] with the Monte Carlo method and importance sampling [4, 5, 6]. Failure probabilities are typically small and thus the Monte Carlo method requires many model evaluations to derive an accurate estimate. Importance sampling is a variance reduction technique that aims to reduce the number of required model evaluations by using a problem-dependent sampling strategy. The computation of failure probabilities is only one application of importance sampling. For example, importance sampling is also used to estimate statistics over distributions that cannot be sampled directly. We refer to, e.g., [4] for additional applications of importance sampling, and therefore potential applications of our multifidelity approach.

In its simplest form, the Monte Carlo method with importance sampling consists of two steps. In the first step, a biasing distribution is generated. In the second step, samples are drawn from the biasing distribution to derive an estimate of the failure probability. The key challenge is to construct an effective biasing distribution that leads to many samples for which a failure event occurs [4, 6]. Several approaches for constructing a biasing distribution have been presented. A common approach is the cross-entropy method [7, 8]. This iterative optimization algorithm fits a standard distribution with respect to the Kullback-Leibler divergence to inputs that correspond to failures of the system. There are also adaptive methods that break with the splitting of importance sampling into two steps and instead build the biasing distribution while the model is sampled and while the estimate is derived, see, e.g., [9, 10, 11, 12, 13]. A general overview of importance sampling and methods for constructing biasing distributions is given in [4, 6].

We propose to use the surrogate model to construct the biasing distribution in the first step of the Monte Carlo method with importance sampling and the high-fidelity model to derive the estimate in the second step. This is a multifidelity approach because both models are used to compute an estimate of the failure probability, see Figure 1.

Past work has used surrogate models to speed up the Monte Carlo method. The control variates method
provides a framework for variance reduction, using additive corrections from an auxiliary random variable that is correlated to the high-fidelity model outputs \[14\]. One approach based on the control variate method is the multi-level Monte Carlo method \[15, 16\], which combines the outputs of a hierarchy of coarse grid solutions using control variates. The multifidelity Monte Carlo method introduced in \[17\] allows arbitrary surrogate models that do not necessarily stem from coarse grid discretizations. In \[18\] the multifidelity Monte Carlo method is used in the context of optimization where intermediate results of the iterative optimization process are used instead of a surrogate model. In \[19\], statistics of high-fidelity models are estimated, where a residual-based indicator is introduced to decide whether a surrogate model is evaluated or recourse to the high-fidelity model is necessary. All these approaches, however, do not explicitly target the speedup of the estimation of failure probabilities or importance sampling in general. In \[1\], a multifidelity approach for computing failure probabilities is presented, which is extended in \[20\] with importance sampling and a cross-entropy method to handle rare events. The multifidelity approaches in \[1, 20\] adaptively switch between the high-fidelity model and the surrogate model. An analysis shows unbiasedness of the corresponding estimators if tolerance parameters are chosen well. The approach for computing failure probabilities presented in \[21\] uses \textit{a posteriori} error estimators of the surrogate model to decide whether the outputs of the surrogate or the high-fidelity model should be used. Surrogate models with rigorous and efficient \textit{a posteriori} error estimators are currently available only for a limited class of problems \[22, 23\].

In contrast, we use the surrogate model to construct the biasing distribution only, and thus do not rely on the availability of \textit{a priori} error bounds or \textit{a posteriori} error estimators. We show that the estimator of our multifidelity approach is an unbiased estimator of the failure probability independent of the accuracy of the surrogate model, although the speedup increases as the approximation quality of the surrogate model improves. The numerical results demonstrate runtime savings of orders of magnitude compared to the Monte Carlo method with importance sampling that uses the high-fidelity model only. Since our method requires only evaluations of the high-fidelity and the surrogate model, it applies to black-box models. Furthermore, our multifidelity approach is applicable to arbitrary surrogate models, including projection-based reduced-order models, data-fit and response surface models, and simplified physics models.

The following Section 2 gives a brief overview of the estimation of failure probabilities with the Monte Carlo method with importance sampling. Section 3 introduces the multifidelity approach and proves the unbiasedness of the multifidelity estimator. The numerical results in Section 4 confirm the unbiasedness of our estimator and demonstrate the runtime savings on linear and nonlinear problems. Finally, Section 5 draws conclusions.

2. Monte Carlo method with importance sampling

This section introduces the Monte Carlo method with importance sampling for the estimation of failure probabilities. The failure probability setting is defined in Section 2.1 and importance sampling is discussed in Section 2.2.

2.1. Failure probability estimation with the Monte Carlo method

We consider an input-output system with \(d \in \mathbb{N}\) inputs and \(d' \in \mathbb{N}\) outputs, which is modeled by the high-fidelity model \(s : \mathbb{R}^d \to \mathbb{R}^{d'}\). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with the sample space \(\Omega\), the \(\sigma\)-algebra \(\mathcal{F}\), and the probability distribution \(\mathbb{P}\). The uncertainties in the inputs are represented by the probability distribution \(\mathbb{P}\) with probability density function (PDF) \(p\). Let \(Z : \Omega \to \mathbb{R}^d\) be a random variable. The inputs to the high-fidelity model \(s\) are the components \(z = [z_1, \ldots, z_d]^T \in \mathbb{R}^d\) of a realization \(Z(\omega)\) of \(Z\) for \(\omega \in \Omega\). The outputs \(s(z) \in \mathbb{R}^{d'}\) are the realization \(s(Z(\omega))\) of the random variable \(s(Z)\).

We are interested in the failure probability of the system described by the high-fidelity model. Let \(g : \mathbb{R}^{d'} \to \mathbb{R}\) be the limit state function. Without loss of generality, the system fails for an input \(z\) if \(g(s(z)) < 0\). This leads to the failure domain

\[
G = \{ z \in \mathbb{R}^d : g(s(z)) < 0 \},
\]
which is a subset of $\mathbb{R}^d$ and an element of the $\sigma$-algebra $\mathcal{F}$. For inputs in the safe domain,

$$\{ z \in \mathbb{R}^d : g(s(z)) \geq 0 \}, \quad (1)$$

the system does not fail. The failure boundary is the level set

$$\{ z \in \mathbb{R}^d : g(s(z)) = 0 \}. \quad (1)$$

With the failure domain $\mathcal{G}$ we define the failure probability $P_f \in \mathbb{R}$ of the system as

$$P_f = \mathbb{E}_p[\mathbb{I}_G(Z)], \quad (2)$$

where $\mathbb{I}_G : \mathbb{R}^d \to \{0, 1\}$ is the indicator function of the failure domain defined as

$$\mathbb{I}_G(z) = \begin{cases} 1, & z \in \mathcal{G}, \\ 0, & \text{else} \end{cases} \quad (3)$$

and where

$$\mathbb{E}_p[\mathbb{I}_G(Z)] = \int_{\mathbb{R}^d} \mathbb{I}_G(z)p(z)dz \quad (4)$$

is the expectation of the random variable $\mathbb{I}_G(Z)$. The variance of $\mathbb{I}_G(Z)$ with respect to the PDF $p$ is

$$\text{var}_p[\mathbb{I}_G(Z)] = \int_{\mathbb{R}^d} (\mathbb{I}_G(z) - \mathbb{E}_p[\mathbb{I}_G(Z)])^2 p(z)dz. \quad (5)$$

The Monte Carlo method is often used to estimate expectations such as $(2)$. The Monte Carlo method draws $M \in \mathbb{N}$ independent and identically distributed (i.i.d.) samples $z_1, \ldots, z_M \in \mathbb{R}^d$ from the distribution of $Z$, i.e., $M$ realizations of the random variable $Z$, and computes the Monte Carlo estimate

$$P_f^{MC}(z_1, \ldots, z_M) = \frac{1}{M} \sum_{i=1}^{M} \mathbb{I}_G(z_i). \quad (6)$$

We note that we distinguish between the estimate $P_f^{MC}(z_1, \ldots, z_M)$, which is a scalar value, and the Monte Carlo estimator $P_f^{MC}(Z)$, which is a random variable. The Monte Carlo estimator $P_f^{MC}(Z)$ is an unbiased estimator of the failure probability of the system [4].

The root mean square error (RMSE) of the Monte Carlo estimator $P_f^{MC}(Z)$ is

$$e(P_f^{MC}) = \sqrt{\frac{\text{var}_p[\mathbb{I}_G(Z)]}{M}}, \quad (7)$$

see [5]. With $(7)$, it follows that for a threshold parameter $0 < \epsilon \in \mathbb{R}$, an RMSE $e(P_f^{MC}) \leq \epsilon$ is achieved with

$$M = \left\lceil \frac{\text{var}_p[\mathbb{I}_G(Z)]}{\epsilon^2} \right\rceil$$

samples, where $\lceil \cdot \rceil$ ensures that $M$ is an integer. In the following, we hide $\lceil \cdot \rceil$ and write

$$M \simeq \frac{\text{var}_p[\mathbb{I}_G(Z)]}{\epsilon^2}$$

instead. Let $0 < b \in \mathbb{R}$ denote the costs of one high-fidelity model evaluation. The costs to achieve an RMSE $e(P_f^{MC}) \leq \epsilon$ are

$$c(P_f^{MC}) = Mb \simeq \frac{\text{var}_p[\mathbb{I}_G(Z)]}{\epsilon^2}b.$$ 

Thus, the costs depend on the variance of the integrand $\mathbb{I}_G$. This becomes especially problematic if the variance $\text{var}_p[\mathbb{I}_G(Z)]$ is large.
2.2. Importance sampling

Variance reduction methods aim to reduce the RMSE \(\text{RMSE}^2\) by transforming (2) to integrate a function with a lower variance than the original function \(\bar{I}_{\mathcal{G}}\). Importance sampling is one such variance reduction method that has been successfully used to estimate failure probabilities, see, e.g., [4, 6, 24].

Importance sampling introduces a biasing distribution with PDF \(q\) and a random variable \(Z' : \Omega \to \mathbb{R}^d\) with distribution with PDF \(q\). A realization of \(Z'\) is denoted as \(z' = [z'_1, \ldots, z'_d]^T \in \mathbb{R}^d\). In the following, the distribution of \(Z\) is the nominal distribution and the corresponding PDF \(p\) is the nominal PDF. The distribution of \(Z'\) is the biasing distribution and \(q\) the biasing PDF. The biasing PDF \(q\) is constructed such that \(\text{supp}(p) \subseteq \text{supp}(q)\), where

\[
\text{supp}(p) = \{ z \in \mathbb{R}^d : p(z) > 0 \},
\]

denotes the support of the PDF \(p\). Let \(w : \text{supp}(q) \to \mathbb{R}\) be the weight function with \(w(z') = p(z')/q(z')\). The weight \(w(z')\) is the importance weight of a realization \(z' = Z'(?\). Because \(\text{supp}(p) \subseteq \text{supp}(q)\) holds, the failure probability \(P_{f}\) equals the expectation of the random variable \(\bar{I}_{\mathcal{G}}(Z')\) weighted with the random variable \(w(Z')\). That is, we have

\[
P_f = \mathbb{E}_q[\bar{I}_{\mathcal{G}}(Z')w(Z')].
\]

The expectation (8) is approximated with the Monte Carlo method, with samples \(z'_1, \ldots, z'_{M}\) drawn from the biasing distribution. Thus, the importance sampling estimate of \(P_f\) with samples \(z'_1, \ldots, z'_{M}\) is

\[
P_f^{\text{IS}}(z'_1, \ldots, z'_M) = \frac{1}{M} \sum_{i=1}^{M} \bar{I}_{\mathcal{G}}(z'_i)w(z'_i).
\]

Therefore, the Monte Carlo method with importance sampling consists of two steps. In step one, the biasing distribution is generated. In step two, the importance sampling estimate (9) is calculated with samples drawn from the biasing distribution. The importance sampling estimator \(P_f^{\text{IS}}(Z')\) is an unbiased estimator of \(P_f\) because \(\text{supp}(p) \subseteq \text{supp}(q)\) [4].

If \(\mathbb{E}_q[\bar{I}_{\mathcal{G}}(Z')^2w(Z')^2] < \infty\), then the RMSE of the importance sampling estimator is

\[
e(P_f^{\text{IS}}) = \sqrt{\frac{\mathbb{V}_q[\bar{I}_{\mathcal{G}}(Z')w(Z')]}{M}}.
\]

If the variance \(\mathbb{V}_q[\bar{I}_{\mathcal{G}}(Z')w(Z')]\) is smaller than \(\mathbb{V}_p[\bar{I}_{\mathcal{G}}(Z)]\), then the RMSE of the importance sampling estimator is smaller than the RMSE of the Monte Carlo estimator, for the same number of samples \(M\). Using (10), it follows that

\[
M \simeq \frac{\mathbb{V}_q[\bar{I}_{\mathcal{G}}(Z')w(Z')]}{\epsilon^2}
\]

samples are required to achieve an RMSE \(e(P_f^{\text{IS}}) \leq \epsilon\). The costs to achieve \(e(P_f^{\text{IS}}) \leq \epsilon\) are split into the costs of generating the biasing distribution \(c_{\text{bias}} = bN\) from \(N \in \mathbb{N}\) samples and the costs of evaluating the high-fidelity model at the \(M\) samples drawn from the biasing distribution, i.e.,

\[
e(P_f^{\text{IS}}) = c_{\text{bias}} + Mb \simeq Nb + \frac{\mathbb{V}_q[\bar{I}_{\mathcal{G}}(Z')w(Z')]}{\epsilon^2}b.
\]

3. Multifidelity importance sampling

Our multifidelity importance sampling (MFIS) method aims to reduce the runtime of the Monte Carlo method with importance sampling by combining outputs of the high-fidelity model with outputs of a surrogate model. The surrogate model replaces the high-fidelity model during the construction of the biasing distribution. If the surrogate model leads to an accurate approximation of the limit state function, then the following MFIS method often leads to significant reductions in runtime compared to the Monte Carlo
method. If the surrogate model provides a poor approximation of the limit state function, then the runtime of the MFIS method might be even larger than the runtime of the Monte Carlo method; however, the unbiasedness of the MFIS estimator is guaranteed.

Similarly to the Monte Carlo method with importance sampling, our MFIS method consists of two steps. In step one, the biasing distribution is constructed using a surrogate model only. Surrogate models are discussed in Section 3.1 Details on the construction of the biasing distribution with a surrogate model are given in Section 3.2 In step two, the MFIS method derives an estimate of $P_f$ by evaluating the high-fidelity model at samples drawn from the biasing distribution. We first define the MFIS estimator in Section 3.3 and then prove that it is an unbiased estimator of the failure probability $P_f$. The MFIS method is summarized in Section 3.4 and its computational costs are discussed in Section 3.5.

### 3.1 Surrogate models

In the following, we have a surrogate model $s_r : \mathbb{R}^d \to \mathbb{R}^{d'}$ that provides approximate outputs of the high-fidelity model $s$. Surrogate models are often orders of magnitude cheaper to evaluate than the high-fidelity model $s$ and still provide accurate approximations of the high-fidelity model outputs. Many techniques to construct surrogate models of high-fidelity models are available. There are data-fit models [25, 26, 27], which use only inputs and outputs of the high-fidelity model to construct $s_r$, and projection-based reduced-order models [22, 28], which typically require access to the internal structure of the high-fidelity model $s$. Our MFIS method is applicable to any type of surrogate model.

Let $$G_r = \{ z : g(s_r(z)) < 0 \}$$ be the failure domain induced by the surrogate model, and let $I_{G_r}$ be the indicator function of $G_r$ following (3).

To assess the quality of a surrogate model, consider the symmetric difference $(G_r \setminus G) \cup (G \setminus G_r)$ of the failure domains $G_r$ and $G$, which contains inputs $z \in \mathbb{R}^d$ for which either the surrogate or the high-fidelity model predict a failure but not both. The corresponding indicator function is $I_{(G_r \setminus G) \cup (G \setminus G_r)}(z) = (I_{G_r}(z) - I_G(z))^2$. We assess here the quality of a surrogate model by the expectation

$$\mathbb{E}_p[I_{(G_r \setminus G) \cup (G \setminus G_r)}(Z)],$$

which is the probability that a realization $z$ of $Z$ is in the symmetric difference of the failure domains $G_r$ and $G$, and thus that the surrogate model predicts a failure but the high-fidelity model does not or vice versa. We emphasize that the error (13) is different from the maximal error

$$\max_{z \in \mathbb{R}^d} |s_r(z) - s(z)|,$$

which is usually considered in surrogate modeling [22, 28]. In our setting, a surrogate model could achieve an error (13) equal to zero even if there is an input that leads to large maximal error (14). We therefore explicitly allow here surrogate models that have large maximal errors.

### 3.2 Step one: Constructing biasing distribution with the surrogate model

In the first step of the MFIS method, the PDF $q$ of the biasing distribution is constructed. The aim is to construct a biasing distribution so that samples drawn from the biasing distribution lie in the failure domain $G$ with higher probability than samples drawn from the nominal distribution $I[4, 6]$.

To construct the biasing PDF $q$, we evaluate the surrogate model $s_r$ at many samples drawn from the nominal distribution with PDF $p$. We can afford to evaluate the surrogate model at many samples because evaluating the surrogate model is computationally cheap. The PDF $q$ of the biasing distribution is then constructed as a mixture model of normal distributions fitted to the samples in $G_r$. Note that other density estimation techniques could be used instead as well [29, 30, 31]. It is reasonable to expect that $q$ is a suitable biasing distribution for the failure domain $G$ because if the surrogate model approximates the high-fidelity model well with respect to $I[3, 4]$, the failure domain of the surrogate model $G_r$ and the failure domain $G$ of the high-fidelity model have a large overlap. We now discuss the construction of $q$ in more detail.
Let \( N \in \mathbb{N} \) and let \( z_1, \ldots, z_N \in \mathbb{R}^d \) be samples drawn from the nominal distribution, i.e., \( z_1, \ldots, z_N \) are realizations of the random variable \( Z \). Let \( N' \in \mathbb{N} \) be the number of samples in the failure domain \( \mathcal{G}_r \). Note that \( N' = 0 \) is a valid case and will be discussed below. To check if a sample \( z_i \) is in \( \mathcal{G}_r \), the surrogate model \( s_r \) is first evaluated at \( z_i \) and then the limit state function \( g \) is evaluated at the surrogate model output \( s_r(z_i) \). If \( g(s_r(z_i)) < 0 \), then \( z_i \in \mathcal{G}_r \), otherwise \( z_i \notin \mathcal{G}_r \), see (12). Let \( l = [l_1, \ldots, l_{N'}]^T \in \mathbb{N}^{N'} \) be the indices of the samples in the failure domain and let

\[
\mathcal{Z} = \{z_{l_1}, \ldots, z_{l_{N'}}\} \subset \mathcal{G}_r
\]  

be the set of these samples.

We first consider the case where \( N' > 0 \), i.e., where at least one of the samples \( z_1, \ldots, z_N \) is in the failure domain \( \mathcal{G}_r \). We define \( \phi(z; \mu, \Sigma) \) to be the PDF of the \( d \)-dimensional multivariate normal distribution with mean \( \mu \in \mathbb{R}^d \) and covariance matrix \( \Sigma \in \mathbb{R}^{d \times d} \). A mixture model of \( k \in \mathbb{N} \) normal distributions is a linear combination of \( k \) PDFs \( \phi(z; \mu_1, \Sigma_1), \ldots, \phi(z; \mu_k, \Sigma_k) \),

\[
\phi_{MM}(z; \mu_1, \ldots, \mu_k, \Sigma_1, \ldots, \Sigma_k, \pi) = \sum_{i=1}^{k} \pi_i \phi(z; \mu_i, \Sigma_i),
\]

where \( \mu_1, \ldots, \mu_k \in \mathbb{R}^d \) and \( \Sigma_1, \ldots, \Sigma_k \in \mathbb{R}^{d \times d} \) are the means and covariance matrices, respectively, and where \( \pi = [\pi_1, \ldots, \pi_k]^T \in \mathbb{R}^k \) are the mixture coefficients with \( \sum_{i=1}^{k} \pi_i = 1 \). Note that we discuss the selection of the number \( k \) of normal distributions in Section 4.1. Since \( N' > 0 \), we can now fit the parameters \( \mu_1, \ldots, \mu_k, \Sigma_1, \ldots, \Sigma_k \in \mathbb{R}^{d \times d} \) and \( \pi \) of the mixture model \( \phi_{MM} \) to the samples (15) in the failure domain \( \mathcal{G}_r \). In the following, we use a maximum likelihood approach to fit the parameters of the mixture model, i.e., we solve the optimization problem

\[
\max_{\{\mu_i\}_1^k, \{\Sigma_i\}_1^k, \pi \in \mathbb{R}^d} \prod_{i=1}^{N'} \phi_{MM}(z_{l_i}; \mu_1, \ldots, \mu_k, \Sigma_1, \ldots, \Sigma_k, \pi)
\]

with the constraint \( \sum_{i=1}^{k} \pi_i = 1 \). Problem (17) is a high-dimensional nonconvex optimization problem, which is in general computationally expensive to solve; however, this particular problem (17) is a standard optimization problem in machine learning, which is well analyzed and for which efficient algorithms exist that compute approximate solutions \([32, 33, 34]\). We employ the expectation-maximization (EM) algorithm to solve (17). To cope with local maxima due to the non-convexity, we follow the usual approach and run the EM algorithm several times with random start parameters and then select the parameters that lead to the largest likelihood. We emphasize that the EM algorithm is a standard algorithm in machine learning. Its properties are discussed in detail in, e.g., the text books \([32, 33, 34]\).

If \( N' = 0 \), then (15) is the empty set, which means that the outputs of the surrogate model at the samples \( z_1, \ldots, z_N \) did not provide any information about the failure domain. In this case, we set the biasing PDF to the nominal PDF. As we will discuss in the proof of Theorem 1, this leads to an MFIS estimator that is equal to the Monte Carlo estimator and therefore no runtime savings can be gained with our MFIS method over the Monte Carlo method in this situation. A different approach is to consider \( N' = 0 \) as an indication that the number of samples \( N \) is set too low. A natural remedy is then to draw more samples, i.e., increase \( N \), until the number of samples \( N' \) in the failure domain is larger than 0 and a mixture model of normal distributions can be constructed with the EM algorithm. In this way, \( N' \) could be used to guide the adaptive selection of the number of samples \( N \).

Algorithm 1 summarizes the construction of the biasing distribution. Inputs are the surrogate model \( s_r \), the nominal PDF \( p \), the number \( N \) of samples to draw from the nominal distribution, and the number \( k \) of normal distributions in the mixture model \( \phi_{MM} \). The algorithm first evaluates the surrogate model at \( N \) samples drawn from the nominal distribution. If none of these samples is in the failure domain \( \mathcal{G}_r \), the nominal PDF \( p \) is returned as the PDF of the biasing distribution. If samples are in \( \mathcal{G}_r \), a mixture model \( \phi_{MM} \) is fitted to these samples with the EM algorithm. The algorithm then returns the fitted mixture model.
Algorithm 1: Biasing distribution

begin
    procedure biasingDist(s_r, p, N, k)
    Draw N samples z_1, ..., z_N from nominal distribution with PDF p
    Initialize the set Z = {}
    for i = 1, ..., N do
        Evaluate surrogate model s_r at sample z_i
        Evaluate limit state function g at surrogate model output s_r(z_i)
        if g(s_r(z_i)) < 0 then
            Add sample z_i to set Z
        end if
    end for
    if Z is empty then
        return p
    end if
    Use EM algorithm to fit mixture φ_MM of k normal distributions to samples in Z
    return φ_MM
end procedure

3.3. Step two: Evaluating the MFIS estimator with the high-fidelity model

In step two of the MFIS method, M ∈ N samples z'_1, ..., z'_M are drawn from the biasing distribution that was computed using Algorithm 1. The MFIS estimate of the failure probability is then defined as

\[
P_{f}^{MFIS}(z'_1, ..., z'_M) = \frac{1}{M} \sum_{i=1}^{M} I_G(z'_i)w(z'_i). \tag{18}\]

The function I_G in (18) is the indicator function with respect to the failure domain G of the high-fidelity model. Thus, the evaluation of I_G at sample z'_i entails a high-fidelity model evaluation. The value of the indicator function I_G at sample z'_i is I_G(z'_i) = 1 if the limit state function g(s(z'_i)) < 0 at the high-fidelity model output s(z'_i), otherwise I_G(z'_i) = 0, see (3).

We emphasize that the surrogate model s_r is not used in (18). This allows us to show that the MFIS estimator (18) is unbiased.

Theorem 1. Let q be the density of a biasing distribution constructed with Algorithm 1 and let Z' be the corresponding random variable. The MFIS estimator (18) is an unbiased estimator of the failure probability \( P_f \).

Proof. Let us consider the construction of the biasing distribution in Algorithm 1. We distinguish between two cases. In case one, the set Z in line 11 of Algorithm 1 is empty. Thus, none of the samples drawn from the nominal distribution fall in the failure domain G_r of the surrogate model, and the nominal PDF p is returned in line 12. In this case, the MFIS estimator \( P_f^{MFIS}(Z) \) becomes the Monte Carlo estimator (6) and is thus unbiased.

In case two, the set Z is not empty and Algorithm 1 returns a mixture of normal distributions. Since a mixture of normal distributions has global support, i.e., q(z) > 0 for all z ∈ \( \mathbb{R}^d \), we obtain

\[ \text{supp}(p) \subseteq \text{supp}(q). \]

Thus, the transformation

\[
E_p[I_G(Z)] = \int_{\mathbb{R}^d} I_G(z)p(z)dz = \int_{\mathbb{R}^d} I_G(z')q(z') \frac{p(z')}{q(z')} dz' = E_q[I_{G_r}(Z')w(Z')] \]

from (2) to (8) holds (11) and therefore (18) is an unbiased estimator of \( P_f \). This shows that \( P_f^{MFIS}(Z) \) is an unbiased estimator of the failure probability \( P_f \).
Corollary 1. Consider the same setting as in Theorem 1 but additionally assume that $E_q[I_G(Z')^2 w(Z')^2] < \infty$ holds. Then, the RMSE of the MFIS estimator is

$$e(P_f^{MFIS}) = \sqrt{\frac{\text{var}_q[I_G(Z') w(Z')]}{M}}.$$  \hfill (19)

Proof. This follows with the same arguments as for the importance sampling estimator discussed in Section 2.2.

We emphasize that Theorem 1 holds even in the absence of accuracy guarantees on the surrogate model itself (e.g., via an estimate or bound on the error (13)).

3.4. The MFIS method

Algorithm 2 summarizes the two steps of the MFIS method. Inputs are the high-fidelity model $s$, the surrogate model $s_r$, the number of samples $N$ to construct the biasing distribution, the number of samples $M$ to use in the MFIS estimator, and the number $k$ of normal distributions in the mixture model. Algorithm 2 first calls biasingDist in Algorithm 1 to construct the biasing distribution using the surrogate model only. Then, the MFIS estimate is computed by evaluating the high-fidelity model at samples $z'_1, \ldots, z'_M$ drawn from the biasing distribution. Finally, the estimate $P_f^{MFIS}(z'_1, \ldots, z'_M)$ is returned.

3.5. Error and cost analysis of the MFIS method

With the RMSE $e(P_f^{MFIS})$ of the MFIS estimator $P_f^{MFIS}$ given in (19), we find that

$$M \simeq \frac{\text{var}_q[I_G(Z') w(Z')]}{\epsilon^2}$$ \hfill (20)

samples are required to obtain an RMSE $e(P_f^{MFIS}) \leq \epsilon$, for a threshold parameter $0 < \epsilon \in \mathbb{R}$. Similarly to the costs of the importance sampling estimator, the costs $c(P_f^{MFIS})$ of the MFIS estimator to achieve $e(P_f^{MFIS}) \leq \epsilon$ are split into the costs of generating the biasing distribution and the costs of evaluating the high-fidelity model at the samples drawn from the biasing distribution.

We first consider the costs of generating the biasing distribution, i.e., the costs of Algorithm 1. In Algorithm 1 only the surrogate model is used, and thus the costs are independent of the costs $b$ of evaluating the high-fidelity model $s$. Evaluating the limit state function, drawing samples from the nominal distribution, and fitting the mixture model typically introduces only a small amount of costs compared to the costs of the surrogate model evaluations. We therefore consider only the costs of the surrogate model evaluations here. Algorithm 1 requires $N$ surrogate model evaluations. Let $0 < b_r \in \mathbb{R}$ denote the cost of one surrogate model evaluation. The costs of Algorithm 1 i.e., for the construction of the biasing distribution, are then

$$c_{bias}^{MFIS} = b_r N.$$

Second, the costs of evaluating the high-fidelity model at the samples of the biasing distribution are $Mb$.

Overall, the costs of the MFIS estimator to achieve an RMSE $e(P_f^{MFIS}) \leq \epsilon$ are therefore

$$c(P_f^{MFIS}) = c_{bias}^{MFIS} + bM \simeq b_r N + b \frac{\text{var}_q[I_G(Z') w(Z')]}{\epsilon^2},$$ \hfill (21)

where we used (20).

We now compare the costs $c(P_f^{MFIS})$ of the MFIS estimator to the costs of the Monte Carlo estimator $c(P_f^{MC})$ for deriving an estimator with an RMSE below or equal to the threshold parameter $\epsilon$. Let

$$\gamma = \frac{\text{var}_p[I_G(Z) w(Z) / \epsilon^2]}{\text{var}_q[I_G(Z') w(Z')]}.$$


Algorithm 2 Multifidelity importance sampling

1: procedure multiIS($s, s_r, p, N, M, k$)
2: Call biasingDist($s_r, p, N, k$) and obtain biasing distribution with PDF $q$
3: Draw $M$ samples $z'_1, \ldots, z'_M$ from biasing distribution
4: Compute importance weights
   \[ w = \begin{bmatrix} p(z'_1) / q(z'_1) \\ \vdots \\ p(z'_M) / q(z'_M) \end{bmatrix} \in \mathbb{R}^d \]
5: Evaluate high-fidelity model at samples $z'_1, \ldots, z'_M$ from the biasing distribution
6: Obtain multifidelity importance sampling estimate $P_{f}^{MFIS}(z'_1, \ldots, z'_M)$ via (18)
7: return $P_{f}^{MFIS}(z'_1, \ldots, z'_M)$
8: end procedure

be the ratio that represents the reduction of the variance achieved by the biasing distribution. Note that $\gamma$ serves here as a theoretical quantity that is useful for analyzing our method but that is typically unavailable in practice. We write $c(P_{f}^{MFIS})$ in terms of the costs of the Monte Carlo estimator as

$$
c(P_{f}^{MFIS}) = c_{bias} + bM
\simeq b_r N + b \frac{\text{var}_q[\ell_Z(Z')w(Z')]}{\epsilon^2}
\simeq b_r N + b \frac{1}{\gamma} \frac{\text{var}_p[\ell_p(Z)]}{\epsilon^2}
\simeq b_r N + \frac{1}{\gamma} c(P_{f}^{MC}).
$$

Thus, the costs $c(P_{f}^{MFIS})$ of the MFIS estimator are lower than the costs $c(P_{f}^{MC})$ of the Monte Carlo estimator if the inequality

$$
b_r N < \left( 1 - \frac{1}{\gamma} \right) c(P_{f}^{MC}) \quad (22)
$$

holds. Further transforming (22) into

$$
\frac{b_r N}{c(P_{f}^{MC})} < 1 - \frac{1}{\gamma}
$$

makes more explicit that a larger variance reduction, i.e., a larger $\gamma$, compensates higher costs $b_r N$ of generating the biasing distribution; however, the costs $b_r N$ of generating the biasing distribution must not exceed the costs $c(P_{f}^{MC})$ of the Monte Carlo estimator.

4. Numerical results

This section demonstrates the MFIS method for failure probability estimation on four examples. We first consider a model of a plate in bending in Section 4.1 and a model of an acoustic horn in Section 4.2. We then apply the MFIS method to the time-dependent nonlinear Burgers’ equation with uncertain boundary values in Section 4.3 and to a nonlinear model of a combustor in Section 4.4.

In all the following examples, a reference failure probability computed with the Monte Carlo estimator serves as a benchmark. The limit state function in the presented examples is cheap to evaluate and therefore the computational costs are dominated by the high-fidelity and surrogate model evaluations.

The examples were computed with MATLAB. Note that fitting a mixture of normal distributions with EM as needed for Algorithm 1 is available in many other software packages, including Python (sklearn.mixture.GMM) and R (EMCluster). We run the EM algorithm (gmdistribution.fit) with a random initial seeding. If the
algorithm converges to a mixture of normal distributions with singular covariance matrices, we repeat the algorithm with a different random initial seeding. The runtime measurements were performed on an Intel Xeon E5-1620 compute node with 32GB RAM on a single core.

4.1. Deflection of clamped plate in bending

We are interested in the maximum deflection of a clamped plate after a load has been applied [35]. The geometry of the plate is shown in Figure 2. The spatial domain $\Omega = [0,1]^2 \subset \mathbb{R}^2$ is partitioned into four subregions $\Omega_1, \ldots, \Omega_4$. Inputs define the thickness of the plate and the applied load in each subregion. The inputs are the components $z = [z_1, \ldots, z_8]^T \in \mathbb{R}^8$ of a realization of the eight-dimensional input random variable $Z$, which has a uniform distribution in $[0.05, 0.1]^4 \times [1, 100]^4 \subset \mathbb{R}^8$. The first four inputs $z_1, \ldots, z_4$ define the thickness of the plate and the last four inputs $z_5, \ldots, z_8$ define the load, in the subregions $\Omega_1, \ldots, \Omega_4$, respectively. The output, $y$, is the maximum deflection of the plate in the spatial domain $\Omega$. The limit state function is $g_{\text{plate}}(y) = -y + 5$, with the threshold 5, which means that a failure occurs if the maximum deflection is higher than 5.

Models. The (steady-state) high-fidelity model $s : \mathbb{R}^8 \to \mathbb{R}$ is derived with the finite element method following [36, Section 12.2, p. 161]. The number of degrees of freedom of the high-fidelity model is 19039. To construct the surrogate model, we sample 1000 inputs at which the high-fidelity model is evaluated to generate the snapshots. There are several sampling schemes available to guide the selection of the snapshots [37, 38, 39]; however, for this example sampling from a uniform distribution in the input domain is sufficient. The proper orthogonal decomposition (POD) is applied to the snapshots to derive the POD basis. The reduced operators are computed with Galerkin projection. This leads to surrogate models $s_5$ and $s_{10}$ generated from five and ten POD basis vectors, respectively.

Reference failure probability. The reference failure probability $P_{\text{MC}}^f = 9.673 \times 10^{-3}$ is computed with the Monte Carlo estimator with $10^6$ samples using the high-fidelity model. The RMSE of the Monte Carlo estimator is $9.787 \times 10^{-5}$, where the variance is estimated from the samples.

Illustration of PDFs. For illustration purposes, the estimated PDF of the random variables $s(Z), s_5(Z)$, and $s_{10}(Z)$ are compared in Figure 3. Each of the PDFs is estimated with kernel density estimation (KDE) from
Figure 3: Plate model: The estimated PDFs corresponding to the surrogate model outputs match the PDF of the high-fidelity model outputs well.

Figure 4: Plate model: The plots compare the estimated PDF of \( s(Z) \) (nominal distribution) with \( s(Z') \) (biasing distribution). The PDF corresponding to the biasing distribution shows that the samples from the biasing distribution tend to cluster near the threshold 5 of the limit state function.
1000 realizations of the corresponding random variable. The surrogate model \( s_5 \) with five POD modes is sufficient to derive a PDF that matches the PDF corresponding to the high-fidelity model well.

We generate a biasing distribution by constructing the biasing PDF with Algorithm 1 and the surrogate model \( s_5 \). The number of samples is set to \( N = 10^6 \), and the number of normal distributions in the mixture model is \( k = 8 \). Surrogate model evaluations are usually computationally cheap and therefore choosing a large \( N \) has only a minor impact on the overall costs of the MFIS method, see the discussion on runtime and speedup below. To illustrate the quality of the biasing distribution, we draw 1000 samples \( z_1', \ldots, z_{1000}' \) from the biasing distribution, i.e., realizations of \( Z' \), and estimate the PDF of \( s(Z') \) from the outputs \( s(z_1'), \ldots, s(z_{1000}') \). Figure 4a compares the PDF obtained from the samples from the biasing distribution to the PDF obtained from the samples from the nominal distribution, cf. Figure 5. As desired, the PDF corresponding to the samples from the biasing distribution is larger near the threshold 5 of the limit state function than the PDF corresponding to the nominal distribution.

**Parameter selection.** Plots such as Figure 4 give guidance on the selection of the parameter \( k \). Biasing distributions are therefore created for several values of \( k \) and the corresponding estimated PDFs are plotted as, e.g., in Figure 4a for \( k = 8 \) and in Figure 4b for \( k = 1 \). The \( N = 10^6 \) samples computed with the surrogate model for the construction of the biasing distribution and the 1000 samples from the nominal distribution computed with the high-fidelity model are generated only once, and can be reused for different values of \( k \). We note that the described approach for selecting \( k \) is a heuristic. Our MFIS method does not rely on a particular method for the selection of \( k \) and therefore other techniques that select the number of normal distributions in a mixture model in a fully automatic way are applicable as well. We refer to, e.g., [40] for an extensive survey of such techniques.

**Comparison of estimators w.r.t. RMSE.** We now compare three estimators:

- The **MFIS estimator** that uses the surrogate model to construct the biasing distribution with Algorithm 1 with \( N = 10^6 \) and \( k = 8 \), and that uses the high-fidelity model to derive the estimate of the failure probability. The MFIS estimator is unbiased.

- The **high-fidelity IS estimator** that uses the high-fidelity model only. The biasing distribution is constructed with Algorithm 1 using the high-fidelity model with the same number \( N = 10^6 \) of samples and the same number \( k = 8 \) of normal distributions in the mixture model as the MFIS estimator.
The estimate of the failure probability is derived with the high-fidelity model. The high-fidelity IS estimator is unbiased.

- **The surrogate IS estimator** that uses a surrogate model only. The biasing distribution is constructed as in the MFIS estimator. The estimate of the failure probability is computed using the surrogate model. The surrogate IS estimator is biased.

We first consider the RMSE of the three estimators. The RMSE of the MFIS estimator is estimated over \( r = 10 \) runs as

\[
\sqrt{\frac{1}{r} \sum_{i=1}^{r} \left( P_{f}^{MC} - P_{f}^{MFIS} \right)^2},
\]

with respect to the reference failure probability \( P_{f}^{MC} \), and analogously for the high-fidelity and surrogate IS estimators. The biasing PDFs of the respective estimators are computed once and then kept fixed over all runs. The biasing PDFs of the three estimators are derived from independent samples. Figure 5 plots the estimated RMSE of the MFIS estimator as a function of the number of samples \( M \) used for the estimate of the failure probability, and compares it to the estimated RMSEs of the high-fidelity and surrogate IS estimators. Figure 5a reports the RMSEs for surrogate model \( s_5 \) and Figure 5b for surrogate model \( s_{10} \).

The results confirm that the our multifidelity approach leads to a similar error decay as the high-fidelity IS estimator that is based on the high-fidelity model. The results also confirm that using the surrogate model only (surrogate IS estimator) leads to a biased estimator of the failure probability \( P_{f} \).

**Comparison of estimators w.r.t. runtime.** Figure 6 compares the runtime of the MFIS method to the high-fidelity IS estimator. The runtime of the surrogate IS estimator is not included because it is a biased estimator. The costs of the MFIS method are \( c(P_{f}^{MFIS}) = b_{r} N + b_{M} M \) because it requires \( N \) surrogate model evaluations for the construction of the biasing distribution and \( M \) high-fidelity model evaluations to derive the estimate, see (21). The high-fidelity IS estimator has costs \( c(P_{f}^{IS}) = b_{M} (N + M) \), with \( N \) high-fidelity model evaluations to generate the biasing distribution and \( M \) evaluations to compute the estimate, see (11).

The speedup of the MFIS method is \( c(P_{f}^{IS}) / c(P_{f}^{MFIS}) \). To account for the costs of constructing the surrogate model, we additionally show the speedup

\[
\frac{c(P_{f}^{IS})}{c(P_{f}^{MFIS}) + 1000b},
\]

which includes the costs 1000\( b \) of the 1000 high-fidelity model evaluations required to construct the surrogate model in this example. Note that the costs to construct the surrogate model are usually dominated by the costs to generate the snapshots; other costs that might arise during the construction of the surrogate model are ignored here. Note also that a surrogate model can be reused for computing failure probabilities that correspond to different limit state functions and thus the costs of building the surrogate model can be further amortized. The speedup \( c(P_{f}^{IS}) / c(P_{f}^{MFIS}) \) of the MFIS method is shown in Figure 6a, where our multifidelity approach is between 10\(^2\) and 10\(^4\) times faster than the high-fidelity IS estimator. Note that for the same number of samples \( M \) the two estimators achieve a similar RMSE, see Figure 5. The MFIS method is between 10\(^2\) and 10\(^3\) times faster if the costs of the construction of the surrogate model \( \frac{b_{M} (N + M)}{b_{M} M} \) are included.

The speedup results confirm that the costs of creating the snapshots, i.e., of creating the surrogate model, are quickly compensated here. Figure 6b shows the speedups with respect to the number of degrees of freedom of the high-fidelity model for \( M = 100 \) samples. As the high-fidelity model becomes more expensive to evaluate, the runtime improvements gained with our multifidelity approach increase.

**Effect of number of samples \( N \).** Figure 7 demonstrates for \( s_5 \) that too few samples \( N \) for constructing the biasing distribution can degrade the performance of our MFIS estimator. The results confirm that increasing the number of samples \( N \) (in this example to \( N = 5 \times 10^5 \)) leads to an MFIS estimator with a significantly lower RMSE error for the same number \( M \), cf. the discussion on the number of samples \( N \) in Section 3.2.
Figure 6: Plate model: If the surrogate model is already available, our MFIS method is between $10^2$ and $10^4$ times faster than using the high-fidelity model only (high-fidelity IS estimator), while still providing an unbiased estimator (“w/out snapshots gen”). The runtimes include the generation of the biasing distribution and the computation of the estimate but ignore the costs for building the surrogate model. If the runtime for building the surrogate model is included, speedups (24) of the MFIS method are between $10^2$ and $10^3$ (“with snapshots gen”); thus, the costs of building the surrogate model are compensated quickly here. The number of samples used for the construction of the biasing distribution is set to $N = 10^6$.

Figure 7: Plate model: If the number of samples $N$ for constructing the biasing distribution is set too low, the constructed biasing PDF cannot capture well the failure boundary, and the RMSE of our MFIS estimator becomes higher than the RMSE of the high-fidelity IS estimator (see MFIS estimator for $N = 10^4 - 10^5$) for the same $M$; however, such a situation is usually avoided by increasing the number of samples $N$ (in this example to $N = 5 \times 10^5$).
the case of $N = 10^4$, only about 50 samples are in the failure domain of the surrogate model, whereas about 5000 samples are in the failure domain for $N = 5 \times 10^5$. We set $k = 6$ because in the case $N = 10^4$ there are too few samples in the failure domain for the EM algorithm to converge with $k = 8$ normal distributions in the mixture model. Note that our MFIS estimator is unbiased, independent of the number of samples $N$.

**Smaller failure probability.** To demonstrate that our MFIS method is applicable to the estimation of smaller failure probabilities, we consider the limit state function $g_{\text{small}}(y) = -y + 7$. The corresponding reference failure probability is $P_{\text{small}}^f = 1.266 \times 10^{-4}$ with the RMSE $3.5579 \times 10^{-6}$. The failure probability $P_{\text{small}}^f$ is almost two orders of magnitude smaller than $P_f$. We increase the number of samples for constructing the biasing PDF from $10^6$ to $N = 10^7$ and keep the number of normal distributions $k = 8$ in the mixture model unchanged. Note that an increase in the number of samples $N$ is necessary to ensure that sufficiently many samples are in the failure domain of the surrogate model for the construction of the biasing distribution with the EM algorithm; see previous paragraph for a discussion on the effect of $N$. Figure 8 compares the RMSE of the MFIS estimator to the high-fidelity and the surrogate IS estimator. Our MFIS estimator shows a similar behavior as the high-fidelity IS estimator.

### 4.2. Acoustic horn

In this example, the MFIS method is used with a surrogate model that is constructed with the reduced basis method [22].

We consider the acoustic horn model introduced in [41] that is based on the Helmholtz equation in the spatial domain $\Omega \subset \mathbb{R}^2$

$$\Delta u(x) + \kappa^2 u(x) = 0, \quad x \in \Omega,$$

where $u : \Omega \to \mathbb{C}$ is the solution function, $\Delta$ the two-dimensional Laplace operator, and $\kappa \in \mathbb{R}$ the wave number. Following [17], the first six of the $d = 9$ inputs control the geometry of the horn, the seventh input the wave number $\kappa$, and the eighth and ninth inputs the upper and lower wall impedance, respectively. The inputs are the components $z = [z_1, \ldots, z_9]^{T} \in \mathbb{R}^9$ of a realization of the 9-dimensional random variable $Z$. The first six components of the random variable $Z$ follow a uniform distribution in

$$[0.6785, 1.0357] \times [1.0357, 1.3929] \times [1.3929, 1.7500] \times$$


The seventh component follows a uniform distribution in $[1.3, 1.5] \subset \mathbb{R}$, and the last two components $z_8, z_9$ each follow a normal distribution with mean 50 and standard deviation 3, see [17]. The output, $y$, is
the reflection coefficient, a measure of the horn’s efficiency. We define that the horn fails if the reflection coefficient is above 0.32. The corresponding limit state function is \( g_{\text{horn}}(y) = -y + 0.32 \).

The (steady-state) high-fidelity model \( s : \mathbb{R}^9 \rightarrow \mathbb{R} \) is a finite element model with 35895 degrees of freedom. The reduced basis method is used to determine 20 snapshots of the high-fidelity model that form the reduced basis. The surrogate model is derived by projecting the equations onto the space spanned by the reduced basis, which therefore has 20 degrees of freedom. We refer to, e.g., [22] for a general introduction to the reduced basis method and to [41, 17] for details on the acoustic horn problem in the context of the reduced basis method.

We compute a reference failure probability \( P_{\text{MC}}^f = 2.858 \times 10^{-3} \) with the Monte Carlo estimator with \( 10^6 \) samples. The estimated RMSE of the Monte Carlo estimator is \( 5.338 \times 10^{-5} \).

We generate a biasing distribution with the surrogate model using \( N = 10^6 \) samples and \( k = 8 \) normal distributions in the mixture model. The parameter \( k \) was selected following the same approach as in Section 4.1. The estimated RMSE of the MFIS estimator is compared to the estimated RMSEs of the high-fidelity and surrogate IS estimators, cf. Section 4.1. The estimated RMSE corresponding to the surrogate IS estimator is quickly dominated by the accuracy of the surrogate model. Our multifidelity approach shows a similar behavior as the high-fidelity IS estimator; however, the MFIS method achieves a between 50 and 90 times lower runtime, see Figure 9b. The costs of the high-fidelity model evaluations required for the construction of the surrogate model are low here because the reduced basis method relies on \textit{a posteriori} error estimators [22] to derive the reduced basis, and thus only 20 high-fidelity model evaluations are necessary to obtain the surrogate model in this example [22, 41].

4.3. Burgers’ equation with uncertain values at the boundary

This example demonstrates that a surrogate model can be sufficiently accurate for constructing a biasing distribution even if the surrogate model provides only poor approximations of the high-fidelity model outputs.

Let \( \Omega = [-1, 1] \subset \mathbb{R} \) be the spatial domain, \( T \in \mathbb{R} \) the end time, and \( [0, T] \subset \mathbb{R} \) the time domain. We solve for the solution \( u : \Omega \times [0, T] \rightarrow \mathbb{R} \) of the time-dependent viscous Burgers’ equation

\[
\partial_t u(x, t) + u \partial_x u(x, t) = \nu \partial_x^2 u(x, t), \quad x \in \Omega, t \in [0, T],
\]

where \( \partial_t, \partial_x \), and \( \partial_x^2 \) are the first derivative in the time coordinate, and the first and second derivative in the spatial coordinate, respectively. The parameter \( \nu = 0.05 \) is the viscosity parameter. We impose Dirichlet boundary conditions

\[
u(-1, t) = 1 + z, \quad u(1, t) = -1, \quad t \in [0, T],
\]
where \( z \in \mathbb{R} \) is a perturbation. We follow \[20\] and define the input of our problem as the perturbation \( z \). The input \( z \) is a realization of a one-dimensional \((d = 1)\) random variable \( Z \). The random variable \( Z \) is uniformly distributed in \([-2, -1] \subset \mathbb{R}\). The output is the position \( y \in \Omega \) of the transition layer with \( u(y, T) = 0 \). Note that \( y \) is highly sensitive to \( z \)\[42\]. The system fails if the output is below the threshold 0.74, i.e., the limit state function is \( g_{\text{Burgers}}(y) = y - 0.74 \).

The Burgers’ equation (25) is discretized with finite differences on an equidistant grid in \( \Omega \) with 514 grid points. The time domain is discretized with a semi-implicit Euler method and time step size \( 10^{-1} \). The time stepping is stopped either after \( 10^5 \) time steps, i.e., if \( T = 10^4 \) is reached, or if the \( L^2 \) norm of the difference of two successive state vectors is smaller than \( 10^{-12} \). The high-fidelity model is the map \( s : \mathbb{R} \rightarrow \mathbb{R} \). We evaluate the high-fidelity model at 200 inputs \( z_1, \ldots, z_{200} \) drawn uniformly in \([-2, -1] \subset \mathbb{R}\), and store the state vector at every 100-th time step. This leads to 2415 snapshots from which we compute a POD basis with 20 basis vectors. The reduced operator corresponding to the diffusion term is derived by Galerkin projection. The corresponding surrogate model is denoted as \( s_r \).

The reference failure probability \( P_{\text{MC}}^f = 5.49 \times 10^{-3} \) is computed with the Monte Carlo estimator and \( 10^6 \) samples, using the high-fidelity model only. The estimated RMSE of the Monte Carlo estimator is \( 7.389 \times 10^{-5} \).

We now illustrate that the surrogate model is sufficiently accurate to derive a biasing distribution, even though it leads to a poor approximation of the limit state function at the threshold 0.74. The PDFs of \( s(Z) \) and \( s_r(Z) \) are estimated from 1000 samples each and are shown in Figure 10. The surrogate model leads to a similar PDF as the high-fidelity model; however, near the threshold 0.74 the PDF corresponding to the surrogate model does not have the sharp kink of the PDF corresponding to the high-fidelity model. Still, Figure 10 confirms that Algorithm 1 with the surrogate model leads to a biasing distribution that puts many samples near the failure boundary. The number of normal distributions in the mixture model is set to \( k = 1 \) and the number of samples to construct the biasing distribution is \( N = 10^6 \).

Figure 11 reports the estimated RMSE (23) corresponding to the MFIS, the high-fidelity IS, and the surrogate IS estimator. The estimated RMSE corresponding to the surrogate IS estimator stays high even if the number of samples \( M \) is increased. The estimated RMSE of the MFIS estimator is slightly offset from the estimated RMSE of the high-fidelity IS estimator but decays at a similar rate. The speedup of the MFIS method is reported in Figure 11b. The MFIS method achieves speedups of about 14 in this example. Note that only 200 high-fidelity model evaluations are used during the construction of the surrogate model, and therefore the costs of the snapshot generation, i.e., the costs of building the surrogate model, are compensated.
4.4. Combustor model

In this example, a surrogate model with a separate approximation of the nonlinear term with the discrete empirical interpolation method (DEIM) [43] is used in the MFIS method.

We consider the simplified combustor model introduced in [44]. The reaction underlying the model is

\[ 2H_2 + O_2 \rightarrow 2H_2O, \]

where \( H_2 \) is the fuel, \( O_2 \) the oxidizer, and \( H_2O \) the product. The governing equation is a nonlinear advection-diffusion-reaction equation with \( d = 2 \) inputs, which are the activation energy and the pre-exponential factor in an Arrhenius-type nonlinear reaction source term. The inputs are the components \( z = [z_1, z_2]^T \in \mathbb{R}^2 \) of a realization of a two-dimensional random variable \( Z \), with a uniform distribution in

\[ [5.5 \times 10^{11}, 1.5 \times 10^{13}] \times [1.5 \times 10^3, 9.5 \times 10^3] \subset \mathbb{R}^2. \]  

The output, \( y \), is the maximum temperature. The combustor fails if the maximum temperature exceeds 2420K. The corresponding limit state function is \( g_{\text{combustor}}(y) = -y + 2240 \). We refer to [44] for details of the model.

The high-fidelity model \( s : \mathbb{R}^2 \rightarrow \mathbb{R} \) and the surrogate model \( s_r \) are derived following [44]. The high-fidelity model is based on a finite difference discretization of the governing equation that leads to 10804 degrees of freedom. The discrete system of nonlinear equations is solved with the Newton method. POD is applied to 2500 snapshots corresponding to an equidistant 50 \( \times \) 50 grid in the domain (26). The surrogate model \( s_r \) is derived from the POD basis with four basis vectors and Galerkin projection. The nonlinear term is approximated using DEIM [43, 45], where the DEIM basis is generated by applying POD to the nonlinear reaction source term evaluated at the 2500 snapshots. The DEIM approximation uses four DEIM basis vectors and four DEIM interpolation points. We refer to [44] for details on the derivation of the surrogate model.

The reference failure probability \( P_{\text{MC}} = 4.560 \times 10^{-3} \) is computed with the Monte Carlo estimator and 10\(^6\) samples. The estimated RMSE of the failure probability estimator is \( 6.737 \times 10^{-5} \).

The surrogate model is used to construct a biasing distribution with Algorithm 1 with \( k = 1 \) and \( N = 10^6 \), cf. Section 4.1. In Figure 12a, the estimated RMSEs (23) of the MFIS estimator and the high-fidelity and surrogate IS estimators are reported. The results confirm that the surrogate IS estimator leads to a high estimated RMSE that levels off after 100 samples; however, the surrogate model is sufficiently accurate to construct a suitable biasing distribution. The speedup of the MFIS method compared to high-fidelity IS...
The surrogate model with four POD and four DEIM modes is a poor approximation of the high-fidelity model but it is sufficiently accurate to construct a biasing distribution such that the MFIS estimator achieves a similar estimated RMSE as the high-fidelity IS estimator. The multifidelity approach achieves speedups between 100 and 800 compared to using the high-fidelity model only.

Our multifidelity approach is between 100 and 800 times faster than using the high-fidelity model only. We note that the costs of building the surrogate model are compensated here again.

5. Conclusions and future work

This paper introduced a multifidelity approach for failure probability computation with the Monte Carlo method and importance sampling. Our MFIS method employs a surrogate model to construct the biasing distribution and the high-fidelity model to compute the estimate. We have shown that this leads to an unbiased estimator of the failure probability. Numerical experiments on a wide range of linear and nonlinear problems demonstrated the significant runtime improvements gained with our MFIS method compared to the Monte Carlo method with importance sampling that invokes a single model only.

The key property of our MFIS method is that it speeds up the runtime of the Monte Carlo method by using a surrogate model, but it leads to an unbiased estimator even in the absence of accuracy guarantees on the surrogate model. Our multifidelity method shows that, in some situations, recourse to the high-fidelity model can compensate for the lack of a priori error bounds or a posteriori error estimators for the surrogate model. Furthermore, it demonstrates that accuracy guarantees on the surrogate model are not a prerequisite to derive guarantees on the Monte Carlo estimate. This is particularly useful in complex problem settings, for example in computational fluid dynamics and fluid-structure interaction, where surrogate models can often be derived but error bounds or error estimators for these surrogate models are unavailable due to a lack of mathematical theory.

For smaller failure probabilities (i.e., in the range of $10^{-9}$), the number of samples in the failure domain of the surrogate model typically decreases significantly such that fitting a mixture model with the EM algorithm fails. Future work therefore includes an iterative approach, similar to the cross entropy method \cite{7,8}, where the biasing distribution is repeatedly refined using samples of the biasing distribution of the previous iteration.
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