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ABSTRACT

Field and laboratory measurements using continuous flow diffusion chambers (CFDCs) have been used to construct parameterizations of the number of ice nucleating particles (INPs) in mixed-phase and completely glaciated clouds in weather and climate models. Because of flow nonidealities, CFDC measurements are subject to systematic low biases. Here, the authors investigate the effects of this undercounting bias on simulated cloud forcing in a global climate model. The authors assess the influence of measurement variability by constructing a stochastic parameterization framework to endogenize measurement uncertainty. The authors find that simulated anthropogenic longwave ice-bearing cloud forcing in a global climate model can vary up to 0.8 W m\(^{-2}\) and can change sign from positive to negative within the experimentally constrained bias range. Considering the variability in the undercounting bias, in a range consistent with recent experiments, leads to a larger negative cloud forcing than that when the variability is ignored and only a constant bias is assumed.

1. Introduction

Atmospheric ice nucleation proceeds via a variety of pathways. Homogeneous nucleation occurs when ice crystals grow from clusters of water molecules formed from an aqueous phase (Pruppacher and Klett 1997). Such nucleation is only favorable in atmospheres colder than \(-38^\circ C\) with water activities close to unity (Koop et al. 2000). Processes of heterogeneous nucleation occur when an ice nucleating particle’s (INP’s) surface lowers the energy barrier of ice formation and can occur at temperatures lower than \(0^\circ C\) and any saturation in excess of that of water ice (Pruppacher and Klett 1997). Deposition freezing occurs in air supersaturated with respect to ice when water vapor nucleates onto the INP surface directly as solid ice (Lynch et al. 2002). An INP can also nucleate the ice phase from within an aqueous capsule, a process known as immersion or condensation freezing (Murray et al. 2012).

INPs therefore play an important role in the climate system by forming ice clouds and thus influencing cloud albedo, precipitation, and radiative transfer (Storelvmo et al. 2011; Lau and Wu 2007; Forster et al. 2007). Despite their importance, there are significant uncertainties in field measurements of INP concentrations because of the complexities of atmospheric ice nucleation processes (Boucher et al. 2013). Field measurements over the last few decades with continuous flow diffusion chamber (CFDC) INP counters (e.g., DeMott et al. 2003a,b; Chou et al. 2011; Boose et al. 2016) have been used to constrain INP concentrations, and these have been used to build parameterizations used in climate models. INP concentrations have then been used with various secondary and ice multiplication processes to model ice crystal concentration as a function of temperature and particle concentration (DeMott et al. 2010, hereafter D10; Tobo et al. 2013; DeMott et al. 2015). Such parameterizations are used in both weather prediction models (Fan et al. 2014; Hande et al. 2015) and global climate models (Storelvmo et al. 2011; Xie et al. 2013; Tan and Storelvmo 2016), where the modeled cloud microphysical processes and cloud radiation have been shown to be sensitive to the ice nucleation parameterization.
CFDC measurements have been shown to be subject to a systematic low bias in reported INP concentrations because of nonideal instrument behavior (DeMott et al. 2015). DeMott et al. (2015) considered systemic instrumental biases with the Colorado State University (CSU) CFDC chamber and expanded on the work of Tobo et al. (2013) by proposing the addition of a “calibration factor” (cf) of 3 to multiply measured INP to provide a corrected value that best agreed with measured data. By definition, Tobo et al. (2013)—and all previous studies—assumed no bias (i.e., a factor of 1). More recently, Garimella et al. (2017) showed that in a commercial CFDC, the Spectrometer for Ice Nuclei (SPIN; Garimella et al. 2017), a constant correction factor did not capture the variability of the bias over that instrument’s operational range.

It should be noted that the instrumental biases (due to, for example, particles spreading outside of the aerosol lamina) addressed here, as described by DeMott et al. (2015) and Garimella et al. (2017), are different than the measurement uncertainty associated with sample nonidealities or spatial and temporal differences. DeMott et al. (2003a,b) noted that CFDC instruments have a limited size range from which they can sample. D10 noted that the variability in their INP parameterization related to aerosol composition and sampling location and time. All of these factors result in measurement uncertainty, but they do not consider or account for the instrument biases considered here.

Taken together, DeMott et al. (2015) and Garimella et al. (2017) suggest that instrumental bias leads to a systematic underestimation of INP in both the deposition and immersion modes as well as confusion between deposition- and immersion-mode nucleation and droplet formation. There is additional observational evidence this bias exists when idealized and actual ice nucleation behavior are considered (Fig. 1). In an idealized case (Fig. 1a), an increase in deposition INP with increasing humidity is expected until water saturation, at which point all immersion INP activate (Wex et al. 2014; DeMott et al. 2015). In a realistic case (Fig. 1b), a perfect signal is not expected because of detector noise; a limit of detection (LOD) “sets” the lowest measurable INP concentration. The expected steady increase in the deposition INP with increasing humidity until liquid water saturation is reached is only apparent when the concentration exceeds the LOD. The step function behavior of immersion INP activating at water saturation is subdued because instrument nonidealities result in some particles not experiencing the maximum supersaturation present in the chamber (explained in more detail in the following paragraphs). As a result, a portion of the aerosol particles experience less than the maximum chamber saturation with respect to ice, and an underestimation of deposition INP is reported. Also as a consequence, some depositional ice nucleation is still occurring concurrent with immersion-mode nucleation by the fraction of particles experiencing the maximum chamber saturation. Confusion similarly exists since some immersion nucleation occurs concurrent with droplet formation at humidities exceeding liquid water saturation (Rogers 1988; Stetzer et al. 2008; Garimella et al. 2016). Note that reported CFDC data more closely resemble Fig. 1a (Garimella et al. 2017; DeMott et al. 2015).

Here, we consider the effect of this bias on simulated cloud radiative forcing using the National Center for Atmospheric Research Community Earth System Model, version 1.2.2, with the Community Atmosphere Model, version 5.3 (CAM5.3), run at 2° horizontal resolution. The model is an updated version of CAM5.0 described by Neale et al. (2010), including a newer cloud microphysics scheme (Gettelman et al. 2015), which is coupled with a detailed multimode, two-moment, mixing-state-resolving aerosol model (Kim et al. 2008, 2014). We refer to this coupled aerosol model as the Model of Aerosols for Research of Climate, version 1.0.2 (MARC).

2. Methodology

The effect of CFDC measurement bias on climate model–simulated cloud radiative forcing is investigated using CAM5-MARC. By default, MARC utilizes the ice nucleation scheme of Liu and Penner (2005), which includes a CFDC-based parameterization based on Eq. (2.4) of Meyers et al. (1992, hereafter MEY) to compute the heterogeneous ice nucleation in mixed-phase clouds (het ice) between 0° and −40°C. Mixed-phase clouds are taken to form only at (or above) water saturation, so the ice saturation ratio $S_{\text{ice}}$ used by this scheme at a given temperature is the ratio of the saturation vapor pressure over liquid $e_{\text{liq}}$ to the saturation vapor pressure over ice $e_{\text{ice}}$ at that temperature; that is, $S_{\text{ice}}(T) = e_{\text{liq}}(T)/e_{\text{ice}}(T)$.

In this study, the MEY parameterization is replaced by various versions of the more recent CFDC-based parameterization of D10, which take the form

$$n_{\text{INP}}(n_{\text{aer}>500}, T) = (\text{cf})a(273.16 - T)^b \times (n_{\text{aer}>500})^{c(273.16 - T)+d},$$

where $n_{\text{INP}}$ is the number of INP; $T$ is the temperature (K), and $n_{\text{aer}>500}$ is the number of aerosol particles larger than 500 nm; $a$, $b$, $c$, and $d$ are empirically derived constants from D10; and cf is a constant or variable calibration factor. The base case (hereafter case B) is the D10 parameterization tuned to match satellite observations of longwave cloud forcing from the year 2000 from the Clouds
and Earth’s Radiant Energy System–Energy Balanced and Filled (CERES-EBAF) level 3B dataset (Loeb et al. 2009). Also considered are cases with fixed cf, as suggested by DeMott et al. (2015): cf = 0.1, 3, 4, 5, and 10 (cases 0.1B, 3B, 4B, 5B, and 10B, respectively). Note that DeMott et al. (2015) suggested cf = 3 for the CSU CFDC. Garimella et al. (2017) noted a mean cf = 4 using SPIN, a different CFDC, but also observed variability in cf that encompassed the range from ~1 to 10. Also note that cf = 0.1 does not correspond to a physical amount of particle spreading in a chamber (Garimella et al. 2017), but this case is included for completeness of the sensitivity analysis. To consider the effect of variability, a final case with stochastic cf values across the fixed range is considered (hereafter stoch). For the stoch case, the cf value for any given call to the ice nucleation scheme is randomly drawn from the measured distribution of cf values reported by Garimella et al. (2017).

Total aerosol indirect effects in the global climate model are diagnosed using the radiative flux perturbation (RFP) method (Haywood et al. 2009; Lohmann et al. 2010; Gettelman et al. 2012). The top-of-atmosphere radiative flux R is computed using two 6-yr simulations, one with present-day (PD; year 2000) aerosol and precursor emissions and another with preindustrial (PI; year 1850) emissions, and the RFP is given by RFP = R_{2000} − R_{1850}. Both PD and PI runs have the same prescribed greenhouse gas and climatological sea surface temperature derived from the years 1980–2000. The changes in cloud forcing are decomposed into the changes in the shortwave cloud radiative forcing (SWCF) and longwave cloud radiative forcing (LWCF): dSWCF = SWCF_{2000} − SWCF_{1850} and dLWCF = LWCF_{2000} − LWCF_{1850}. Additionally, the “clear sky” diagnostics recommended by Ghan (2013) are used to calculate cloud forcing correcting for the potential bias in “all-sky versus clear-sky” metrics that neglect the influence of above-cloud absorbing and below-cloud scattering aerosol.

The cloud-forcing response is related to changes in cloud microphysics and meteorological fields brought about by changes in INP concentrations. Since the only difference between the cases is the parameterization for het ice, we suggest that, since all other model configuration parameters are set to their default values (Kim et al. 2008, 2014), differences can be attributed to how a constant or variable low bias in INP parameterization can affect simulated cloud forcing.

3. Results

Figure 2 shows the PD LWCF and SWCF for the cases described in the previous section compared with the CERES-EBAF satellite observations.
Table 1 shows globally averaged radiative and cloud properties in the PD and PI runs, the PD minus PI differences for LWCF and SWCF, ice water path (IWP), cloud-top ice number concentration (INC), cloud-top ice effective radius (REI), total cloud fraction (CLT), and cloud fraction at low (CLDLOW), medium (CLDMED), and high altitudes (CLDHGH). The table includes uncertainty estimates from bootstrapping 2-yr
<table>
<thead>
<tr>
<th></th>
<th>Mey</th>
<th>0.1B</th>
<th>B</th>
<th>3B</th>
<th>4B</th>
<th>5B</th>
<th>10B</th>
<th>Stoch</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LWCF (W m⁻²)</strong></td>
<td>PD</td>
<td>22.44 ± 0.03</td>
<td>22.43 ± 0.03</td>
<td>23.35 ± 0.03</td>
<td>25.64 ± 0.05</td>
<td>26.63 ± 0.01</td>
<td>27.46 ± 0.04</td>
<td>30.68 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>21.92 ± 0.04</td>
<td>21.75 ± 0.04</td>
<td>22.95 ± 0.05</td>
<td>25.63 ± 0.04</td>
<td>26.63 ± 0.01</td>
<td>27.60 ± 0.04</td>
<td>31.09 ± 0.14</td>
</tr>
<tr>
<td><strong>SWCF (W m⁻²)</strong></td>
<td>PD</td>
<td>-55.36 ± 0.05</td>
<td>-55.29 ± 0.06</td>
<td>-56.38 ± 0.00</td>
<td>-58.71 ± 0.08</td>
<td>-59.81 ± 0.15</td>
<td>-60.60 ± 0.08</td>
<td>-63.67 ± 0.10</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>-53.21 ± 0.02</td>
<td>-52.96 ± 0.06</td>
<td>-54.16 ± 0.06</td>
<td>-57.02 ± 0.06</td>
<td>-57.93 ± 0.07</td>
<td>-59.05 ± 0.02</td>
<td>-63.51 ± 0.10</td>
</tr>
<tr>
<td><strong>IWP (g m⁻²)</strong></td>
<td>PD</td>
<td>-0.06 ± 0.10</td>
<td>-0.04 ± 0.10</td>
<td>-0.14 ± 0.06</td>
<td>-0.36 ± 0.02</td>
<td>-0.42 ± 0.05</td>
<td>-0.50 ± 0.12</td>
<td>-0.75 ± 0.18</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>-0.06 ± 0.01</td>
<td>-0.04 ± 0.10</td>
<td>-0.14 ± 0.06</td>
<td>-0.36 ± 0.02</td>
<td>-0.42 ± 0.05</td>
<td>-0.50 ± 0.12</td>
<td>-0.75 ± 0.18</td>
</tr>
<tr>
<td><strong>LWP (g m⁻²)</strong></td>
<td>PD</td>
<td>53.17 ± 0.08</td>
<td>53.53 ± 0.17</td>
<td>54.97 ± 0.06</td>
<td>56.17 ± 0.13</td>
<td>56.97 ± 0.27</td>
<td>57.16 ± 0.12</td>
<td>58.17 ± 0.22</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>48.90 ± 0.15</td>
<td>50.92 ± 0.17</td>
<td>50.02 ± 0.20</td>
<td>51.92 ± 0.09</td>
<td>52.13 ± 0.22</td>
<td>52.72 ± 0.06</td>
<td>53.82 ± 0.12</td>
</tr>
<tr>
<td><strong>INC (L⁻¹)</strong></td>
<td>PD</td>
<td>4.26 ± 0.22</td>
<td>4.61 ± 0.23</td>
<td>4.96 ± 0.20</td>
<td>4.25 ± 0.04</td>
<td>4.85 ± 0.49</td>
<td>4.43 ± 0.06</td>
<td>4.35 ± 0.33</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>11.30 ± 0.12</td>
<td>11.82 ± 0.07</td>
<td>12.83 ± 0.16</td>
<td>15.99 ± 0.08</td>
<td>17.64 ± 0.13</td>
<td>19.25 ± 0.10</td>
<td>29.01 ± 0.20</td>
</tr>
<tr>
<td><strong>REI (μm)</strong></td>
<td>PD</td>
<td>1.22 ± 0.08</td>
<td>1.21 ± 0.07</td>
<td>0.94 ± 0.21</td>
<td>1.18 ± 0.13</td>
<td>1.01 ± 0.04</td>
<td>0.61 ± 0.17</td>
<td>0.35 ± 0.44</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>13.99 ± 0.04</td>
<td>13.84 ± 0.02</td>
<td>14.06 ± 0.02</td>
<td>14.08 ± 0.05</td>
<td>14.12 ± 0.02</td>
<td>14.21 ± 0.04</td>
<td>14.36 ± 0.06</td>
</tr>
<tr>
<td><strong>CLDTOT (%)</strong></td>
<td>PD</td>
<td>41.78 ± 0.17</td>
<td>41.60 ± 0.03</td>
<td>41.92 ± 0.09</td>
<td>41.95 ± 0.05</td>
<td>42.25 ± 0.11</td>
<td>42.20 ± 0.06</td>
<td>42.36 ± 0.12</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>41.64 ± 0.08</td>
<td>41.35 ± 0.05</td>
<td>41.58 ± 0.03</td>
<td>41.92 ± 0.06</td>
<td>41.93 ± 0.08</td>
<td>42.08 ± 0.06</td>
<td>42.29 ± 0.09</td>
</tr>
<tr>
<td><strong>CLDLOW (%)</strong></td>
<td>PD</td>
<td>27.07 ± 0.02</td>
<td>27.01 ± 0.06</td>
<td>27.39 ± 0.01</td>
<td>27.21 ± 0.03</td>
<td>27.26 ± 0.04</td>
<td>27.29 ± 0.04</td>
<td>27.33 ± 0.09</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>26.87 ± 0.05</td>
<td>26.37 ± 0.08</td>
<td>27.08 ± 0.04</td>
<td>27.00 ± 0.04</td>
<td>27.02 ± 0.06</td>
<td>27.08 ± 0.04</td>
<td>27.10 ± 0.05</td>
</tr>
<tr>
<td><strong>CLDMED (%)</strong></td>
<td>PD</td>
<td>39.82 ± 0.14</td>
<td>40.56 ± 0.06</td>
<td>39.90 ± 0.08</td>
<td>40.47 ± 0.24</td>
<td>40.66 ± 0.06</td>
<td>41.04 ± 0.12</td>
<td>42.57 ± 0.12</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>40.10 ± 0.14</td>
<td>40.90 ± 0.05</td>
<td>40.28 ± 0.08</td>
<td>40.70 ± 0.16</td>
<td>41.06 ± 0.12</td>
<td>41.47 ± 0.10</td>
<td>43.01 ± 0.16</td>
</tr>
<tr>
<td><strong>CLDHGH (%)</strong></td>
<td>PD</td>
<td>22.44 ± 0.03</td>
<td>22.43 ± 0.03</td>
<td>23.35 ± 0.03</td>
<td>25.64 ± 0.05</td>
<td>26.63 ± 0.01</td>
<td>27.46 ± 0.04</td>
<td>30.68 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>21.92 ± 0.04</td>
<td>21.75 ± 0.04</td>
<td>22.95 ± 0.05</td>
<td>25.63 ± 0.04</td>
<td>26.63 ± 0.01</td>
<td>27.60 ± 0.04</td>
<td>31.09 ± 0.14</td>
</tr>
<tr>
<td><strong>Δ</strong></td>
<td>PD</td>
<td>0.52 ± 0.03</td>
<td>0.68 ± 0.05</td>
<td>0.40 ± 0.06</td>
<td>0.02 ± 0.02</td>
<td>0.00 ± 0.05</td>
<td>-0.14 ± 0.08</td>
<td>-0.41 ± 0.19</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>0.52 ± 0.03</td>
<td>0.68 ± 0.05</td>
<td>0.40 ± 0.06</td>
<td>0.02 ± 0.02</td>
<td>0.00 ± 0.05</td>
<td>-0.14 ± 0.08</td>
<td>-0.41 ± 0.19</td>
</tr>
</tbody>
</table>
averages from the final 5 years of the 6-yr simulation. Bootstrapped samples are constructed from years 2 and 3, 3 and 4, 4 and 5, and 5 and 6 for the PD and PI runs, and the mean and standard deviations of these samples (as well as mean and standard deviations of the differences) are shown. The total cloud fraction tends to increase slightly as cf increases; this is driven by an increase in low clouds, which offsets a decrease in high clouds.

The cases with cf > 1 match globally averaged satellite values for PD LWCF more closely than the B or MEY cases, although there is large sensitivity of radiative and cloud properties to the version of the parameterization used. PD LWCF, IWP, INC, and REI increase as a function of fixed cf (with larger relative increases in IWP and INC than with REI), while PD SWCF decreases as a function of fixed cf. For the MEY case, PD and PI values are similar to those in the 0.1B and B cases. Different sensitivities to changing cf in the PD cases versus that in the PI cases lead to decreasing change in IWP (dIWP), decreasing dINC, and increasing dREI with increasing fixed cf. The value of dLWCF is positive in the MEY case and cases with smaller fixed cf but becomes negative at larger cf values. The value of dSWCF increases as a function of fixed cf. Overall, the choice of cf significantly affects the estimated dLWCF, which ranges over ~0.8 W m⁻² in the experimentally constrained cases (cf ≥ 1) and changes sign from positive to negative (Table 1; Fig. 3).

The values for radiative and cloud properties for the stoch case fall within the range of values from the largest fixed-cf cases. However, the changes in cloud properties and corresponding responses in radiative properties in the stoch case are significantly different than those from the 3B and 4B cases, despite all three having similar mean values of cf (Table 1). This difference is also apparent when comparing dLWCF to dIWP (Fig. 3). In particular, the stoch case exhibits more negative dIWP than the 3B and 4B cases and is one of the cases that exhibits a negative dLWCF. The differences between the stoch case and the 3B and 4B cases is also apparent in zonally averaged comparisons of dINC, dIWP, dLWCF, and dSWCF (Fig. 4), especially in the Northern Hemisphere.

4. Discussion and conclusions

The results presented in the previous section indicate that the choice of cf significantly affects the estimated dLWCF. The PD value for LWCF increases with increasing fixed cf. There is similar behavior in PI LWCF values, but these exhibit more sensitivity to cf than the PD values, resulting in a negative dLWCF in the larger-cf cases. This cloud-forcing behavior coincides with changes in IWP. Both the PD and PI IWP values increase with increasing fixed cf. The sensitivity of IWP to cf is larger in the PI cases than in the PD cases, resulting in a decreasing dIWP as a function of fixed cf. Increasing cf but holding the emissions constant for either the PD or PI cases leads to an increase in cloud ice, but the increase is somewhat larger in the PI case. This suggests that in the PI case, when there are fewer aerosols overall, ice nucleation is more sensitive to small changes in the aerosol burden. This could lead to a “buffering” of ice formation as is thought to occur in aerosol–cloud interactions in the liquid phase (Stevens and Feingold 2009). Overall, there is a relatively smaller change in the amount of cloud ice in the PD cases compared to the PI cases for a given cf. This difference in sensitivity coincides with decreasing dLWCF with increasing fixed cf. At the largest cf values, this difference in sensitivity is most pronounced, and dLWCF decreases to the point at which it becomes negative.

These changes in longwave forcing arise from opposing cloud micro- and macrophysical processes. Increasing cf serves as a proxy for increasing the fraction of particles available to serve as INPs. Increasing this abundance of INPs only weakly impacts high-cloud coverage in the model but perturbs cloud microphysics by reducing the fractional change in ice water path, dIWP, as emissions increase. Traversing the cf parameter thus results in a regime change. When cf is small, ice clouds in the model exist in a regime where small positive aerosol perturbations only weakly influence cloud ice water and thus lead to a modest increase in LWCF. However, when cf is large, the same perturbation greatly
suppresses the development of cloud ice water and produces a small decline in LWCF.

The model results also suggest that there is a significant change in simulated cloud forcing when cf values are drawn from the distribution of measured values instead of being fixed. The model used in this study is particularly sensitive to ice-phase aerosol–cloud interactions when the number of potential ice nuclei is

![Figure 4](image-url)
very large; the stochastic parameterization here allows, infrequently, very large values of cf, which have a large impact on simulated cloud macrophysics and radiative forcing. Although the average cf drawn in the stochastic simulation here is close to 4, the simulation as a whole is quantitatively more similar to the case where cf > 5.

The cloud-forcing response is associated with changes in dINC, dREI, and dIWP. The relationship between cloud-property changes and radiative changes is similar to those reported in previous studies (e.g., Cziczo et al. 2009; Gettelman et al. 2012; Storelvmo et al. 2011; Xie et al. 2013): in particular, dINC and dIWP are positively correlated with dLWC, but the exact relationship depends on the parameterization used. Furthermore, these results indicate that selecting the mean cf from a measured distribution does not produce the model response in dINC and dIWP and the corresponding changes in dLWC that are produced from stochastic cf values, suggesting an influence of the tails of the cf distribution on model results.

These changes in INC and IWP are further associated with both cloud macrophysical changes (particularly low and high cloud fraction) and LWP. Within the model, increases in INC due to enhanced INP under present-day emissions or when cf is increased tend to produce more ice crystals. This does not necessarily produce higher IWP; as Gettelman et al. (2012) illustrate in their Table 3, given a simulation with sufficient background INC for given INP emissions, IWP can be suppressed as INP emissions are increased, as occurs when present-day emissions are used. This shifts the microphysical balance of mixed-phase processes toward liquid water, resulting in increases to LWP. More generally, these changes in emissions perturb the frequency and distribution of both liquid and ice water particles, which interact with ambient relative humidity in such a way to enhance cloud cover at low levels at the expense of high-level clouds.

Given these results, if heterogeneous ice nucleation parameterizations based on CFDC measurements are to be used extensively in the global modeling community, it is critical to account for both (i) the underprediction of INP in these observations and (ii) the variability (especially in the tails of the distribution) of INP measured with this technique. Small changes in these details, as shown here, can lead to different estimates of the background climatology of ice clouds and their sensitivity to aerosol perturbations, which can significantly alter the magnitude of aerosol impact on ice clouds within the same modeling framework.

These results also suggest that minimizing the uncertainty in estimates of this bias is an important step in constructing heterogeneous ice nucleation parameterizations based on CFDC measurements. Ideally, the value of cf would be inferred on a measurement-by-measurement basis and included when fitting parameterization constants: the sensitivity of the parameterization constants to uncertainty in the cf values could then also be quantified. Overall, in order to incorporate CFDC measurements in global models as a means of reducing the uncertainty that INP contribute to the climate system, both experimental and modeling efforts must carefully account for the variability in instrument bias and consider the uncertainty associated with it.
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